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Chapter 1
Flexibility of word order in Minimalism

1 Introduction

Broadly speaking, the present monograph seeks mtrilsote to the investigation of two
complementary but interrelated themes in the stfdgatural language syntax, examining
them in the context of the current minimalist reskaprogram (MP) of transformational
generative grammar (TGG). These are: (i) the amalg$ apparently free word order
alternations, and (ii) the account of word ordestnietions. Naturally, the particular research
guestions | attend to in this work are only specifspects of these immense and formidable
themes, without doubt as old as the study of laggu@elf. In this first chapter | spell out the
research questions the rest of the dissertatioertadees to investigate, situating them and
highlighting their special significance in the cexit of the current minimalist program of
TGG, initiated by Chomsky (1993).

| begin by laying out the theoretical frameworkwhich the research is conducted,
and within which the particular issues that | imigete arise (Section 2; this section can be
readily skipped by readers familiar with the miniisiaincarnation of the Principles and
Parameters approach). | then formulate the reseprektions posed by the dissertation and
outline their immediate background (Section 3). Tém& section of the chapter, Section 4,

provides a roadmap for the volume.

2 The framework

21  Principlesand Parameters

The so-called Principles and Parameters (P&P) thkeas been the prevailing approach to
natural language syntax within transformationalegative grammar since the beginning of
the 1980s. According to the P&P theory, the initiahate state of the human faculty of
language Fb.is characterized as a finite set of general ppiesicomplemented by a finite set



of variable options, dubbed parameters. These iptescand parameters together constitute a
Universal Grammar (UG), a model of &IFL, functions as a Language Acquisition Device:
it imposes severe constraints on attainable larggjathereby facilitating the process of
language acquisition, the core of which lies inrigcthe open parameter values ofoFOn
this view, competence a given language is the result of a particujgectfication of the
parameters of FJ(called parameter-setting), which determine thmeyeaof possible variation
among languages.

Interpreted broadly, the P&P framework can be saena general model of the
interaction of “nature” and “nurture” (genetic enduoent and experience) in the development
of any module of human cognition. Accordingly, ashcome to be applied beyond syntax
both inside and outside linguistics. An exampléhaf former case is the theory of phonology
called Government Phonology (see Kaye 1989), anthstance of the latter is a recently
emerging principles and parameters based approaciotal psychology (see Hauser 2006,
and references therein). In the domain of natumaliage syntax, the P&P framework
subsumes both Government and Binding (GB) theomyedkas its more recent development
called the Minimalist Program, or linguistic minilisan (even though the term is often, and
confusingly, used narrowly to refer to the formds @odel only).

The P&P framework crystallized by the end of th&d®as a way to resolve the tension
between two goals of generative grammar. One dbgeavas to construct descriptively
adequate grammars of individual languages, whitghear was to address the logical problem
of language acquisition (viz. the issue how it asgible to come to know so much being
exposed to so little evidence) by working out aotijeof UG that constrains possible
grammars to a sufficiently narrow range, so that determination of the grammar of the
language being acquired from the Primary Linguifista can become realistic (this latter
objective is referred to as explanatory adequatiie two goals clearly pull in opposing
directions: the former seems to call for allowirgmplex rules and a considerable degree of
variation across grammars (a liberal UG), while ltiteer requires that possible grammatical
rules be as constrained as possible (a restrickive

The research program that culminated in P&P thaimed to approximate these twin
goals by establishing in what ways grammaticalgwen and should be restricted, extracting
from them properties that seemed to be stable scrtosstructions and languages, and
formulating them as constraints imposed by UG oe tbrmat of rules of individual
grammars. Uncovering, generalizing and unifyinghseonstraints eliminated from rules

general conditions on their operation, which madeassible for rules themselves to be



considerably simplified. For instance, the transfational rule that forms/h-interrogatives,
the rule of relativization producing relative clags the rule of topicalization, and several
others, each corresponding roughly to some corigirucecognized by traditional grammars,
share certain notable properties. Chomsky (197¢ueat that instead of stating such
properties as part of each of these rules, sontieeofi should be incorporated into UG, while
others should be ascribed to the generalized rulebed Front-Wh, which each of the
individual rules is an instantiation of. The furthesuch a “factoring out and unification”
strategy can potentially lead to is a model of leage where rules (as well as the
corresponding constructions of traditional gramnaa€) eliminated altogether from the theory
as epiphenomena deducible from the complex interaaif the general principles of UG.
This is precisely the approach that the P&P frantkwas been pursuing.

In the Government and Binding model of the P&P apph (Chomsky 1981),
principles of UG are organized into modules, ortlBabries. Such modules include X-bar
theory, which constrains possible phrase struatorgigurations, and Theta Theory, which
determines a bi-unique mapping between the leyicglecified theta-role (thematic role)
bearing arguments of a predicate and the syntdage positions they occupy. As for
structures derived by transformations, movemersrake reduced to a single and maximally
general operatioMove a that can move anything anywhere. Representatiaghefsf then
limit the application of Mover. One central such filter is the Empty Categoryéiple (ECP)
which demands that traces of movement be license@érua local structural relation called
government. Another module of syntax, Bounding Tiigplaces an absolute upper bound on
how far movement can take an element. Apart froemERP and Bounding Theory, various
other modules of UG, not narrowly geared to cut miaWwe overgeneration of structures
resulting from Moveu, act to filter the output representations produlsganovements. Case
Theory, for instance, requires that (phoneticallyert) NPs occupy a position at Surface
Structure in which they are assigned Case. Thee thrinciples of Binding Theory (which
constrain the distribution of anaphoric, pronomirzald referential NPs, respectively, relative
to potential antecedents they can/cannot be cemtal with) are sensitive to the binary
[ranaphoric] andHpronominal] features of NP categories generallgluding phonetically
empty NPs like various types of traces and nulhptms.

This brief list serves to illustrate the modulagamization of the P&P theory, i.e., the
dissociation of various aspects of syntactic phesmwarfor the purposes of the grammar. It is
this modular organization that makes it possibl&daep principles of UG maximally simple.

The cohesion of each module is supplied by somemaind/or formal relation that its



principles are centered around. The whole of tlaengnatical system is also characterized by
unifying concepts, most notably the notion of goweent, which plays a key role in a variety
of modules. The components interact in complex way®strict the massive overgeneration
of syntactic expressions that would otherwise tesoin the fundamental freedom of possible
basic phrase structures and transformations apidtem, which ultimately yields the actual
set of well-formed expressions.

The modularity of the different (sets of) principlis due not only to the dissociation of
the properties relevant to them, but also to thmukttion of distinctions with regard to where
in the grammar they apply. According to GB the@ach sentence corresponds to a sequence
of representations, starting from D-structure (@ep Structure, DS), proceeding through S-
structure (or Surface Structure, SS) to the firedresentation called Logical Form (LF),
where adjacent representations are related byftramations. The derivation from DS to SS
feeds phonetic realization, in particular the magpirom SS to Phonetic Form (PF) (it is
overt), whereas the derivation from SS to LF does rtas @overt). A principle can apply to
transformations (like Bounding Theory), or to one more of the three syntactic
representational levels DS, SS and LF (these aecdmstraints that | have referred to as
filters), though not to any intermediate representatibndépicts this so-called Y- or T-model

of GB, tagged to indicate where the most promimeodules apply.

Theta Theory
(1) Theta Theory Theta Theory ECP
X-bar Theory goynding Theory Case Theory Binding Theory
Lexicon....y DS » SS » LF
overt transformations l covert transformations
PF

UG, as a model of language competence, includeprtheiples along with the locus of
their application, as well as the primitive syntaatbjects (e.g., labels distinguishing full
phrases, heads of phrases, and intermediate |lexegaries), relations (e.g., c-command,
dominance, government) and operations (e.g., monerdeletion) that collectively define the
syntactic expressions. Cross-linguistic variataegording to GB theory, is rather limited. An
obvious element of variation involves the identtyd properties of lexical items (referred to
collectively as the Lexicon). Apart from acquiriag_exicon, the primary means of grammar
acquisition and the key source of cross-linguistifferences is the inference of
underspecified aspects of UG principles, i.e., sletting of open parameters. Parametric

principles are an innovation to allow the modelfumish descriptively adequate—because
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suitably different—grammars for individual languag&o provide a realistic account of
language acquisition, a process that is fairly amif and remarkably effective both across
speakers and across languages, the number of gararteebe fixed must be reasonably low,
the parameter values permitted by UG must be laniterelatively few, and the cues in the
Primary Linguistic Data that can trigger their vedumust be sufficiently easy to detect. Due
to their rich deductive structure, a distinct adege of parameterized principles over
language- and construction-specific rules is thed setting of a single parameter can
potentially account for a whole cluster of syntagtroperties, thereby contributing to a
plausible explanation for the outstanding efficierud the process of language acquisition
itself. Such parameters are often referred to agoAgarameters.

Parameters range from macro-parameters like thealsed null subject parameter,
putatively responsible for a whole cluster of pmies, to micro-parameters whose scope is
comparatively narrow. One micro-parameter, for dnse, is the parameter determining
whether or not the (finite) main verb raises outtleg VP before S-structure to a position
above VP-adverbs or clausal negation (t& raising parameter). Another dimension along
which parameters differ is how many options, iparameter settings, are allowed for. Most
parameters are binary, but proposals have been foag&rameters with more options: for
instance, the choice of thieocal Domain in which anaphors must find an appropriate
antecedent (according to Principle A of Binding @th®. Binary parameters include the
choice of the “timing” of a movement transformatith respect to S-structure (either overt
or covert, see (1)). Finally, while some parametees simply underspecified aspects of UG
principles, others are grammatical properties das@es) of lexical items. Thelead
Directionality Parameter (set ashead-initial for English where verbs, nouns, adjectives and
adpositions precede their complements, lagadl-final for Japanese, where they follow them)
belongs to the first of these two types, while &aoin in terms of which lexical items are

lexically [+anaphoric], exemplify the second.

2.2  TheMinimalist Program

The P&P framework inspired a vast amount of regearcsimilarities and differences across
languages, as well as on language acquisition,lwhas produced an impressive array of
novel discoveries, and analyses that are bothctittedy elaborate in terms of data coverage
and at the same time genuinely illuminating as n@gjghe explanations they offer. That said,
in pursuit of the twin objectives of descriptivedaexplanatory adequacy some of the basic

notions and principles became increasingly nonvaaind complex (like government and the
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ECP, or the notion of Local Domain in Binding ThgofThis gave cause for growing concern
in the field, in no small part because the questbérwhy UG is the way it is became
disappointingly elusive. The ultimate source of émeergent complexities, beyond the strive
for ever-improving empirical coverage, was the fawt GB lacked an actual theory of
possible principles or, for that matter, of possiphrameters. As for the latter, continued in-
depth research on cross-linguistic variation hasvshmany of the macro-parameters, among
them the null subject parameter, to be unsustaniabthe strong form they were originally
proposed: several of the linguistic properties @ated by macro-parameters turned out to be
cross-linguistically dissociable. Even though tbea of parametric linguistic variation was
upheld, parameters themselves needed to be scaled. dn addition, as GB relied on
massive overgeneration resulting from the fundaaidreedom of basic phrase structure and
transformations, downsized by declarative condsaiimposed (mainly) on syntactic
representations, the computational viability of thedel was often called into question.

The current minimalist research program (MP), atéd by Chomsky in the early
1990s (see Chomsky 1993, 1995), while buildinghendchievements of GB theory, departs
from it in various important ways. It re-focuseteation on the shape of UG itself as a model
of the innate faculty of language FL, a computaleepresentational module of human
cognition, as well as on the way it interfaces watticulatory-phonetic and conceptual-
intentional external systems, dubbed PHON and SimMroughout present dissertation. The
MP adopts the substantive hypothesis (calel Interpretation) that representations that the
FL feeds to the external interface systems arg faterpretable by those components, with all
uninterpretable aspects of the representationgredied internally to FL. As for the shape of
UG as a computational system, the MP puts forwhedstubstantive hypothesis that FL is
computationally efficient: it incurs minimal operaial complexity in the construction of
representations fully interpretable by the inteefasystems. Syntactic operations like
movement apply only if they are triggered: a pipheiof computational economy callédst
Resort. On a narrow interpretation of the notion, this aition is satisfied only if the
movement must be carried out in order to satisfif Fuerpretation by eliminating some
uninterpretable property in the syntactic expraessinder computation. If there is more than
one way a derivation can satisfy Full Interpretatithe least complex (set of) operation(s) is
selected by FL: the principle akast Effort (which, however, can be reduced to Last Resort if
appropriately construed).

On the methodological side, the MP proposes toya@ukham’s razor (= Occam’s

razor) considerations of theoretical parsimony 8 bk rigorously as possible. All syntax-
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internal principles constraining representations @isposed of, thereby eliminating syntax-
internal representational levels, including S-structure and D-structure. The inczatal
structure building operatioklerge starts out from lexical items, combining them reoely
into successively larger syntactic units. Empirisadperties formerly captured at D-structure
and S-structure are accounted for by shifting thkelén of explanation to Full Interpretation
at the interface levels of PF and LF, and to pples of economy of derivation, the only
principles operational in UG. Economy principlesvéano built-in parameters: all
“parametric” differences across languages are nedfio the domain of lexical properties, an
irreducible locus of variation, to which, accordyghe acquisition of syntax is reduced. For
instance, word order variation previously put dawrthe Head Directionality Parameter (see
the previous subsection) is typically attributedriovement operations: movements can occur
either in overt or in covert syntax, and they c#iiech smaller or larger units of structure,
these choices being a function of uninterpretadtechl properties of participating elements.
Non-naturally complex notions and relations (inahgdgovernment) are also eliminated
from UG. A syntactic expression is taken to bearpset (of sets of sets etc.) of lexical items,
produced by recursive applications of Merge: nagheyond that is added in the course of
the derivation. It follows from this simplifying pposal (callednclusiveness) that syntactic
expressions include no indices (to link a movednelet to its trace, or a binder to its bindee),
no traces (but silent copies of the moved eleminamselves), no syntactic label for “phrase”
or “head” status, and perhaps no labels borne lyptex syntactic units at all. The two
stipulative assumptions of the GB model that alerbvmovements precede all covert
movements, and that transfer to phonological amtegotual interpretation can only take
place at a unique point in the derivation are dlsipped. This yields a model that has overt
and covert movements intermingled (applying thensasn as their respective trigger is
Merged in), and that has multiple transfers (deiowveal sequences between two transfer

points are calleghases). The basic architecture is shown in (2):
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(2) The architecture of the MP (Chomsky 2001, 2005)

Conceptual inter pretation
Full Interpretation

éprincipies of cofrrputati:f)nal ecorfnomy

Lexicon....y | ——p o= g ey

FuI_I Iqterpretation _
Phonetic inter pretation

Finally, grammatical components are reduced as. \webt of all, there are no distinct
phrase structure and transformational componerdgsba@h basic phrase structure and
movements are brought about by the operation Mevbéde basic structure building involves
Merging two distinct elements, movement involveg-)¥lerging an element with a
constituent that contains it (see esp. Chomsky R0@4addition, the burden of description
carried by modules of GB is partly reallocated yatax-external components, and is partly
redistributed among the residual factors that cateresyntactic explanation: the principal
constraint imposed by the interface componentsl (lriérpretation), the character of the
syntactic derivation (multiple transfers, princgplef computational economy, the nature of
basic syntactic operations etc.), and the propedfdexical items. For instance, much of the
Binding Theory of UG is reduced to movement operaiand rules of interpretation, Case
Theory is recast in more general terms and is snbdun a broader account of triggers for
movements (calledhecking theory), and Bounding Theory is essentially deduced ftom
“multiple transfers” nature of the derivation.

A repercussion of relegating parameters to the daexi and of eliminating some
modules of syntax and reducing the capacity of rsthis that languages, i.e., grammars of
natural languages, have radically fewer ways incttihey can differ from each other than
before. Indeed the working assumption of the MAcvIt takes to be the null hypothesis, the
hypothesis to be adopted in the absence of sufficevidence to the contrary, is that
grammars of languages (where grammar is interpreaeawly as syntax) are fundamentally
uniform (call this the Uniformity of Grammars hypesis).

The fundamental question pursued by the P&P framlevgowhether it is possible to
construct an explanatorily adequate theory of @htlanguage grammar based on general
principles. Two further ambitions of P&P, gainingominence with the advent of its

14



minimalist research program, are to find out whethe primitive notions and principles of
such a model are characterized by a certain degfesaturalness, simplicity and non-
redundancy, and concurrently, whether some pragsenif the language faculty can be
explained in terms of “design” considerations pertey to computational cognitive
subsystems in general, such as the optimizatidheofise of computational resources in terms
of the computational complexity incurred, and thgcent interaction of the subsystems
themselves; or in the long run even more broadiyterms of the laws of nature. Should it
turn out that the answers to these questions ateeipositive (as some initial results suggest),
that would be a surprising empirical discovery aban apparently complekiological
subsystem (cf. also the not-so-recent term ‘bialistcs’): in the case at hand, the human
language faculty. The exploration of the ways gehkws of nature might enter linguistic
explanation is only currently taking place withlretP&P framework; there is no doubt that

most of this work lies ahead.

3 Background and objectives

Within this broadly defined context of the MP, tharticular research questions the present
monograph investigates concern three related malisigq aspects of the approach. | begin this
part by laying out the background against whicthént formulate the three (families of)

guestions that concern these three aspects, rasggct

3.1 Theroleof featurechecking and Last Resort

A basic working hypothesis of the MP, as pointed wuthe preceding section, is that
operations, including displacement, are heavilyst@ned. Their constrained nature comes
from a fundamental principle of the economy of caagion, dubbed.ast Resort, which
dictates that no operation should take place unteiss properly ‘triggered.” On the other
hand, if an operation is triggered, themist take place.

Needless to say, for such a hypothesis to holdaaatgr a proper theory of triggers is
required. In line with its quest for reducing syntiaself to its bare minimum, the MP
conjectures that triggers should be extra-syntdsge Section 2 above). Notwithstanding this
ideal, until recently the majority of triggers haleen formulated practically (although not
technically) as intra-syntactic requirements otisturally local agreement between pairs of
syntactic elements (called ‘feature checking’).particular, the assumption has been that
syntax-external interface components of meaningcandf sound (SEM and PHON, for

short) requires the representations that syntaxsfeas to them as their input to be fully
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interpretable for their own purposes (the principfeFull Interpretability), and that certain
elements, or more precisely their relevant featuresain uninterpretable for SEM and/or
PHON unless they enter local agreement within symth another, matching interpretable
feature of some other element.

Taken together, these assumptions point to the lesino that if a syntactic
displacement (a movement transformation) takeseplaorder to establish a local agreement
(feature checking) relation between two elementsciwsubserves Full Interpretability at the
interfaces, then that displacement does not quabfyptional; i.e, the apparent word order
alternation that its occurrence and its non-ocaweegive rise to is not free: when the relevant
uninterpretable feature is present, it is obligatoo satisfy Full Interpretation), and when it is
absent, it is prohibited (by Last Resort). For anse, the movement of an argument
expression to the canonical subject position igleges like English is triggered to establish
local morphosyntactic agreement betweenuhiaterpretable number and person (aka phi-)
features of the (syntactically independent) agregftemse morpheme of the inflected verb
and the matching interpretable number and persatnres of the subject; being triggered, this
movement is obligatory. As the verb has (unintdgirke) phi-features in all finite clauses of
English, movement to the canonical subject posiigonbligatory in all finite clausedVh-
movement differs from this scenarmh-movement takes place only in (genuine) questions,
whose (silent) complementizer C (taken to be presetine left periphery of all main clauses)
is assumed to bear an uninterpretable [wh] feafline. [wh] feature of C and the matching
wh-feature inherent in thesh-element must undergo local feature-checking tmiekte the
uninterpretability, which need triggers the movemainthe wh-element to a position next to
C. When C bears [wh], then (there must lveheelement in the sentence and) weelement
must move to C. When C does not bear [wh],wiheslement does not undergo movement,
and we don’t have a genuine question (or there ismelement in the sentence at alblere
we have an example of a word order alternationn{(é@ versusn situ wh-element) that
correlates with the presence versus absence ofrafdeature (viz., [wh]). The alternation is
only apparently free.

Notice that even though Full Interpretation is atrasyntactic requirement, in line
with basic minimalist methodology, but at the satinge agreement takes place in, and is
conditioned by, narrow syntactic structure, i.aternal to syntax. This makes it possible to
extend the mechanism to virtually any apparentitioogl movement transformation,
including displacements like topicalization or feowg, which are characteristically (though

not universally) not correlated with morphosyntacigreement at all. Agreement between
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abstract, i.e., morphologically null, features ehnays be postulated as a trigger, to make up
for the apparent lack thereof. Accordingly, paifsagreeing uninterpretable and interpretable
abstract morphosyntactic features like [top(ic)ll ffoc(us)] have been posited by analysts of
pertinent constructions in different languages, faoning in this manner to the working
hypothesis of the MP that all (displacement) openst are triggered. But such an
implementation of the notion of trigger is methamptally unsound, since, while it applies
the same mechanism of trigger throughout, it sulbistidy weakens the predictive power of
the hypothesis itself (the general prediction bdimgt all movements are triggered), to the
degree that makes the argumentation almost citcular

Taking topicalization as in (3) as an example, atitl keeping to English, the
problem is that first, topics do not morphosyntzadty form a natural class, and there is no
overt morphosyntactic marker on (the silent maiix the potentially overt embedded)
complementizer C that would correspond to the enpretable [top] feature there; and
second, an expression cannot be a interpretedasca(in the sense illustrated in (3)) if it is
not fronted, i.e., there does not seem to be aerprdtable property of the expression
undergoing topicalization that would make it seratiy a topic independently of its

movement.

3) John, I like

In other words, there is neither a morphosyntantic a semantic property that could be
pointed at as independent evidence for the posinlabf the [top]-feature-checking
mechanism at issue. We can still posit a pair @f]ffeatures undergoing feature checking in
(3), merely on account of the fact tldahn is interpreted as a topic.

As long as the moved element is interpreted diffiyein its landing site than in its
extraction site (and this condition is the reasomywhe argumentation is onlglmost
circular), the element undergoing movement cannadyaed as possessing some interpretable
feature responsible for the relevant differentrpttetation; the uninterpretable counterpart of
this feature can then be associated with the Ignsiite position to trigger the movement. A
result is that in such cases the word order alterm#éhe movement at issue gives rise to is not
free, as when the relevant feature is presentdifi@acement must take place. Given the
unwieldiness of the postulation of such unintergioéd features, no particular insight is gained
into the nature of the movements that such disesrgkated uninterpretable features are used

to model. The predictive power of the postulatidi.ast Resort as a principle is rather weak
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in this setup. Note that Last Resort is in prineipl strong constraint on movements—it is
only its formulation in terms of Full Interpretaticat the interfaces, which in its turn is
understood as the requirement to be free of umreeable morphosyntactic features, that
makes it lose most of its force.

The feature [g(uant)] (for quantificationality), played in some analyses to trigger
the movement of generalized quantifiers (GQ), ime illustration of an even more serious
issue. Assume that the movement of GQs is obligatod semantically significant, in line
with May’s (1977, 1985) Quantifier Raising approadime obligatoriness of the raising of
GQs can be derived on the assumption that thegarmterpretablén situ due to a semantic
type conflict (e.g., Heim and Kratzer 1998). On ip@ant)-feature-based approach, the
movement of GQs is triggered in syntax by the wrprietability of the g(uant)-feature on
some functional head at the landing site, simil&slany other movement. The specific nature
of GQ-raising (involving semantic type-conflict obstion) is effectively masked by such a
feature-checking account. In particular, it is abed that GQs are interpretable only in
certain syntactic positions: i.e., the interprdigbof their g(uant)-feature is not an absolute
property of GQs, independent of syntactic cont@xtcontrast to the interpretability of phi-
features of a DP, which does not depend on thasiiatcontext of the DP).

It is easy to spot the redundancy in such an approa GQ must be moved, say, out
of its object position in order to be interpretaite movement serves Full Interpretability, as
otherwise the representation transferred to SEMladvbe uninterpretable there. Therefore
Quantifier Raising of the GQ satisfies Last Reshris redundant to require the GQ to also

enter feature checking with an uninterpretabledqt)] feature.

3.2 Theroleof syntactic templates

The contemporary mainstream of TGG conceptualizashnof syntactic structure itself in

terms of more or less fixed, highly articulatedrarehical syntactic templates ST of absolute
positions (hierarchies of so-called functional pabjons), which positions may or may not be
filled by elements in any given sentence. It viemard order alternations arising from the
displacement of a given element E as being dulegodquirement to bring E to some specific
position within ST that is distinct from the origin(or base) position of E and that in some
well-defined sense matches properties of E. Moditys matching takes the form of

agreement, i.e., morphosyntactic feature checking,that each position in ST, or rather the

functional head projecting that position, bearspacdgic uninterpretable morphosyntactic
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feature. In this manner, the STs that are posiedesto model word order restrictions of all
sorts.

Such syntactic templates have been generalizeltl $grdactic structure, resulting in
what has come to be called the cartographic apprésee Rizzi 1997, Cinque 1999, and
much subsequent work), which draws up (large postiof) an extremely detailed ST
encompassing all syntactic structure. The moreilddtand encompassing the STs are (call
such STs ‘cartographic ST’), the less explanatdrg tmodel is regarding word order
restrictions—the STs provide little more than acdgsion of the word order restrictions
themselves.

Various other issues have been noted for cartographs. One set of problems
concern data that point to the conclusion thatettee positions (functional projections) in
STs that cannot be ordered linearly; assumingwlatl order is determined by STs, sets of
examples can be constructed that give rise to migigraradoxes (see Bobaljik 1999, Nilsen
2003). But STs, by definition, involve a compldteskr order of positions.

Another type of problem is related to word ordexibility. To the extent that STs
determine possible word orders, word order is ebtgaenot to be free: given elements occupy
given positions in the ST, and there is no roonofolering freedom. Phenomena of genuinely
free word order alternations, including those désed in the present dissertation, or for
instance those discussed in Neeleman and Koot J2@08 therefore problematic for the
cartographic approach.

Cartography, coupled with a strong interpretatiérth@ Uniformity of Grammars
hypothesis, leads to a massive expansion of STiseii€ is evidence for a position in an ST in
one language (in one construction), then that jposis part of the ST across languages. If
only a weaker view is subscribed to, viz., thahaltgh the ST is universal, not all positions
are present in all constructions/sentences, bt thialse that are occupied by some element,
then the syntactic technology to still ensure canity to the complete linear ordering of the
full set of positions becomes cumbersome (e.ghadadditional features and/or a special
calculus are introduced). For further general @gth of cartographic STs, see Newmeyer
(2008).

Finally, and most significantly for our present poses, the cartographic view of
displacements to positions in STs involves an uealipg degree of redundancy when
combined with the feature-checking implementationh Last Resort. In particular, in
cartographic STs each position in an ST is inhéremtssociated with a different

morphosyntactic feature. Therefore, the associatibman uninterpretable morphosyntactic
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feature with a position (functional head) in an &3rves only to guarantee that when the
appropriate matching element is present in theesest then it should move there, thereby
satisfying the principle of Last Resort. Beyondttheowever, the morphosyntactic feature is
informationally fully redundant with the positionis associated with; the job of the feature is
only to act as a trigger.

In the case of those movement operations that nmeayattributed a semantic
interpretive effect (like topicalization, focusingtc), positing an uninterpretable
morphosyntactic feature may be redundant evenhipurpose of triggering the movement
itself, if Last Resort is re-defined in terms breadhan Full Interpretability. Based on
arguments largely independent of the present dssmusChomsky (2004) makes a suggestion
that leads in Chomsky (2007, 2008), where the ideaore fully developed, to a notion of
Last Resort that is satisfied not only by featuneaking. Last Resort is generalized as a
principle that requires all movement to have a s#imampact, whether that of turning an
uninterpretable representation (due to an uniné¢apte feature) into an interpretable one (by
performing feature-checking), or by achieving a asfit interpretation that is not achieved
without the movement (adapting proposals by FoX0Q2@nd Reinhart (1995, 2006), among
others); call this generalized Last Resort.

Assuming the generalized Last Resort principle, deidiled cartographic STs, the
movement-triggering potential of uninterpretableatéees associated with interpretable
counterparts on elements receiving some specicgdrse-)semantic interpretation becomes
fully redundant. Such uninterpretable features dbserve to define a landing site: that is
done by the ST itself. Nor are they necessaryigger movement to the landing site, if the ST
is detailed enough to associate the specific inégagion of the moved element at the SEM
interface to the landing site itself. In this mantie movement satisfies Last Resort by virtue
of the interpretation it achieves in the given lagdsite position. Chomsky’s (2007, 2008)
generalized version of Last Resort makes unnegefisapostulation of those uninterpretable
features that are linked to interpretable propsrté moved elements that characterize the
moved element only in the landing site positiorg.(etopic interpretation). By eliminating
these uninterpretable features, no extra generptwer is unleashed.

A caveat is in order: This does not make unintégile features that characterize a
position that lacks an associated specific (diss®Qsemantic interpretation redundant. For
example, in languages like English phi-featuresvefbal Tense have the function of

triggering the movement of an agreeing DP to thmngcal subject position.
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It needs to be stressed that, if STs are grantemh for Chomsky’s generalized
definition of Last Resort to make a feature-chegkmechanism dispensable for all the
different kinds of (discourse-)semantically sigcafint movement operations, the syntactic
template ST of positions needs to be maximallycaldied (at least in the relevant portions of
the ST), i.e., a cartographic approach is calledvdere each kind of movement operation
(topicalization, focusing, etc) can be assignedsaimtt landing site position within the ST,
which (absolute) position is in turn associated hwihe desired (topic, focus, etc)
interpretation.

At this point, however, we are back to the problemith the cartographic approach
noted above.

A more promising alternative, regarding semantycalgnificant movements, is to
combine generalized Last Resort with an accounih®frelevant word order restrictions that
does not postulate STs encoding (discourse-)seaadlgtsignificant positions at all. To the
extent such an endeavor proves to be successfahaysis based on uninterpretable formal
features corresponding to (discourse-)semantic timme becomes unformulable. This is
because such features would need to be associatedawunctional head, marking the
relevant positions in ST; but insofar as the pertnportions of the ST are eliminated, the
associated formal featural triggers cannot be edsitThe deconstruction of the
(discourse-)semantically significant positions om® alternative terms seems an attractive
direction, as it effectivelyprecludes the postulation of the problematic uninterpretable
features, making their inexistence fall out.

A possible alternative to a ST of absolute possgjoexploited fruitfully in recent
minimalist work (e.g., Neeleman and Koot 2008)toige-cast structural restrictions in terms
of relative interface configurations as part of fyatax—SEM or the syntax—PHON mapping.
Such interface configurations may state what theive position of an element A needs to be
with respect to some other element B if A (or B) i8 receive a particular
(discourse-)semantic interpretation. The interactod such relative interface configurations
could then give rise to both the relevant word oréstrictions exhibited in syntax, and to the
partial syntactic flexibility that is attested.

Having laid out the role of cartographic syntadcémplates and feature-checking in
current mainstream syntactic theorizing in TGG,ugttake a moment to briefly review how
this basic approach has been applied to Hungarfdms language is known to be
characterized by an articulated pre-verbal domeig.(E. Kiss 1994, 2002; Szabolcsi 1997;
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Puskas 2000). The distribution of (non-adverbijrents to the left of the finite verb can be

summed up roughly as given in &):

4) topics > increasing distributive QPs > negatiofocus > negation

Note that pre-verbal focus is not presentation@fmation focus: it is of the
exhaustive/identificational variety (see Szabolt881, E. Kiss 1998, Bende-Farkas 2006),
and may be contrastive (see Chapter 4 below).tét tgeits pre-verbal position by a syntactic
movement obeying islands and licensing parasitis da.g., Puskas 2000, E. Kiss 2007b).
The elements in (4) are often equated with the pefiphery of the clause (e.qg.,
Puskas 2000, E. Kiss 2006b). On the mainstreanograghic view of Hungarian clause
structure, similarly to the case of other languageevements to the left periphery serve
purposes of feature checking involving the movesinagint and an (abstract) functional head
located within a fixed hierarchy of functional peofions. In terms of this approach,
Hungarian is characterized as a language thatnedytiapplies overt movements to a
recursive TopP (or RefP, see Szabolcsi 1997), arsee DistP, hosting increasing
distributive quantifiers (see Szabolcsi 1997), andon-recursive FocP (i.a. Brody 1990,
1995, Puskas 1996, 2000; Szabolcsi 1997; E. Ki68,28008b; see (2a—¢)Horvath (2000,
2007) proposes to replace FocP housing foci wittOfP, which attracts to its specifier
expressions with an appended EI-Op (i.e., idemtifomal focus expressions). According to
Szabolcsi (1997) and Brody and Szabolcsi (20033PFalternates with PredOpP (in Brody
and Szabolcsi's (ibid.) terms: CountP), the lakteusing ‘counters’ (e.dew N, at most five
N). In a neutral clause the finite verb is immeelatpreceded by the verbal particle (or a

secondary predicat8).

(5) a  Fopp*[pistr* [Negp [FocPNegp [aspp. .. 1TITI] (Puskas 2000)
b.  [Refe* [pistr* [Focp / Predopp=countngrsp V [... 11111 (Szabolcsi 1997,
Brody and Szabolcsi 2003)
C.  [ropp* [Distr* [Focp [Predp---]]]] (E. Kiss 2002)

The finite verb immediately follows the fronted €mc(or counter), if there is one,
while the verbal particle remains post-verbal. Tikianalyzed as being due to V-movement to
the Foc head by Puskas (2000) (following Brody }9%zabolcsi (1997), Brody and
Szabolcsi (2003) and E. Kiss (2002) do not posixtra step of V-movement in clauses with
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a fronted focus: for the former authors, the finigeb is in AgrS, while for E. Kiss (2002) it is
Pred. For reasons of space | omit illustrationg hand refer the reader to the references cited
for the full details.

3.3  Theuniformity of grammars
The last of the three broad issues touched upathignintroductory chapter concerns the
Uniformity of Grammars hypothesis of the MP. Rectidht according to this working
assumption, which follows from the nature of thegram (see Section 2 above), and is taken
to be the null hypothesis in the absence of sefficevidence to the contrary, the syntactic
subsystems of languages are fundamentally unifdhm.particular aspect of this view that |
will briefly focus on here is basic structure. liete is a unique human grammatical system,
then we don’t expect languages to deeply differe @elatively deep difference that was
proposed in seminal work by Hale (1983) is a Camfigjonality Parameter, which determines
languages to be configurational, having a hieraaihilause structure, or non-configurational,
having a ‘flat’ clause structure. Free word order an outstanding property of non-
configurational languages, many of which have tdrroait since to be much less non-
configurational than previously thought. Influehtimork by Baker (1988), proposing the
Uniformity of Theta-Assignment Hypothesis (UTAH)nda by Kayne (1994), predicting a
universal hierarchical basic structure for all laages, have been incorporated in one way or
another into the current MP, making flat structuredesirable in the minimalist framewdtk.
Various types of radically free word order alteroa$, understood as alternations
that are not correlated with significant (discodysemantic differences, have been treated
successfully in terms of a hierarchical structwéh the elements participating in the free
alternations analyzed as adjuncts (see, e.g., Baked, and references therein). Some
apparently free word order alternations which wenee thought not to involve semantic
correlates have since been found to do so (mosthyng to do with information structure),
and are therefore amenable to a movement analyderins of Last Resort. This includes
even Japanese local scrambling, which involves lsueffects on focus structure (see

Miyagawa 1997, Ishihara 2001, among others).
34  Research questions

With this much background | am in the position toniulate the three sets of research

guestions that the present dissertation invessgate
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(1) Therole of feature checking In what part is the general computational pplei
of Last Resort routinely satisfied by formal regairents in terms of morphosyntactic feature
checking, ultimately arising from narrow syntaxdan what part by effects of the external
interface subsystems of meaning (=SEM) and of sowRHON)? Are the latter effects
manifested in terms of absolute positions in fbsttuctural templates ST, or in terms of
relative configurations at the interface levels? Wimat extent are word order restrictions —
including ‘LF word order’ — accountable for by faet-checking”?Can apparently free word
order alternations be modeled in terms of feathexking? If so, does this need to involve an
alternation between the presence and the absemsoenaf morphosyntactic feature?

(2) Therole of syntactic templates To what extent are syntactic templates consisting
of a fixed hierarchy of absolute positions, typic#l mainstream minimalist analyses,
responsible for word order restrictions, includidg- word order'? What aspects of the
redundancy between the mainstream narrow syntactic structegaiesentations in terms of a
fixed hierarchy of absolute positions in structuehplates and certain interpretive rules of
the syntax—SEM interface can be eliminated? Whggeets of the syntactic templates can be
reduced to interpretive interface rules, possildgmulated as relative configurations? By
performing this reduction, do we at the same tinaé ¢ga better account of the attested
flexibility of word order, including apparently fewvord order alternations?

(3) The uniformity of grammars Can the Uniformity of Grammars hypothesis be
maintained in light of apparent evidence of (p#rtiaon-configurationality resulting in
radically free word order alternations? In orderc&er for such word order alternations, do
we need to admit a deviation from the computatignalotivated economy principle of Last
Resort, or to let pass morphosyntactic feature$ tieéther have a morphophonological
interpretation in PHON, nor have a feature courarfon the moved element) interpretable
in SEM?

The remaining part of this introductory chaptedes/oted to spelling out how each
of the chapters to follow bears on these threelfesnof research questions.

4 An outline of the dissertation

The research questions formulated immediately abanee investigated in the empirical
domain of Hungarian clausal syntax. The dissematan be viewed as an extensive case
study of the empirical issues raised by the questio (1-3), but the results, | believe, will be
of interest to the reader whose primary conceswih any one of the empirical domains of

Hungarian syntax or with the particular types ofistouctions in languages in general that the
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dissertation discusses in the chapters to comen taeigh from the perspective of the overall
theoretical model my attention is directed throughthe monograph is the basic set of issues
outlined in (1-3), it was my intention to make sthrat each chapter also remains accessible
in itself to the reader with a specific empiricahcern or interest.

Naturally, no one can hope to cover all the comsipns that are of relevance to the
research objectives formulated in (1-3) even withisingle language. My discussion here
will therefore inevitable have to be selective, @&w more attention to those empirical
themes that | have concentrated on in recent wairkhe same time, however, to be able to
situate the particular syntactic phenomena narraelgvant to (1-3) in a somewhat broader
empirical context, | will embed their analysis irwaler setting, fleshing out the workings of
the larger family of constructions of which theyrfopart. The aspects most closely pertinent
to (1-3) will be highlighted and discussed at thd ef each chapter.

In Chapter 2 | provide a brief review of some cgréaphic accounts of the syntax of
the Hungarian clause and the most typical semadiytisggnificant (A-bar) movements it
exhibits, which mostly, though not exclusively, basoncentrated on the pre-verbal domain
of this language. The particular family of movenseahd positions this chapter concentrates
on are related to scope-taking. | outline a possid#construction of part of the syntactic
template involved in these approaches, suggeshagy an alternative, and in fact more
conservative, approach that directly draws on émeastic properties of the elements involved
is not only less stipulative, but it also fares @mplly better in accounting for the differential
scope-taking options — and consequently: LF positie available to the various classes of
syntactic elements involved. This alternative isdahcrucially on a generalized notion of Last
Resort (see Section 3.2).

Chapter 3 begins by reviewing the mainstream feathecking- and ST-based
approach to focus movement in languages like Huagapointing out its weaknesses. An
alternative is developed that restricts the rol&6$ to what is necessary independently of the
grammar of focus, arguing that both the (appargrdiytactic restrictions and the partial
word order flexibility that are attested can beuwsll to properties of the mapping at the
interfaces to SEM and to PHON, respectively, withpostulating either a special absolute
syntactic position for focus or checking of an uerpretable [foc(us)]-feature. It is then
contemplated whether and how the account coulthdxtethe apparently optional fronting of
distributive universal (and some other) quantifjerases.

Chapter 4 is devoted to the apparently free paséterder. This order is shown to

be radically free, having no systematic (discoyssnantic correlates, precluding a SEM-
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interface based treatment. A recent account of geisuinely free word order alternation,

drawing on much earlier work, maintains that atréflevant level of structural representation,
the post-verbal part of the Hungarian clause is-canfigurational, having a flat structure.

Adopting the desirable null assumption of the Umifiy of Grammars (see Section 3.3), |
develop an alternative analysis that avoids théutetson of such a basic difference between
languages as this view implies. In the second pérthe chapter a movement-based
scrambling account is proposed, which however tsa®it stands, able to identify the trigger
of the movement either in interface-terms or inftiven of feature-checking.

Finally, Chapter 5 investigates the flexibility mived in the pre-verbal syntactic
distribution of adverbials, and the free word ordiernation that apparently exists between a
pre-verbal and a post-verbal positioning of someedulal types. This is a rarely researched
and poorly understood aspect of Hungarian syntad, this chapter undertakes the modest
task of presenting an outline of a possible accolihtee major classes of adverbials are
isolated, whose complex and partly flexible prebatrdistribution is reduced to several
syntax—SEM interface configurations involving dréat adverbial classes and semantic types
characterizing distinct clausal domains. Two ofstheemantic types of clausal domains turn
out to be relevant also to focus movement, while third plays a role in syntactic
topicalization. The free alternation between pned @ost-verbal positions of adverbials, on
the other hand, is approached in terms of syntaotmvement, triggered by SEM
interpretability needs, rather than by feature khmr The account is then extended to
scrambling, discussed in the previous chapter, With result that a proper trigger can be

identified for scrambling as well.

5 Summary

In investigating apparently free word order altéiovas and word order flexibility, this
monograph, drawing on trends in both non-generdtiveduding functionalist) and in recent
generative work, presents an approach to syntaticture that shifts as much as possible of
the burden of the explanation of word order faotenf a fixed hierarchical syntactic template
ST of absolute positions and from the postulatibmarrow syntactic agreement of abstract
features to the particular needs of the individel@ments themselves that constitute the
sentence and to the interpretations they givetoisk the main, adopting the basic guidelines
of the minimalist research program, these needsiraposed by the semantic and the
phonological subsystems of grammar interfacing veghtax by interpreting its output. In
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broad terms, this book is effectively a study ie theconstruction of ST that replaces the
mainstream conception of absolute syntactic posstiby the notion of relative syntactic
position. In other words, rather than defining sgit structure as fixed and absolute, | view
syntactic structure to be flexible and relataleovo, taking aspects of rigidity of word order
as the exception rather than the rule.

This shift in perspective allows me to assign a benof requirements imposed by
the external interface systems of meaning, andésser extent, of sound, a more central, and
occasionally more direct, role than in mainstredtaraatives. Though departing from the
mainstream implementation in several ways, impdigtathis approach is fully in line with
the minimalist ideal of reducing as much of narreyntax as possible to syntax-external
factors (referred to as the “third” type of factoxdtChomsky 2005).

Notes

! So-called echo questions likeu saw what? are not genuine questions in the relevant sensee |
wh-movement only for purposes of illustration, andtedict away here from multiplgh-questions.

% Note the partial convergence with functionalisprayaches to displacements. It may also be pointed
out that the autonomy of syntax thesis is not camised here: syntactic movement is still free to
apply, but unless it satisfies the broadly intetguel ast Resort due to tmesulting interpretation it
achieves, it is determined to be ungrammatical.

% (4) does not include complementizer elements, wigicccede topic elements, which function as
aboutness topics. The latter are logical subjettpredication in the sense of Kuno (1972) and
Reinhart (1981); see Kiefer and Gécseg (2009) Lambrecht 1994 for a discussion of different
notions of topic). Aboutness topics may or maylmtontrastive, of which neither variety can remain
in situ. Increasing distributive quantifiers inceydamong others, various modified numeral phrases
andevery-NPs; see Chapter 2.

* Movement to DistP is arguably optionally overt covert, see Brody (1990), Suranyi (2003,
2004a,b): post-verbal increasing distributive qifens (iQPs) may take scope over a pre-verbaldocu
or over another pre-verbal iQP. E. Kiss (2002)qaisher prior work), in order to account the ‘pre-
verbal scope’ of post-verbal iQPs, invokes an oatigtylistic (PF) reordering rule that postposes p
verbal iQPs to the post-verbal domain in the PHOMponent (a view adopted in Szabolcsi 1997).

®> The category of verbal particles forms part of idew distributional class of elements, commonly
referred to in the literature on Hungarian as VeNsadifiers (VM). VMs are phrase-level elements,

including semantically incorporated secondary pratis of various types.
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® According to the UTAH, identical thematic relatghips between elements are represented by
identical structural relationships between thereal¢vel of basic structure.

" Logical Form is the syntactic representation tisylfrom the totality of overt (i.e., phonologibal
visible) and covert (i.e., phonologically invisipleperations, notably including movements. The
paradoxical term of ‘LF word order’ refers to treef that the positions that elements can occuyin
LF representation are restricted in much the samgeag in the case of Surface Structure word order.
The LF position of an element, if different frons i8S position, can be inferred from a variety of
observations, including the role it plays in thenaatic interpretation of the sentence (e.g., the

element’s logical scope).
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Chapter 2

Flexibility in scope-taking

1 I ntroduction

In this chapter | provide a brief review of somenfal feature-checking based cartographic
accounts of the syntax of the Hungarian clausethaednost typical semantically significant
(A-bar) movements it exhibits. Such accounts mgstlyough not exclusively, have
concentrated on the pre-verbal domain of Hungararalyzing data from Hungarian and
from English, | outline a possible deconstructidnaoparticular span in the hierarchical
syntactic templates that these cartographic appesatave relied on, namely the range
responsible for the modeling of intricate factssobpe-interaction between different classes
of scope-bearing (or scope-sensitive) expressitins. argued that an alternative — more
conservative — approach that dradisectly on the semantic properties of the elements
involved is not only less stipulative, but it alsas better empirical coverage. In particular, |
propose that independently motivated scope-affgatiechanisms interact in complex ways
to yield precisely the attested scopal possibditier the various classes of scope-bearing
phrases. These mechanisms are existential closecenstruction within A-chains, and
Quantifier Raising (QR). This alternative based@R assumes a generalized notion of Last
Resort (see Chapter 1, Section 3.2). It is demaiesirthat the analysis simultaneously
accounts both for the flexibility and for the résions in scope-taking (which, in terms of
Chapter 1, Section 3.4, reflects aspects of ‘LFdvader’).

By way of situating the present discussion in a@darcontext, it is fair to say that
divergent scope-taking and scope interaction posb of noun phrases have been the focus
of interest ever since it became clear that theiwonous scope-shifting rule of Quantifier
Raising (QR) (May 1977, 1985) both under- and oeeegates. In a series of influential
studies, Beghelli and Stowell (1994, 1995) and Sk (1997) dispense with QR and
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propose to treat various quantifier classes asoprifig checking operations in a set of
guantifier-specialized functional projections i ttlause. Their analysis is commonly seen as
a successful account of the rather complex patbérdifferential scope-taking options of
different classes of noun phrases in languagesHiigish. Furthermore, following Szabolcsi
(1997), Hungarian is often taken to display overidence in favour of the proposed
guantifier specialised functional projections ie ttlause.

The proliferation of functional projections and rfaal features as descriptive devices
has been a primary concern in the past decade,oangb an object of much conceptual
controversy. At any rate, it seems sufficiently aclehat within a checking theory of
movement, where derived structure is crucially deibeed by these two interrelated analytic
devices, the restrictiveness of any analysis depettd a significant extent on the
restrictiveness of the approach to the postulatidiunctional projections and formal features
that the given analysis adopts. Speaking in terimaaihodology, therefore, it is desireable
that the introduction of functional projections dondmal features as new primitives should be
motivated by sufficient empirical evidence.

I will demonstrate in this paper that Beghelli aBtbwell’'s/Szabolcsi’'s quantifier-
projections based approach to the scope-takingmpbf quantifier phrases and other scope-
bearing nominal expressions (Q-scope, for shoit)adequately grounded from an empirical
point of view, and Hungarian does not in fact pdavidirect support in its favour. The
proposed functional projections give rise to selveoaceptual complications, and crucially,
on closer inspection, the approach both under-cauagenerates in the domain of Q-scope
interaction. | show that an alternative, more covesieve model, incorporating QR instead of
feature-checking quantifier movements directedpacmlised functional projections, is able
to provide not only a more restrictive, but alsoeampirically superior account of differential
Q-scope. The proposed account is modular in natutbat it explains the attested scopal
possibilities for the various noun phrase classe®ims of the interaction of independently
motivated scope-affecting mechanisms. These mesmmagninclude (i) choice functions, (ii)
reconstruction within A-chains, and (iii) QR, whetee application of each is appropriately
restricted.

The chapter is structured as follows. Section 2a@agkreliminary notes on existential
indefinites and introduces the most immediatelgvaht data from differential scope-taking.
In Section 3, we briefly review and illustrate thébar checking model. This is followed by a
critical appraisal in Section 4, where this modesihown to be untenable both on conceptual

and on empirical counts. Section 5 spells out thepgsed alternative tying together
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independently motivated assumptions about existeakbsure, A-reconstruction, QR, and a
focus interpretation of numerals. It is demonsttatbat no quantifier scope specific
machinery is necessary to treat scope-interactfovanous Q-classes: both the restrictions
and the flexibility of the interaction patternsifalt without further stipulations. Section 6

concludes with a summary and points out some CORS®EgS.

2.  Scopedeviations

2.1. Thescope of existential indefinites

The classical QR approach has turned out to undergte in a class of cases and
overgenerate in another set of cases. The areaewtte® QR approach strikingly
undergenerates is the area of existential indeinithese expressions are known to have a lot
more freedom in scope-taking than would be predittg¢ a movement analysis (like QR).
Crucially, the scope of existential weak NPs isaurided: it is in fact insensitive to islands
(like coordinationsif-clauses, or complex NPs, for instance).

An early attempt that sets out to explain the appaunbounded scope of existentials
originates with Fodor and Sag (1982), who argud thase indefinites are ambiguous
between a quantificational (existential) readingl anreferential/specific reading, the latter
corresponding to wide scope interpretation (reféaéexpressions, like proper names, can be
interpreted in situ, without QR A prediction of this analysis is that so-calietermediate
scope readings (with the indefinite havimyerse (i.e. wider than surface) scope, but not
maximal scope) should not exist. However, it has been deitnated repeatedly (Farkas
(1981), Ruys (1992) and Abusch (1994)) that sutdrimnediate readings do in fact exist.

In dynamic models of semantics like Discourse Regm&ation Theory (DRT) or
Heim’s approach (Kamp 1981, Kamp and Reyle 1993mH#982) indefinites introduce
discourse referents by restricted free variablestéad of being quantificational expressions,
cf. Lewis 1975). In Heim’s model, these variablas ¢then be unselectively bound by some
operator (hence their quantificational variabilitfheir existential force is due to binding by
an existential operator, which can be text-levelappended to the nuclear scope of true
quantifiers. Then, the unboundedness of their enistl scope as well as the availability of
the intermediate scopes are derived, and as deswadovement is involved.

A potential problem for this approach is posedh®yfact that it leaves the restriction in

situ. This means that assignments not satisfyiagrstriction (i.e. not being members of the
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N-set of the indefinite NP) will also be considerddiling to capture the correct truth
conditions. (1a) is a frequently cited illustratiohthis point. (Reinhart (1997) demonstrates
that the problem is rather broad, involving notyoalert implications, but also restrictive
terms of universal quantifiers, the scope of negatiand it concerns not only regular

indefinites, but alsavh-in-situ andwh-expressions in sluicing as well).

1) a If we invite some philosopher, Max will bended
b. X ((philosopher (x) & we invite (x))» (Max will be offended))

(1b) involves unselective binding of an individwalriable, which is locally restricted by the

predicate philosopher internal to the NP, whichnisitu. This representation, however, is
incorrect, given that implications are true vacugpustheir antecedent clause is false: here
any non-philosopher value for will make the antecedent clause true, hence thelevh

proposition true—contrary to fact. A QR represdotabf (1a), in contrast to (1b), would pull

up the restriction, and thus only philosophers wdo¢ considered when assigning a truth
value to the implication—a correct result. In fagteim (1982) proposes that in such
examples QR of the indefinite is at work. Howevbegn we run into a different complication,

namely the Subjacency-problem: this instance ofw@RId not be Subjacency-respecting. As
Reinhart (1997) points out, a further problem hsréhat if we QR an indefinite, we expect it

to allow a distributive reading (plural indefinitesgeneral do). However, indefinites scoping
out of an island do not allow a distributive reagias illustrated by the example in (2) (as
observed by Ruys 1992):

(2) If three relatives of mine die, | will inheathouse

According to the wide scope interpretation of tHera indefinite in (2), there are three
relatives of mine and if all of them die, then litherit a house. On the distributive wide
scope reading, however, | will inherit a house eNemly one relative of mine (of the three)
dies—a reading actually unavailable in (2). Themavement (QR) analysis of wide scope
indefinites is problematic in view of these factsveell.

Reinhart (1997) proposes a variety of the unselediinding approach which resolves
this complication, and which avoids the problemsttated in (1) as well. Her proposal is that
the existential quantification involved is in fasver choice functions (cf. Reinhart 1993,
Winter 1995), which apply to the NP-set (i.e. thredicate) denoted by indefinites. Choice
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functions apply to any (non-empty) set and yielcth@mber of that set. In her approach the
existential operator is introduced much in the savag as in Heim’s framework. (1a) will

receive a representation like (3):

(3) OO (CH (f) & (we invitef(philosopher)- Max will be offended))

(3) says that there is a choice function such ithae invite the philosopher that it selects,
then Max will be offended. Note that in case ofrplundefinites likethree relativesthe
choice function will pick appropriate collectivesom the denotation of the NP, i.e. a
collective made up of three relatives in the cakd(tbree relatives). First, this treatment
correctly predicts the lack of distributivity witbland-external scope for existentials (cf. (2)),
inasmuch as the indefinite NP itself is not presrrside the island in order to be distributed
over. Second, it straightforwardly resolves thebpem of the interpretation of sentences like
(1) inasmuch as a choice function by definition cafy output a member of the set denoted
by the restriction (i.e. the NP it applies fo).

In this picture, we have (i) unselective binding abfoice function variables, which
strategy is available only to existential indefsit and which is the only strategy that is
available to achieve islargkternal scope for these elements, and we have (ii) QR for
generalized quantifiers.

We will return to these results in Section 4 and\& move on now to another area
where an omnivorous QR rule fails, namely the sdagig differences that apparently exist
between different classes of quantifiers. Such ed¢aking differences should not exist if QR
applies in the same way to all quantifiers, herteey tpose a problem to a uniform QR

analysis of quantifier scope.

2.2. Differential scope
Liu (1990), Ben-Shalom (1993) and others pointtbat in interactions with other quantifier
types certain quantifier phrases exhibit a smalétrof inverse scopal options that would be
predicted in QR applied to them. Such scope-ta#liffgrences are reviewed below.

First consider (4a). Besides the branching readin¢4a) where there is a group of
students and a group of classes and each is matuitieceach, there are two distributive
readings (4a) has: one where each of the two stsigessed possibly different sets of four

classes, and one where each of the classes wadddasa possibly different set of students.
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Now (4b) is crucially different in that the secooile of these readings, where the subject co-

varies with the object, i.e. the inverse scopeithstive reading is absent.

(4) a.  Two students passed four classes 039 >3

b.  Two students passed fewer than four classes S>0/*0 > S

That this is a syntactic effect is shown by (5)(%a), thefewer than rexpressioroccupies
the subject position, and a bare numeral indefiotdeupies the object position. In (5b), we
have the same, but a universal quantifier as abject(5c), the comparative numeral
expression functions as indirect object, c-commagdhe direct object. In these examples,
thefewer than rexpression c-commands a bare numeral indefinite wriversal overtly, and

can take distributive scope over it.

5) a Fewer than four students passed two dasse S>0/0>S
(inverse scope: Beghelli 1993: 67, Liu 1997). 47
b.  Fewer than four students passed every class S>0/0>8
C. She gave fewer than four articles to twosttsl DO > 10 /10 > DO

Fewer than rtype indefinites are not only unable to take iseescope over a higher plural
indefinite, they are also unable to take inversgtrithutive scope over a c-commanding

universal quantifier, as in (6).
(6) Every student passed fewer than four classes S>0/*0>S

According to Beghelli (1993), the class of expressithat behave in this way, i.e. that are
unable to take inverse distributive scope inclutteeomodified numeral expressions lige
most nN, exactly nN, only nN, at least nN, and decreasing indefinites likewN andno N.

If we now try (7), which has a modified numeral bbat the subject and in the object
position, as Szabolcsi (1997) notes, (with somécdity) we do get inverse distributive

scope ((7) is Szabolcsi’'s example).

(7) More than three men read more than six books S>0/?0>S
(Szabolcsi 1997: 116)
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Another generalization relatesare numeral indefinites, likewo books We have just
seen in (4a) that an object bare numeral indeficate take wide scope over a subject bare
numeral expression, or over a subject modified malmexpression, as in (5a). However, as
illustrated in (8), when they function as objedtsgy cannot scope inversely to distribute
above a distributive universal. Of course, the baumeral indefinite can be interpreted as
referentially independent of the subject univergait crucially, it cannot have distributive

wide scope over it (the set of students cannotasg-with the students).

(8) Every student adores two teachers >@®*0>S

The interaction patterns appear to be rather compled clearly, wholly unexpected if
QR applies to all the quantifier expressions inedlvBeghelli and Stowell / Szabolcsi put
forward a model in which such differential scopkitg options are accounted for, and in
which QR per se no longer plays any role.

3.  TheQ-feature checking approach

Beghelli and Stowell / Szabolcsi propose that afarn undergoing Case- an agreement-
driven A-movements, quantifier NPs do move to scoppstions, as in the QR-based model.
However, these scope positions are not createtidoynbvement itself, as with QR, but they
are instances of substitution to specifiers ofreeseof specialized functional projections. This

effectively eliminates QR as a non-feature-checkipgratior?’

3.1. Beghelli and Stowell

Let us now have a look at how Beghelli and Stowetliodel treats asymmetries in scope-
taking reviewed in Section 2.2 above. The core ide@ introduce a number of quantifier-

specialized A-bar projections, where different texiclasses of quantifiers can check their
characteristic quantifier feature. Certain ambigsitare incorporated in the system by
allowing some quantifiers to bear a quantifier deatoptionally. The functional hierarchy is

given in (9).
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9) RefP

TN
Ref
T
Ref AgrSP
TN
AgrS
T
AgrS DistP
N
Dist
T
Dist ShareP
TN
Sharte
T
Share AgrlOP
T
AgrlO
T
AgriO AgrOP
N
AgrO
T
AgroO VP

RefP is a checking-site for definites and speaiide scope bare numeral indefinites. DistP
houses distributive universals. ShareP hosts bameeral indefinites that are specific in the
sense of Enc (1991) (i.e. range over individualesehexistence is presupposed), but that are
being distributed over. Non-specific bare numenalefinites, as well as modified numeral
indefinites move only as far at their appropriatas&checking A-position (which are
assumed to be AgrP projections, but the model wawalk the same way with A-positions in
SpecyP/TP). A difference that Beghelli and Stowell assutm hold between bare numeral
indefinites and modified numeral indefinites isttbaly the latter can reconstruct to their VP-

internal base positions, bare numeral indefinisgmot.
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Let us briefly review how the account predicts thkative scope facts by way of re-

examining some of the examples above. Considera@ain, repeated as (10a):

(10) a.  Two students passed fewer than four dasse S>0/*0>S

b. [agrsp two students . . afop fewer than 4 classes. . . ]]

The inverse distributive scope here is impossibdealise the object modified numeral
indefinite is in [Spec,AgrOP], while the subjectrdanumeral indefinite that is in subject
position cannot reconstruct to VP by assumptiomster now (5b), reproduced as (11a).
The universal must be located in DistP. Because ntioglifier numeral expression can

reconstruct to VP as an option, the scope ambigsiidgrived.

(11) a. Fewer than four students passed evergclas S>0/0>S
b. lagrse fewer than 4 studentgiie every class ..\Jp fewer than 4 students...]]]

If the object is also a modified numeral indefinithen the subject modified numeral
expression is able to reconstruct below it, a¥)nrepeated as (12a), with the LF structure in
(12b):

(12) a. More than three men read more than sikoo S>0/?0>S

b. [agrse (More than 3 menh§op Mmore than 6 books..y$ more than 3 men... ]]]

Given that distributive universals don’'t reconstruand given that an object modified
numeral indefinite can raise only as high as Agromly direct scope is generated for (6),

repeated as (13a):

(13) a. Every student passed fewer than fouretass S>0/*0>S

b.  [biste €very studentafop fewer than 4 classes. [ (fewer than 4 classes)... ]]]

In an analogous situation, as in (14a) repeatem 1{®), a bare numeral indefinite is able to
escape the scope of the subject universal, butotatistribute over it. This is derived by
Beghelli and Stowell by means of moving the objeate numeral to highest position RefP.
RefP is stipulated not to allow distributing theagqtifier it houses, hence wide non-

distributive scope is correctly generated:
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(14) a. Every student admires two teachers S>0/*0>S

b.  [rertwo teachersgsir every student . . . |]

3.2. Scope-taking functional projections and feature-checking in Hungarian

Szabolcsi (1997) argues that Hungarian, with ieserbal overt movements, provides strong
evidence for Beghelli and Stowell's (1994/1995; 7P%heory of scope. She transposes
Beghelli and Stowell's analysis to Hungarian by ifog the following hierarchy of

functional projections in the preverbal domainlo§tanguage:

(15)  HRefP

A
HRef

/\
HRef HDistP

T
HDist

/\
HDist FP/PredOpP

A
F/PredOp

/\
F/PredOp

HRefP is targeted again by referential expressiolefinites and wide scope indefinites),
HDistP by increasing distributive quantifiers, Fi? focus operators (cf. Brody 1990), and
PredOpP by the modified numeral class of QPs (dt agebare numeral indefinites with
stress on the numeral), which are referred to astewy quantifiers (such &evésN ‘few N’,
(pontosai hat N ‘(exactly) six N')—all in overt syntax. By stipation, out of the latter two
projections (FP and PredOpP), only one can appeame clause. In the field marked by three
dots we find the verb and AgrP projections.

Now, this picture in itself unfortunately doestraxcount for the full set of even the
most basic data. Therefore Szabolcsi proposesthikafiollowing hierarchy is present in the

postverbalfield of Hungarian, below the raised verb (thatli€) is a continuation of (15)):
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(16) RefP

T
Ref
T
Ref CaseP

/\
Case

/\
Case DistP

/\
Dist
/\
Dist VP

AN

In distinction to HRefP and HDistP, movement tostheecond instances of RefP and DistP is
covert. Inhabitants of CaseP (a recursive Casekagpgrojection postulated by Szabolcsi
where all arguments have a chain link by LF atiéitest) can optionally A-reconstruct.

Here too quantifiers bearing the relevant featuagse to the corresponding projections.
Some Hungarian examples are provided in (17), alwitg their analysis in the style of
Szabolcsi (left arrows indicate LF raising, rightoavs signal LF-reconstruction, where the

latter one is an optional operation).

(17) a. Lrete PEter [Hpiste mindenkit [rp @ névnapjan koszont fel
P.-nom everyone-acc the nameday-higp@ets Pref

[CasePti [CasePtk [VP ti tk ]]]]]]
‘Peter congratulates everyone ON HIS NAME DAY’

b. [PredoppKevés lanyt kdszontott fel gerp [caserti [ve az osztalybnok t ...]J]]]
few girl-acc greeted Pref\ teadmaster-nom
gi

|

‘The headmaster congratulated few
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C. loiste Mindkeét fit [PredOpPkét konyvet hozott Easepli [caseplk

both boy-nom two book-acc brought
[biste [vp... §... & ... minden orara ...]]]]]]
every class-to
I i

‘Both boys brought along TWO BOOKS to everyssia

d.  [pEgy keddi napon harapott meg
a Tuesday day-on bit Pref

[casephatndl tobb kutya plsp [Vp‘:..minden fiat... 10 (ambiguous)
more than six dog-no every bog-ac
I

‘More than six dogs bit every boy ON A TUESDAY.

In (17a) the various quantifiers move to the respecquantifier projections overtly: the
proper name to HRefP, the universal to HDistP, #rel focus operator to FP. In (17b),
PredOpP replaces FP, and that is where the counqtiagtifier raises to, while the postverbal
definite NP moves to RefP of the postverbal donwiwertly. (17c¢) contains a postverbal
universal quantifier, which moves to DistP coverffjnally, the ambiguity of (17d) is derived
by assuming that on the one hand, the universattiiea moves to DistP covertly, and on the
other, the expressiohatnal tdbb kutyamore than six dogs’ optionally reconstructs from
CaseP to its VP-internal position—this being resiae for the ambiguity. The postulation
of CasePs is crucially instrumental for Szabolagréat postverbal scopal optionalities.
Having reviewed the mechanisms of the Beghelli &talwvell/Szabolcsi, | will now

show what issues this account has to face.

4.  Bringingthe Q-feature checking approach down

In this section | demonstrate that (i) Hungariaresimot provide support for an A-bar
checking approach to Q-scope, (ii) the postulatdnprojections RefP and DistP create

serious problems, and (iii) the A-bar checking ardois severely challenged by various

instances of under- and overgeneration.
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4.1. Hungarian doesnot support the Q-featur e checking account

Although Szabolcsi underscores the similarity & Hhungarian and the English clause, and
suggests that this similarity appears to suppoghBii and Stowell’'s theory, in actual fact
this similarity is much more limited than what wduhake a convincing argument. The more
different the set of functional projections of Esfgland Hungarian clause structure, as well
as the hierarchical order of these projectionstaeemore the potential justification derivable
from such an alleged symmetry diminishes, and atdhme time, the more the ideal of
reducing cross-linguistic variation to a minimumthre theory is contravened. | will show
next that the evidence that can be extracted fraingdrian for English-type quantifier
projections targeted by covert movement is inconsetial.

4.1.1. Discrepancies between Q-projectionsin English and Hungarian

First, as acknowledged by Szabolcsi herself (Szabdl997: 122), FP does not parallel
ShareP of the English clause, neither does Pred®@pfspond to AgrP in English. FP is
matched with focus interpretation, and it can ligdinite expressions as well—neither is true
of ShareP (as Szabolcsi acknowledges). While Agrihe locus of phi-feature checking and
an A-position, FP/PredOpP is not. Further, recaicsiosn of bare numeral indefinites from

CasePs needs to be optional for Hungarian, butsnedoe banned for English.

4.1.2. A freehierarchy?

Second, | show that when we consider a wider rafigkata, the extensions of the functional
hierarchy that are made necessary result in a aiylitiberal functional architecture.
Inasmuch as a fixed (absolute or relative) positsoan important motivation for postulating a
functional projection, the basis of positing thendtional projections involved here is
considerably weakened.

Let us see what reason there is to believe thatjtlaatifier projection hierarchy must
be more liberal than Szabolcsi claims it to be. ¢garran has true multiple foci constructions
in the sense of Krifka (1991), involving two indepent identificational foci (as opposed to a
language like Italian). As has been demonstrateldi$g 1998c, Suranyi 2003), in terms of a
functional projections based account, the secomhtificational foci moves to its own
separate FocP projection, below the preverbal Heditch on analyses following Brody
(1990) houses the verb itself in its head). Pobblefocus operators may optionally scope
inversely over other postverbal quantifiers suchir@gersals, as will be illustrated shortly (in

(18) and (20) below). Thus, movement of secondaentificational foci to their FocP
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projection is covert, and this FocP can be progeeiéher below or above the LF position of
the other postverbal quantifier (say, a univer&aliranyi 2003).

Consider the example in (18), with a postverbalufoand a postverbal distributive
universal. The scope ambiguity between these twstvpdoal quantifiers is represented
structurally in (b) and (b’). Namely, postverbaldPocan be projected either below or above

postverbal DistP.

(18) a. Péter mondottel egydidknak mindent sakdkétszer egymas utan
P.-nom told Pref a student-dat everything-atgtwice in turn
‘It is Peter who told a student everything otvyce in turn’
9K (Peter >) only twice > everythindf* (Peter >) everything > only twice
b. [FocP Peter. .. [FocP only twice [Distkerything  [VP 1]]]
b. [FocP Peter. .. [DistP everything [FocP amhce  [VP]]]]

In addition to the ambiguity arising from the relat scope of the postverbal distributive
universal and the postverbal focus, there is ahéurambiguity, which derives from the
interpretation of the indefinite ‘a student’. Indefes that have relativevide scope with
respect to some operator are placed in RefP isythiEem being considered. The point here is
that the postverbal ‘a student’ in (18a) can beeustbod as either co-varying with the two
occasions (i.e. the focus) or not, and furthereiéiser co-varying with the things being told
(i.e. the distributive universal) or not. That medhat we need to revise the range of options

in thepostverbalfield at least to (19):

19 ... [RefP [DistP [FocP [RefP [DistP [VP. 11111

In fact, it is possible to construct examples wigt richer structure, corresponding to highly
augmented postverbal scope relations, such as.(Z0&) representation of (20a) (on the

surface scope interpretation of the universal awid quantifiers) should be (20b), where

RefP-s mark the possible LF positions of the indedi‘a room’.
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(20) a. Péter beszél meg minden vizsga elbttsak kétszer

P.-nom discusses Pref every exam before tande
minden diakkal csak harom vizsgakérdést teggmben
every student-with only three test questions-ac a room-in

‘It is Peter who discusses only three test itentls every student only twice
before every exam in a room’

b. [FocP Peter. .. [RefP [DistP before evergne [RefP [FocP only twice . . .
... [RefP [DistP with every student [RefP [Poanly three test items [VP 1111111111

The picture we have arrived at by simple logicateasgion of Szabolcsi’'s model for
Hungarian appears rather unconstrained: in thevedsdl field, RefP, DistP and FocP can be
projected at any point freely, interspersing witcle other.

Curiously, the same does not hold of the same giojes in the preverbal field: there
they can only be projected in the order RefP >mistFocP. We return to this, as well as

further asymmetries between the preverbal and dsevprbal quantifier-projections directly.

4.1.3.RefP isunlike HRefP
I will argue now that the presumed parallel betwétmgarian overt HRefP and English
covert RefP does not hold: these two projections are essgndiferent in their properties.
Further, in some crucial cases when we expect averement to Hungarian HRefP to
happen if HRefP did parallel English RefP, theseyeneents daot happen. | will also argue
that HRefP is distinct not only from English Refé blso from Hungarian (postverbal) RefP.
Let us start with this last point, i.e. the diffece between Hungarian preverbal HRefP
and postverbal RefP. A syntactic asymmetry is tmalvement to HRefP is overt, and
movement to postverbal RefP is covert. As for phogioal and semantic interpretation,
putative inhabitants of RefP have no special statdsch is especially clear if we contrast
them with inhabitants of HRefP. First, definitesdlandefinites do not bear obligatory stress
(can be deaccented) when in HRefP, whereas whgnatee in RefP, deaccenting is not
available (cf. E.Kiss 1994a).

(21) Azligazgaté  bemutatta minden lanynak egyenként ‘fillkat

the director-nom Pref-introduced-3sg every gid-a one-by-one  the boys-acc

‘The director introduced the boys to every gitedoy one’
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Intonation can be rising on elements in HRefP, bot on elements in RefP. Also, an
intonational boundary can be found after HRefP ,nmatafter RefP.

From a discourse semantic perspective, it can lserebd that inhabitants of HRefP
need to be high accessibility entities in the sesfs@riel (1990, 1994), while inhabitants of
RefP need not. This explains the acceptability rasttof the intended co-reference in (30),
where judgments refer to a discourse-initial posit{the pronoun in (30a) is supposedly in
RefP, while it is in HRefP in (30b§).

(22) a. Mindig veszekszem vgle Péter mégsem haragszik meg
always quarrel-1sg  with-him P.-nom still_not beeo angry Pref
‘| always quarrel with him, Peter neverthelesssot angry with me’
b. ?*Vele mindig veszekszem, Péter mégsem haragszik meg

with-him  always quarrel-1sg P.-nom still_not oe®_angryPref

Further, it is a long-standing generalization tegpressions that are in HRefP for Szabolcsi
function as logical subjects of categorical judgteg(ef. e.g. Kuroda 1972). Now the same
does not hold true of postverbal referentials/dpsci

Observe further that thenglishRefP originally proposed by Beghelli and Stowédloa
systematically differs with respect to the propestive have just enumerated from Hungarian
overt HRefP. The properties of the inhabitants &efP (high accessibility, logical subject
interpretation, overtness of movement, special qugs make them similar more to English
topicalized constituents, while inhabitants of EslglRefP are an unmarked case. (Note that
English topicalization falls outside the domain actdsed by Beghelli and Stowell: it is a
syntactically higher, CP-related phenomenon.)

Thus, we can conclude that the claim that Hungamaert HRefP is parallel to English
RefP and that therefore Hungarian provides oveppesrt for a Beghelli and Stowell style
analysis cannot be upheld.

There is a crucial set of constructions where, KelfP really paralleled English RefP,
then we would expecbvert movement to Hungarian HReft® take place. This case is
illustrated in (23), and we can see that the exgoeatovements doot happen to derive the

readings in (b) and (c).
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(23) Mindkét fiu minden lanynak kolcsonadott ét konyvet
both boy-nom  every girl-dat Pref-lent-3sg otlaook-acc
‘Both boys lent two books to every girl’

a. both boys > every girl > two books
b.  both boys *wo books > every girl
c.  two books > both boys > every gitl

The same effect can be replicated with a preveidals instead of preverbal universals.
Hungarian, once again, fails to supply the relewamettevidence for movement to RefP. The
proper generalization is not that if an indefirtakes scope over a preverbal QP than it has to
overtly move to HRefP, but the reverse: if an imtieg has moved overtly to HRefP (i.e. has

been topicalized, as | am arguing), then it takegps from there.

4.2. The problematic nature of RefP

As a last blow to the status of RefP, while (overjvement to the HRefP position has in fact
been demostrated to respect Subjacency (e.g. PABKA3, existential indefinites are known
to be scopally free (e.g. Abusch 1994, Reinhart5)90e. to violate Subjacency. Given this
fact, the scopeof existential indefinitestself does not motivate a functional projection as a
landing site, since the syntax/semantics mappingtnminimally incorporate a NON-
movement mechanism for the treatment of the scdpguch NPs in any case. The same
consideration applies to English RefP. Given thaBeghelli and Stowell's system, the scope
of specific indefinites is the only remaining matiion for RefPs, this means that whatever
mechanism we may choose to treat the unboundea sfoguch indefinites, this mechanism
(typically a variety of unselective binding) ineafitly subsumeshe coverage of movement to
RefP—which then appears redundant.

In fact Beghelli and Stowell need a special stipofarelated to RefPs, which is we
don’t need to formulate if we work with a combimatiof the unselective binding approaches
and QR, i.e. the conservative approach. The stipulas that nominals in RefPs cannot be
interpreted distributively, as opposed to inhaligasf all other projections, for according to
Beghelli and Stowell, projections like ShareP, Agré&hd AgrOPdo get associated with a
silent EACH distributive morpheme, but RefP doeg. idhat on Beghelli and Stowell’s
approach inhabitants of RefP must not receive tiligive reading is shown by specific

indefinites withinversewide scope that requires them to be moved to tueipe positiort°
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Now, considering the conservative model, QR-ed tfiars are interpreted
distributively by definition. On the other handetlexistential closure mechanism is not a
distributive operation. If inverse wide scope ofséantial indefinites is derived by existential
binding under closure, such existentials can omlyehnon-distributive wide scope. On such
an approach we can relate non-distributivity offsexpressions and their non-movement

properties.

4.3. The problematic nature of DistP
Let me comment finally on what Hungarian has resgalbout DistP. We have seen before
that basically DistP can be projected between amy quantifier projections, hence its
positional motivation seems to dissolve in Hungaria

Similar considerations again extend to English. Sier a sentence with more than one
universal quantifier and a reading where anothantjfier takes scope in between them, such
as illustrated in (24).

(24) Every teacher told (exactly) two students gtheng he knows
OK every teacher > (exactly) two > everything

(24) does have among its readings, not even vdfigudi to get, a reading where ‘every

teacher’ outscopes ‘two students’ which phrase thasobject universal in its scope. Now
Beghelli and Stowell cannot generate such scopgigak in sentences of this (or of an even
more complex) sort—at least without introducingthier DistP projections along the clausal
hierarchy.

Another complication related to DistP is the follng. In order to be able to generate
distributive wide scope of a subject over a distiiNe universal object, as in (5b) repeated
here as (25a), DistP is crucially positeelowthe surface position of the subject (i.e. AgrSP),
as in (25b).

(25) a. Fewer than four students passed everg class >0 /0 >%8

b. [AgrsP fewer than 4 [DistP every class ... ]

However, this entails that when the subject itbalppens to be a distributive universal, we

have either improper movement from DistP (an A4basition) to the subject position (an A
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position), or we have first A-movement to subjeasifion followed by a lowering movement
to DistP—both analyses are clearly problematic.

Finally in this series of conceptual counter-argatega serious drawback of treating
the scope of universal quantifiers as A-bar cheghksthat we apparently lose all hope of
accounting for the (rough) clause-boundedness ch syuantifiers (in terms of scope
economy, in terms of the status of non-checking enwents in phase thedfyor otherwise),
given that the corresponding movement in Begheld &towell’'s / Szabolcsi’'s system is a
feature-checking driven A-bar movement: nothingsubut long movement of averyQP to

DistP of a superordinate finite clause.

4.4. Descriptive coverage: under - and over generation

So far we have seen that Hungarian does not prowidst evidence for the assumed
hierarchy in that some crucial putative paralledsndt hold, and even the English hierarchy
needs to be loosened up to get the fact right, faradly we have seen somsonceptual
arguments against the RefP and the DistP analysis.

Let me now point out some specific cases wherdtghelli and Stowell account fails
to bedescriptivelyadequate. One case of undergeneration we hawsglseen illustrated in
(24), with two distributive universals and an ifiéeing other quantifier.

A second case in point is (26), which is essentiatialogous to our earlier example
(4a).

(26) Four students read three bddks S>0/0>S

Given that Beghelli and Stowell assume that, fiest,object bare numeral indefinite never
moves above the subject position, and secondp#dratnumeral indefinites do not reconstruct
to their base position, it follows that only direstope is generated for such examples.
However, as Beghelli (1993: 66), Liu (1997: 41) aRdinhart (1997: 369) note, inverse
distributive scope is in fact available.

A third case is illustrated by (27).

(27) Less then four students read exactly threé&$o0 S>0/*0>S
Liu (1997: 18)
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In (27), inverse distributive scope is unavailal@@en that modified numeral indefinites are
able to reconstruct back to VP, on Beghelli andvgtbs assumptions we expect such inverse
scope to be available. We saw that it is indeedlaMa in some cases, such as (7) above,

repeated as (28). (27) then involves overgeneration

(28) More than three men read more than six books S>0/?0>S

A fourth case involves internal arguments. Cons{@dér):

(29) a. Mike showed five films to every guest
b. [DistP every ... [AgrOP five [VP five...]]]]

Beghelli and Stowell's system predicts that the iRfeérnal QPs involved in such a sentence
type can occur at LF as schematized in (29b). Tilkectdobject raises to DistP, while the
indirect object, being a bare numeral indefininmot raise higher than AgrOP. This predicts
that only aninverse scope reading should exist between these two ssipres—this is
contrary to fact: a rather prominent reading ofal2 one with direct scope. This reading
fails to be generated for (29).

A last example involves overgeneration again. Idaj3we have a sentence with two
modified numeral indefinites and a universal quaarti One LF-representation generated by
Beghelli and Stowell’'s model is (30b). This corres@s to the scope relations with DO
scoping over 10 in turn scoping over the Subj. Ssobpe relations, however, don’t actually

obtain for (30a) type examples.

(30) a. Exactly two teachers showed less thantfee diagrams to every student
b.  [AgrSP exactly 2 [DistP every [AgrOP lessritie [VP ... ]]]] S>10>DO

In fact, similarly to (27), Beghelli and Stowellmgrate DO > S scope relations, erroneously.
Even if we stipulate (on the basis of sentences (K7) and the present example) that in
certain cases—including (27) and (30)—the modifredneral in subject position cannot
reconstruct across the DO modified numeral for sosason, we would thesnly generate a

S > 10 > DO scope order, other scope orders woatda generated. This is because the 10
everyquantifier must be located in DistP, its positioeing fixed. If the subject modified

numeral expression cannot reconstruct, as we wolldssuming, then the only scope order,
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once again, is: S > 10 > DO. This means that inHéigand Stowell’'s system, stipulating
that the subject cannot reconstruct in cases K& @nd (30) does not help: another
prominent available scope order, namely IO > S > @@Quld still be missed.

To sum up, we have seen that the Q-checking apprt@cQ-scope faces severe
challenges. Not only Hungarian fails to provide @awvydence in favour of such an approach,
but also, positing RefP and DistP projections @=aicute problems of both a conceptual and
an empirical nature. In the last subsection | dstaéd that unfortunately, the descriptive

coverage of the account itself also leaves mudietdesired.

5. A QR-based approach

| will demonstrate now that a model incorporatinga@tifier Raising, when augmented with

independently motivated assumptions of existent@dure over choice function variables (cf.

Section 2.1 above) and A-reconstruction, is abl@rtwvide a more constrained, and at the
same time empirically superior account of differan®-scope.

In general terms, | believe that as a methodoldgasal it would be appealing to
connect the differential scope-taking options o&mfifier classes to their lexical semantic
characterization, in particular, to relate theimsaatic characterization to the different
mechanisms of scope-taking that they can partieipatin a broad sense, this methodological
stance is the same as the one taken in Beghellbtowiell's / Szabolcsi’s work.

In what follows, | will first lay out the assumptie | adopt. These assumptions have
been independently argued for, and | will argue, ttwaen combined, they yield precisely the
complex interaction patterns reviewed above. Thdrakone of these assumptions is that QR

existsas a movement servimirely scope-shiftingand that it applies to GQ-NPs.

5.1. Barenumeral indefinites: Closure and A-reconstruction
First, following a Heimian treatment, the classhbafre numeral indefinité$ being open
expressions with an unbound restricted variablen ¢® bound under closure. For
concreteness, | adopt Reinhart's choice functiopr@ch here, but the particular choice
among the closure approaches will not play a rele.h

Bare numerals are taken to be cardinality predscatellowing Milsark’s (1977)

analysis of Definiteness Effect contexts. Bare naineardinality predicates are second order
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predicates applying to sets, assigning to thenr ttemidinality. Hence, bare numerals only
restrict, but do not bind the given variable (Kaamal Reyle 1993%

(31) four classes{X [class(X) &1X[F4}

The ‘binding of choice function variable under clos approach to (plural) existential
indefinites correctly predicts unbounded wide scdpee closure approach predicts that such
expressions do not have invermistributive scope, since distributivity is not introduced by
existential closure higher tp(distributivity is a property of GQs only). Tha, ithis is the
prediction, provided that plural (bare numeral)séamtial indefinites arenly interpretable as
restricted indefinites with a free variable. We é&een, however, that such indefindesin
fact able to have distributive inverse scope, agla), and (5). Some examples are repeated
here in (32).

(32) a.  Two students passed four classes 036>S
b. Fewer than four students passed two classes S>0/0>S

C. | gave fewer than four articles to two studen 10 >DO /DO > 10

Now, inverse scope in these examples can be tre@datbdut adding anything to a standard
model, given that in minimalism bare numeral indigéis as noun phrases participate in A-
movement dependencies (Case- and/or agreemergeredainovements). Assuming, as is
standard, that A-movement can occur covertly aatl Afmovement chains can reconstt{jct
there is a possibility for these quantifiers to ibXhinverse scope in interaction with certain
other quantifiers merely by virtue of forming A-chs Inverse scope effects will arise due to
A-reconstruction either if the bare numeral indigéinn question undergoes A-reconstruction
itself, or if another quantifier A-reconstrudislowthe bare numeral indefinite.

Up to this point we have left it an open issue \Wketbare numeral indefinites are in
fact ambiguous between a variety of plural Heimiadefinite, and a GQ interpretation
(involving an existential quantifier). Now, if bareimeral plural indefinites did have a GQ
interpretation and QR applied to them, we wouldtaiely make a number of false
predictions.

Among them, we would predict that an object barmenal indefinite take distributive
scope over a subject universal quantifier—thislsd (cf. (8)). If bare numeral indefinites did

QR, another prediction that would be made is thaelise scope of an object bare numeral
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indefinite over a subject bare numeral indefinid@ ©e achieved without A-reconstruction of
the subject: the object needs to QR above the sulijat if A-reconstruction is not involved
in such cases, then this makes an interesting gireati namely, we do not expect any
interference with respect to the binding optionstfe subject, given that the subject does not
need to A-reconstruct. On the other hand, if QRabkavailable to bare numeral indefinites,
then the subjealoesneed to reconstruct for inverse scope, and weadxpterference with
binding of the subject.

To test this, consider (33):

(33) a. Bill believes two pictures of himself tave outraged three Hungarian critics

b. Bill believes that two pictures of himself hasgtraged three Hungarian critics

If the reflexive embedded in the subject has tomstruct to obtain inverse distributive scope,
than the reflexive will at the same time get outlef local domain of its antecedent—hence,
such inverse scope reading is expected to be Uablain this case. In light of (33), this is
indeed what happens: a scenario involving two dhfie pictures matched to each of the three
critics (i.e. a distributive inverse scope) is aatong the interpretations of (33). Hence, (33)
makes an argument again against QR-ing bare nunmedefinites. This contrasts with
examples similar to (33), but with a universal difeer in the object positon of the embedded
clause: there inverse scope of object over subgeeivailable precisely because universal
guantifier can QR above the subject (eBjll believes two pictures of himself to have
outraged every Hungarian crifj¢® *°

It seems then that bare numeral indefinites doQigt and can take inverse distributive
scope only if A-reconstruction occurs. However, toese cases, i.e. for the cases when their
inverse scope islistributive we need to provide a source for distributivitiidiential closure
(over choice function variables) may apply in pijgle at any syntactic point (including
intermediate readings (shown to be available ayoFdérkas (1981), Ruys (1992) and Abusch
(1994))), that is, including locally, immediatelyp@ve the bare numeral indefinites. However,
existential closure over choice function varialdess not yield a distributive reading, as we have
already pointed out.

Such distributive scope is available to bare numadefinites onlyin sity, in their A-
position (e.g. when they are in subject positianwben another QP A-reconstructs below their
Case-related A-position); more precisely, distiityt is available for them in their A-position if

the verb is compatible with such an interpretatde can then relate these distributive readings
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of bare numeral indefinites locally to the disttibe component (often modeled in the form of a
distributive operator) in the semantic represeotatif the relevant verb (or other predicate). This
produces exactly the effect we have witnessedriloigive interpretations of bare numeral
indefinites available only locally, in the A-positis.

Thus far, we have A-movement / A-reconstructionwai as binding under closure in the

picture.

5.2. Modified numeral indefinites: A-reconstruction and therole of focus

| take Liu’s (1990) basic observations of the ifighof modified numeral indefinites to take
inverse distributive scope (in most of the caseshé crucially important. In a model that
incorporates QR, this should mean that these dieastido not participate in QR. They
clearly participate in (agreement- and Case-reJatednovement dependencies. The null
hypothesis is that, similarly to bare numeral imgiéds, modified numeral indefinites can
undergo A-reconstructiof!.

Modified numeral indefinites and nouns modified fey, as opposed to bare numeral
indefinites, do not have unbounded wide scope. Teans that their numerals do not get
interpreted as cardinality predicates, they doattena free variable to come under closure, i.e.
they are quantified independently of clostiréf. QR exists as a scope-shifting operation, then
it should apply to modified numeral indefinites yded that their modified numeral is a
determiner and they are simple GQs.

| argued in Suranyi (2004b) that decreasing and-monotonic modified numeral
indefinites (i.e., counters) are, and increasingsowcan be, interpreted as focus, and in
Hungarian they occupy a syntactic focus positonfkkr(1999) proposes that modified
numerals including the ‘at least/at most n N’ a@s$ than/more than n N’ type are cases of
focus, and they are not GQPs (essentially ‘at leastre than’ etc. are similar to a focus
particles). This means that the modified numeraés reot simply determiners, but involve
focus on the numeral in a domain of alternativesSuranyi (2004b) | subscribed to a weaker
claim than Krifka’'s (ibid.): informally, increasinghodified numeral NPs can also be group-
denoting, in which case they can function as a G&gR not only as a focus. If so, then we
understand why decreasing and non-monotonic caudtenot appear to undergo QR: this is
because they are not GQPs to begin With.

Here | only mention two points that support thewi¢hat decreasing and non-
monotonic numeral indefinites are foci. The firgeds a plausibility argument: the semantics

of counting quantifiers render them eligible tofifulan identificational focus function. As
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Szabolcsi (1981) argued, Hungarian pre-verbal fo@esforms identification (it is
identificational focus, in terms of E. Kiss 1998lt)is true that in sentence lik& postas 6t
levelet vitt kj lit. ‘The postman five letter-acc delivered’ teepressiorot leveletfive letters’
does not necessarily identify the set of thingsveetd by the postman—the reason why
Szabolcsi (1994), followed in this regard by Szabol(1997), does not consider such
expressions to be focus. However, the focus streiatfi this sentence type can be given an
alternative analysis: informally, the presupposett pf the sentence above is that the
postman delivered some letters, and the focusekémtence is merely the quantity. In this
conception, the function of a counting quantifigrtihe identification of cardinality. That is,
such quantities can be individuated (to use Szab®ld994 term) and identified to the
exclusion of other quantities. That is, the focudue (in terms of Rooth’s 1992 focus
semantics) can be given informally as_{g§S = the postman deliverefetters]}?®

The second point that | will briefly mention peraito Hungarian, where the class of
modified numeral indefinites at issue behave ldentificational foci (id-foci) in at least two
regards (see E. Kiss 1998c, as well as Chapter gwéonotion; English in situ focus is not
identificational, see E. Kiss, ibid.). It is a w&town fact that in some languages focus
manifests itself in the form of the predicate opseudo-cleft. We can observe that exactly
those quantifiers can function as predicates in gduan that are PredOp operators (or
‘counters’) for Szabolcsi (1997). Further, countars able to appear in the immediately pre-
verbal field when they co-occur with a post-verigntificational focus within the same
clause. Generally, such syntactic behavior is énhito expressions that are themselves id-
focus phrases. The conclusion to draw is that wsrcan be id-foci in Hungarian. From the
perspective of prosody, the stress pattern of pbedvePredOp operators and the verb that
follows them is identical with the stress patterntloe focus followed by the verb: the
preverbal operator bears emphatic stress, accoegbagia subsequent stress reduction on the
verb. Based on these arguments (see Suranyi 2@04brther details), we can conclude that
counting quantifiers are identificational foci, aRtedOpP effectively reduces syntactically to
Hungarian FocP. Hungarian, a language that roytinedes identificational focusing,
construes counters as identificational foci.

The basic assumptions have now been spelt out. e MA-movement and A-
reconstruction for bothlbare numeral indefinites andhodified numeral indefinites, where the
former are bound under existential closure, andatter are quantified by focus. QR applies only

to the remaining GQs, like distributive universaf®st proportionaimany etc.
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5.3. A-reconstruction and focus
The focus treatment of modified numerals, in fadha same time buys us something extra as
well. It is argued in Boeckx (2001) that A-recomstion is sensitive to quantificational
intervener$* Now since focus is a quantificational interveribis should mean that modified
numeral indefinites are expected not to allow Aerestruction to happen across them.

In fact this is what seems to happen. Considecdm¢rast from (4) again.

(4) A-reconstruction of subject
a. Two students passed four classes S©05
b.  Two students passed fewer than four class&> O /*0O > S

In (b) the subject cannot reconstruct below theeQassition of the object (SpecAgrOP or

SpewP), because the object is interpreted as focugehguantificational.

5.4. A-reconstruction and the Mapping Hypothesis

We have taken bare numeral indefinites to be abke-teconstruct. However, this should not
be as free as with modified numeral indefinitegpamticular, under some version of Diesing’s
(1992) Mapping Hypothesispecificexistential indefinites cannot appear inside trezligate
phrase, i.evP/VP, at LF. Modified numeral expressions like ‘etkafive boys’ or ‘less than
three books’ can freely reconstruct ¥B/VP, given that they do not introduce discourse
referents, they don’t have a specific interpretatidowever, although bare numeral subjects
may take narrower scope than a bare numeral ofgedh (4a)), this clearly appears to be a
dispreferred interpretation. It is in fact next impossible if the subject bare numeral

indefinite is a partitive, as in (34).
(34) Two of the men read three books S>> >S

As Szabolcsi points out, inverse distributive scdpeextremely degraded here. Our
explanation comes from the Mapping Hypothesis: ‘tefothe men’, being partitive and
specific (in the sense of Enc 1991), cannot recoastovP/VP. To the extent that ordinary
bare numeral indefinites in subject have a prefezda be interpreted as specific (they are the
default topic), their A-reconstruction is also disferred—though possibfg.
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5.5. Themode at work

Let us see how the model | have drawn up derivesother scope-asymmetries above (we
have just seen what explains (4a,b)). For easefefance, | repeat illustrations as well as
their numberdrom the previous examples. The reason of why tiverse scope is possible
(or why it is impossible) is indicated above eaxhmaple.

Consider again sentences in (5). (5a) involves difled numeral indefinite subject,
which may undergo A-reconstruction in order to ¢ieln inverse scope effect. (5b) is
different from (5a) only in that it has a universgiantifier as the object. Now in addition to
A-reconstruction of the subject, we also have QEhefobject that can produce inverse scope
relations in (5b). (5c) allows inverse scope reladi between indirect and direct objects. This
once again is due to A-reconstructability of thdiiect object from its Case-checking A-

position to below the Case-position of the dirdajeot.

(5) A-reconstruction of subject
a. Fewer than four students passed two classes >0 50 > S
(inverse scope: Beghelli 1993: 67, Liu 1997). 47

QR of Obj (tovP / to TP)/ A-reconstruction of Subj

b.  Fewer than four students passed everyclass S>0/0>S

A-reconstruction of 10

C. | gave fewer than four books to two students 10 > DO /DO > IO

The inverse scope relations here are all derived.

Consider now (6). (6) does not admit inverse scopes is because on the one hand, the
subjecteveryQP undergoes QR to TP and does not A-reconstindton the other hand, the
object is a modified numeral indefinite, which istra GQ, hence cannot QR above the

subject.

(6) Subject QR-s + Inability of Obj to QR
Every student passed fewer than four classes >03*0>S

(I will put example (7) aside for a moment, andlweturn to it presently.) The same scenario

obtains in (8).
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(8) Subject QR-s + Inability of Obj to QR

Every student admires two teachers S/>@> S

The subject expression undergoes QR, but the obge numeral indefinite cannot take
distributive scope higher than its surface posificfnalso Footnote 22).
Let us see how we can derive the scope relatiossntences which proved problematic

for Stowell and Beghelli above. Consider (24) again

(24) Subject QR-s + 10 in [SpecAgrlOP]/[SpecvP] + DO ¢sh)QR-s
Every teacher told (exactly) two students everyghie knows

OK every teacher > (exactly) two > everything

Here the subjectveryQP undergoes QR, the indirect object undergoesofement to its
Case position ([SpecAgrlOP] or (outer)[Spep, while the direct object undergoes short QR
to adjoin tovP (or VP) a position below the Case position ofitttirect object®

(27) is a sentence with a modified numeral indédirsubject and a modified numeral
indefinite object.

(27) Subject cannot A-reconstruct across focus
Less then four students read exactly three books S>0/*0>S
Liu (1997: 18)

What we have seen is that in such a sentence\besmscope interpretation is unavailable. In
the present terms this means that A-reconstructidhe subject cannot take place. Indeed it
should be impossible, inasmuch as the object isan-(nonotonic) modified numeral
expression, which we have claimed to be focused hamce to be an intervener for A-scope-
reconstruction.

Another example that posed a complication for tHea# checking approach was (29a).

(29a)Object QR

Mike showed five films to every guest
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The direct scope is straightforward to derive hehe indirect object needs to QR to a
position below the Case position of the direct obj&xample (30a) has proven even more

notoriously difficult for the Beghelli and Stowelpproach.

(30a) Subject cannot reconstruct across focus 10 + Obj QR

Exactly two teachers showed less than five tregrdras to every student

Here the direct object can QR ¥B. The subject and the direct object can only hdikexct
scope relations. This is because the subject cafmetonstruct across a focused direct
object, and hence the S > DO scope relations aegiable in this sentence. When the indirect
object QR-s above the subject position AgrSP, weeh® > S > DO, i.e. the scope relations
not captured by Beghelli and Stow#Il.

Let us come finally to the example that we have aside: (7). (7) involves two
modified numeral indefinites, just as (27), butantrasts with (27) in marginally allowing the

inverse scope reading.

(7) More than three men read more than six books S>0/?0>S
(Szabolcsi 1997: 116)

Now the first observation to be pointed out is thabre than six N’ is special among
modified numeral indefinites in Hungarian as wéllcan appear either in focus position, or
can be fronted to the left of the focus positiohisTmeans that not only a focus interpretation
is available to ‘more than’-modified numerals. Sstoas Liu (1997: 23) notes, there is a felt
contrast between (35a) and (35b).

(35) a. Five teachers graded more than twentyestsd
b.  Five teachers graded fewer than twenty stisden

In (35b) the scope-independent reading does naiirok{35b) cannot mean that there is a set
of teachers and a set of students and each gradéd ldowever, (35a), with some difficulty,
can have such a reading, introducing a referentfsgudents. In Liu’s terms, although ‘more
than n” NP-s are basically non-G-specific, they banmarginally interpreted as G-specific,
where ‘more than n’ is interpreted similarly tobare numeral. Now inasmuch as an

interpretation other than focus is marginally aafalié to ‘more than n’ NP-s, which is similar
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to the interpretation of bare numerals, introdu@mdjscourse referent, they are expected to be
able to be crossed over by A-reconstruction. Thiwhat happens in the examples in (7) and
(35a)28 2

A final note concerns Weak Crossover (WCO). Cons(@6) first. Here the indirect
objectevery teachecannot bind the pronoun inside the subject. In),(B7contrast, the object
two of the teachergan. The present account captures this contrast straightforward
manner. In (36), A-reconstruction of the subjedil@cked due to the presence of the focussed
objectfew studentsThen the only possibility for theveryQP to bind the pronoun is to QR
above it; but that results in a WCO violation. @e pther hand, in (37) the subject is able to
A-reconstruct and in this reconstructdéinternal position the bare numeral object can bind
the pronoun from AgrOP. No WCO violation is triggdr

(36) a. *Exactly two of hicolleagues introduced few students to every teache
b. [every teachefAgrSP exactly 2 of hizolleagues ... [AgrOP few [VP ... ]]]]

(37) a. Exactly four of thgistudents adore two of the teachers
b. [AgrSP ... [AgrOP 2 of the teachglgP exactly 4 of thejrcolleagues ... ]]]

This account is made possible by the assumptiatsl thave put forward and in this sense it
provides further support in their favour.

Let us turn now to the Hungarian data. Before spelbut the relevant predictions, it
should be pointed out that identificational focgsiof any element gives rise to a new
proposition: an identificational focus (id-focus)interpreted as a predicate taking the rest of
the clause (its sister constituent) as its argur(sed Chapter 3 for further details).

First, increasing distributive quantifier expresspwhich are GQ-phrases, are subject
to QR, which is a covert movement operationQR raises out of, and attaches to
propositional categories (which, as a result ofi@BIf, are turned into a one-place predicate).
This allows for a significant amount of flexibilitin “LF word order,” i.e., the scopal
positions such QPs can covertly raise to. Becaasesdsing numeral indefinites and (in the
relevant uses) non-monotonic numeral indefiniteso(mters) can function as id-foci in
Hungarian, they form a new proposition at their pdsition. | showed elsewhere that post-
verbal in situ id-focus in Hungarian undergoes cbwvaovement to its ‘scope’ position
(which, for reasons | examine in Chapter 3, isrigstd to positions below that of the pre-

verbal id-focus). As | argue in Chapter 3, id-fatso raise out of, and attach to propositional
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categories, just like GQPs. It follows from thisathwe correctly predict that the scope
interpretation of a GQP and that of a counter ghitsould be free (within the postverbal
domain) with respect to any other GQP, countefpiothat matter, with respect to another id-
foci (see the examples in (18) and (20) above).

The idea that counters can be id-foci in Hungaaerounts for why they can be fronted
to the immediately pre-verbal position, inducingbsgparticle inversion. What it does not
account for in itself is why this fronting operatics obligatory, if there is no other id-focus in

the sentence:

(38) *Eljott kevés diak
PRT-came few student

intended: ‘Few students came along.’

However, this pattern of behavior is not uniquedanters. Komlésy (1994) notes a number
of examples where some argument of a verb mustaappehe pre-verbal focus position—
unless there is another focus in the sentence gowhat position, we can add. | referred to
this phenomenon adefault focusingin Suranyi (2003). Apparently, counters behave as
default foci in Hungariar®

Finally, post-verbal word order is affected by sabding, as discussed in Chapter 4,
where | argue that this scrambling operation adtivine Hungarian post-verbal field is local
scrambling having A-movement type effects. If s@ @&xpect object counters scrambled to
the left of the subject to be able to reconstratow the subject scopally. This adds no new
predictions in itself, as we have already derivezldeneralization that scope relations are free
within the post-verbal domain. But given the pragas this chapter that A-reconstruction is
blocked by an intervening focus, it is predictedttti an object is scrambled to the left of a
subject counter in the post-verbal field, then Aemstruction of the object for scope will be
blocked. To be able to test these predictions vezl e use counters that are not id-foci. As
they are in the post-verbal domain, this cannoinlagle absolutely sure, unfortunately; what
we can control, however, is their prosodic forme #xamples we want to consider involve
counters with as neutral a stress pattern as ges3ihis means that both the numeral and the
noun should bear at least word-level stress. Wiith groviso in mind, consider the following

examples:
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(39) a. MA oldott meg kevés didk minden feltd S>0,0>S
today solved PRT few student every exercige-ac
‘It was today that few students solved everyreise.’
b. MA oldott meg minden diak kevés feladatds > O, *?0 > S
today solved PRT every exercise-acc few student
‘It was today that few students solved everyreige.’

(39a) is ambiguous, due to the option of applyirig 1Q the object either to a position above
or to a position below that of the post-verbal sahj(39b), in contrast, is extremely difficult
to interpret with an inverse O > S scope. Assuntingj the structure of the Hungarian vP is
hierarchical (a view | advocate in Chapter 4 belotg post-verbal surface order of (39b)
corresponds to basic vP structure, where the suigjdésgher, c-commanding the object. The
subject has nowhere to reconstruct to, and thetegunot being a GQP, cannot undergo
covert QR to take wide scope over the subject. €kains why inverse scope in examples
like (39b) is marginal at bedt.

Consider what happens if the scrambled object is an@wounter, but a universal
guantifier phrase, as in (40). Here the S > O iswescope interpretation is degraded,
however, it is significantly better than invers@pe in (39b). What is more, it is possible to
construct parallel examples where inverse scopmnig mildly degraded (41a), as well as

examples with an indefinied object, where it idyf@cceptable (41b).

(40) MA oldott meg minden feladatot  kevéskdia 0>S,?7?S>0
today solved PRT every exercise-acc few student

‘It was today that few students solved every eiser’

(41) a MA oldotta meg mindegyik feladatot &sgbb mint tiz didk 0>S,(?)S>0
today solved PRT each exercise-acc few studen
‘It was today that fewer than ten students sbleach exercise.’
b. MA hivott fel valakit keves fiu ©S,S>0
today called PRT someone-acc few student
‘It was today that few boys phoned someone.’

These results are not straightforward to evaluéte counter subject in each case may be

interpreted as id-focus (prosodic controls to edelguch an interpretation have a very weak
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effect). Of coursequa id-focus, the counter can covertly raise to extgadscope over the
scrambled object. In such a case, even though f#tezdnstruction of the scrambled object to
its base position below the subject is blocked;esithhe subject is a counter, and counters can
be readily interpreted as id-foci in these examphes systematic effect of the blocking of
reconstruction can be perceived.

Summing up, what | have tried to show in this secis that the rather complex scope
interaction patterns fall out in a model incorpo@tQR, where QR does not apply to bare
numeral indefinites or modified numeral indefiniteBare numeral indefinites can be
existentially closed (non-distributive wide scopahd other NPs can A-reconstruct below
them to create an inverse scope reading. Modifiederals are not cardinality predicates, but
involve focus—they cannot be existentially clos#tey can undergo A-reconstruction, but
due to the focus status cannot be crossed oveardpakA-reconstruction themselves.

Inasmuch as the present results prove to be omidghe track, besides the effects of
closure and A-chains, Q-scope continues to invQliRe

6. Summary and consequences

In this chapter looked at the family of movementsl gpositions that are related to scope-
taking possibilities of different kinds of noun pBes in the clause. | have outlined a possible
deconstruction of part of the syntactic templateoined in cartographic approaches to the
phenomena, suggesting that an alternative, andadh rhore conservative, approach that
directly draws on the semantic properties of tleenelnts involved is not only less stipulative,
but it also fares empirically better in accountfogthe differential scope-taking options — and
consequently: LF positions — available to the uaiolasses of syntactic elements involved.
Specifically, 1 hope to have substantiated theofsihg two points. First, the A-bar
feature checking approach to Q-scope, which inwldeected movements to functional
positions in a pre-fabricated syntactic templat, both conceptually and empirically
problematic (and Hungarian is far from supplyingdewnce in its favour). Second, when we
combine the independently motivated covert scopatiranisms of (i) QR, (ii) existential
closure, and (ii) A-reconstruction, which is coasted by quantificational interveners like
focus and by the Mapping Hypothesis, then thedate pattern of Q-scope interactions is
correctly predicted in an elegant manner. The r@étiere account presented here relies on a

generalized notion of Last Resort (see Section: 3R of GQPs and covert id-focus
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movement of counters are triggered not by abstraléimorphosyntactic features; rather, they
are licensed by virtue of the interpretations tleag to.

A repercussion of the present study is that QuantRaising exists at the level of
narrow syntax — an assumption that has recentiy lbegeatedly challenged, perhaps most
strongly in the specialized quantifier-projectiomgproach, but also in work by Hornstein
(1995). | argue here that the QR-view is essemgtiabirrect, though the domain of its
application is more restricted than most commomdijelved. If the analysis of Q-interaction
presented here is on track, then A-reconstructisn enust be available (alongside A-bar

reconstruction), contra Chomsky (1995) and Lash#90).

Notes

! Some variants of this analysis involve unselechiraling of the ‘specific’ indefinite by a remote,
maximal scope existential operator.

2 Reinhart also argues that applying existentiatiyrirl choice function variables to plural indefigite
derives their collective reading, hence such reggdo not require an independent semantic treatment
This appears to be in support of the choice functioalysis.

A question that is still open is the treatment xiseential indefinites inside an island boundaryifo
lack of one), in a clause-bounded domain. Reinfi&@97) suggests that QR is available to them as
well, due to her assumption that they also havereglized quantifier (GQ) interpretation, alongsid
the choice-function interpretation (the GQ intetptien is due to a typically covert existential
determiner). That is, she entertains an ambiguégtinent: indefinite scope is determined either via
choice function application or via QR.

* Beghelli (1993: 66), Liu (1997: 41) (but only ndistributive wide scope is acknowledged to be
available for the object QP in such examples byhBéigand Stowell 1995).

®> This type of examples forces Beghelli and Stouelplace DistP below AgrSP: ‘fewer than four
students’ can reconstruct from AgrSP to VP forittwerse scope reading. If DistP were above AgrSP,
then these examples would be predicted (wronglipvariably have the object universal scoping over
the subject. The same applies if we replace thdfiadchumeral subject with a bare numeral subject.

® The model shares this property with Hornstein'898), only Hornstein’s approach attempts to
reduce Q-scope to independently existing A-movemeékxhong various other drawbacks, Hornstein’'s
theory also suffers from an insensitivity to diffatial scopal options of different Q-classes, miikah

the pure QR approach.
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" Here and elsewhere ‘overt HRefP’ is shorthand'iftiRefP, movement to which is overt’, while
‘covert RefP’ stands for ‘RefP to which movementasert’.
® The pronominal element in the topic position i8kRis not to be construed as a contrastive topic.
® On the first reading, the two books co-vary wttk girls, on the second reading, the two books co-
vary only with the boys but not with the girls, Wéhion the third, the two books are referentially
independent.
1% Sjlent ‘each’ in fact weakens the motivation fbe tDist head as a separate head, given that other
heads also contain the same Dist (or EACH) morphiexeept for the exceptional Ref).
! This type of examples force Beghelli and Stowelpkace DistP crucially below AgrSP: ‘fewer than
four students’ can reconstruct from AgrSP to VP tfe inverse scope reading. If DistP were above
AgrSP, then these examples would be predicted @ydrio invariably have the object universal
scoping over the subject.
'2 Given that QR is non-feature checking movemenpmasent assumptions (the QP does not bear an
offending feature), it cannot even be moved by IfgMlirect Feature-driven Movement) to edge of
phases to escape upwards (cf. Chomsky 2000, 2B@hce, a possible reasoning goes, QR cannot
involve intermediate steps. Given that in a strphgse only the next lowest phase is accessible, tha
entails (finite) clause-boundedness. For relevastudsion on the clause boundedness issue, see
Sauerland (1999).
13 Beghelli (1993) provides the following contextrtmke inverse scope less dispreferred. “Classes in
this department are becoming incredibly tough;ais gotten to the point where maybe three students
would pass. Last month has been the worst everstwdents passed four classes.”

It appears considerably easier to get the distribuihverse scope reading too if we make the direct

scope reading pragmatically implausible:

0] In the gigantic polygamous wedding ceremdmp women married one hundred men

“ The class of bare numerals may be understoodsid @ntain the indefinite article a(n), or
alternatively, this article may be taken to be maetic determiner creating generalized quantifiers.
This choice does not matter for our purposes.

'3 A usual notation for an indefinite like four classs {X(classes(X) &X [=4}. The numeral leaves
the X variable unbound, hence it is available fxistential closure, therefore (non-distributive)dei
scope in general is possible for unmodified numiaidéfinites.

6 A distributive operator is sometimes introducedtts point where the indefinite restriction is
interpreted.

" Reconstruction in A-chains has recently becometgeh most notably by Lasnik (1999). Boeckx

(2001), however, argues strongly that A-reconsionds available.
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'8 Another piece of evidence against QR-ing bare mahirdefinites comes from Hungarian, where
QR is (optionally) overt: bare numeral indefiniths not QR overtly in Hungarian (they only move to
focus position) (cf. Suranyi 2003).

¥ In a recent manuscript Fox and Nissembaum (200f8enuse of analogous syntactic scenarios
involving the interaction of A-bar reconstructiondsbinding Condition A (in order to show that A-bar
reconstruction is narrow syntactic).

20 The raising construction in (i) shows that thishis case. (i) has a reading according to whicht wha

is allowed is the absence of few students.

0] Few students are allowed to be absent

! There is clear evidence that the numeral of neremsing modified numeral indefinites is not
interpreted as a cardinality predicate. If an exaniifie ‘There are fewer than six students in the
room’ is interpreted asl X [ |[X|<6 & O x of X [student(x) & in the room(x)]], then thisauld allow
there to be more than six students as well: it @alys that there is a set of less than six studbuats
there could be more (Beghelli 1993: 74, citing $tHO93 and Ben-Shalom 1993). Of course such
examples only indicate that they are not intergrei®a cardinality predicate, but do not explairy.wh
2 The view that counting NPs are not generalizedtiiers converges with Szabolcsi’s (1997) own
conception too. See also de Swart (2001), NouwenGeurts (2007); for a treatment of unmodified
few as a cardinality predicate composed with negasee Solt (2006).
2 It is important to note that (as is invariably tbese with identificational (and contrastive) focus
interpretation) the focus operator only identifeesnember of the contextually relevant set, exclydin
the other members of that set. Thus, each sentdnc@-c) below can well be true at the same time,
since the relevant sets differ. The case is sindlahat of the pair of sentences in (ii) belowa)(iand
(iib) can hold at the same time, since the setltefratives of the identification operation are non
identical in the two cases.

According to Krifka (1999), natural scales (liketunal numbers and other quantities) form
constant, low salience alternative sets, whichainays available irrespective of the given context.
Then, counting quantifiers

carry out an exclusive identification operatioe (focusing) on the elements of such alternatite se

0] a. A postés 6t levelet vitt ki [=the emple in the main text]
b. A postas kevés levelet vitt ki
the postman-nom few letter-acc took-3sg PRT

‘The postman delivered few letters’
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c. A postas hatnal kevesebb levelet vitt k
the postman-nom fewer than six letter-acock teRT

‘The postman delivered fewer than six letters’

(i) a. Egy SDKE fia bukott meg a vizsgan
a BLOND boy-nom failed-3sg PRT at the exam
‘It was a BLOND boy that failed the exam’
b. Egy MAGAS fil bukott meg avizsgan
a TALL boy-nom failed-3sg PRT at the exam
‘It was a TALL boy that failed the exam’

4 For instance, (i) and (ii) are not ambiguous, lie way indicated, due to the presence of the

quantificational interveners not and always:

()  Two students did not read this book
2 >Neg/*Neg>2
(i)  Few students are always likely to be absent

few > always > likely / *always > likely > few

% Universal quantifiers also appear not to be abléAtreconstruct, based on examples like (8).
(Apparent inverse scope in examples like Everybdidp't seem to be happy can be derived by Neg-
raising above the subject, as argued by Boeckx1(200 this is the case, then this can be derived

at least two ways. One course to take would beldoepuniversal quantifiers into the category of
specific NPs (again, in the sense of Enc 1991)clwhannot appear inside the predicate phrase at LF.
Another line is to argue that subject universalsdi® QR above the subject position, i.e. above the
highest A-position, otherwise (say, if they QR-edtjoin to vP) an improper chain would be created.
Then QR fixes their scope above the subject positio

% Bruening (2001) argues within a vP-based (vs. AmaBed) approach that direct objects in such
double object constructions undergo QR to an ip8pec,vP]. This achieves exactly the same result.
Bruening argues based on the 10 > DO scope freefiagt in double object sentences for a ‘tucking
in’ effect a la Richards. However, many researchenge argued that the 10 > DO scope freezing
effect is one of specificity, given that the 10 double object constructions functions as the Idgica
subject of a posessive/existential predication Brandt 2003 and references therein). Nakanishi
(2001a,b) shows that 10 >DO holds even island-extéy, i.e. when both scope out of an island, that

is, in syntactic contexts where movement cannolyapp
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" To the extent that (i) is possible on an DO > &leg (i.e. each paper was introduced by different
sets of fewer than three teachers), it indicates ifdeed as it is expected, subject reconstruction

below the (Case position of the) bare numeral Dévalable.

()  Fewer than three teachers introduced two of@iq’s papers to a class of students

%8 As (i) shows, ‘more than n N’ can be topicalized, can be postverbal non-focus position in

Hungarian.

(i) (Tébb mint szaz diak) tegnap  az egyetetiiel tintetett (t6bb mint szaz diak)
more than hundred student yesterday the univessiiside = demonstrated more than
hundred student

‘More than one hundred students made a demoiostratitside the university’

‘More than n N’ corresponds to two nominal condtiarts in Hungarian: (ii) and (iii). (iii) differs

from (ii) in that it can only stand in focus positi

(i)  tdbb mint harom didk
more than three student

(i)  haromnal tobb diak
three-COMPAR more student

2 Most informants share the judgments reported haostly taken from the literature. However, it
appears to me that there is some speaker-variaitbrrespect to how inaccessible the bare numeral-
like construal of modified numeral indefinites ior some speakers, even ‘exactly n N’ and ‘fewer
than n N’ can (rather marginally) be forced to bastrued the same way (Gilliam Ramchard, p.c.).

% In this chapter | restrict my attention to cov®R, and put the overt fronting of GQ-phrases to one
side. We return to a possible treatment of GQPtiingrin Chapter 3.

%1 |t appears plausible that focusing is availabledonting quantifiers as a default, because fogusin
does not change truth conditions in the case dfetlpiantifiers (these quantifiers do not acquire or
lose readings under focus, as pointed out by B&gh@93: 77). See E. Kiss (2006) for insightful
relevant discussion.

% Needless to say, if kevés ‘few’ is pronounced emtighlly, as would be the case on its id-focus
interpretation, then inverse scope becomes possiblesome speakers, a further requirement for the

inverse reading is stress eradication applieddastibject expression.
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Chapter 3
An interface account of focus movement

1 Introduction

1.1 Objectives

So far in the dissertation, in the main we havééabat word order alternations deriving from

different kinds of movement that are not directiated to discourse structure, or information
structure. In this chapter we investigate both pead covert forms of focus movement in

Hungarian to establish the nature of its triggebath of these forms, and to determine the
factors, whether narrow syntactic or propertieshef interfaces, that are responsible for the
word order restrictions as well as the degree @filflility attested in both its overt and its

covert syntax.

Current mainstream transformational syntax dravesvihein its account of discourse-
related movements on two key classes of syntatijects: (i) discourse-related functional
heads, determining syntactic positions for the rdogements as a function of their own
location in the clausal hierarchy, and (ii) disc®mirelated uninterpretable features, triggering
movements to these positions (see also Chaptén djher words, it extends this descriptive
machinery to discourse-semantically significant dvarder alternations due to syntactic
movements. Elements coming to occupy the respesyméactic positions thus defined are
correlated with some special discourse status.

To be able to account for the interaction of, amfences between, a number of
movement operations yielding distinct discoursea®i effects, primitives of type (i) and
type (ii) are multiplied, leading to what has comeebe referred to as the ‘cartographic
approach’ (CA) to discourse-related movement, amdsyntax at large (for cartographic
accounts of the left periphery in particular, seg,eRizzi 1997, Poletto 2000, and papers
collected in Rizzi 2004). As pointed out in Chapterthe CA operates with a substantially

extended set of functional head elements F, detémmia fixed syntactic template of
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positions in the syntax of natural languages. Ranat heads F are specified for features that
establish the (absolute) position F occupies in $iatactic hierarchy, which in turn
determines the (absolute) position that elemeiisifally associated with F can occupy.

The postulation of (i) discourse-related functiormedads and (ii) discourse-related
uninterpretable features raises disturbing methamdodl and empirical issues, some of which
were pointed out in Chapter 1 above. Many of thase not specific to the syntax of
discourse-related movements, but are of a morergenature (e.g., see Newmeyer 2008,
Craenenbroeck 2009). From our present empiricapgetive, the property of genuine word
order flexibility, pervasive in natural languagedamidely attested even within Indo-
European, the language family that the CA has mabktiwn on, substantially weakens the
descriptive motivation for the postulation of varsofunctional projections. This is so because
crucial support for a functional head/projectio-F/ideally comes from the fixed absolute
position of a given class of elements that arerassto be associated with F/FP.

The integration of discourse-related movements th#® minimalist feature-checking
model of syntactic movement faces difficulties tf own. Although some of these were
briefly discussed in Chapter 1, it is worth spejlithem out here in the present context of
discourse-related movements. Questions arise negarthe morphosyntactic status of
interpretable and uninterpretable discourse featdrzing this movement type. The general
probe—goal framework of movement (Chomsky 2000,120@quires the postulation of
uninterpretable morphosyntactic features both @ntoved element and on the functional
head F licensing the position to which movementesalplace. The resulting unwieldy
representations exhibit a massive redundancy. Qpeca of this redundancy is that, for
instance, an uninterpretable [u.top] feature isyaer present on the Top head, and Top
always bears [u.top]. Another aspect concerns tiener in which the discourse status of the
given element undergoing displacement is determioedhe purposes of the interpretive
systems. A fronted topic phrase, for instancedeniified as a topic by at least three aspects
of the representation. A topic phrase (a) carriesnéerpretable [top] feature, (b) it is in a
specifer/head relation with a functional head o ttategory Top, (c) and it is in a local
configuration (of, say, minimal c-command) with sonnterpretable feature on Top —
assuming that the mutuality of checking in the fpanse-system, advocated by Pesetsky and
Torrego (2004), is generalized to the (split) C-aimi This is a perplexing deviation from
optimal design: on minimalist assumptions, the espntations generated by syntactic
computations are expected to contain no more theat i8 sufficient for the representations to

be appropriately interpreted by the interface syst€usability’).
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As pointed out before, with its rich left periphaoutinely targeted by overt discourse-
related movements, Hungarian is among the languatese the descriptive success of an
account in terms of (i) discourse-related functlomeads and (ii) discourse-related
uninterpretable features has been best demonstfatggd Szabolcsi 1997, Puskas 2000, E.
Kiss 2002). Against such a background, this chagtes to sketch an alternative approach to
the syntax of so-called focus movements in Hungatiet dispenses with both (i) and (ii),
and hence with the complications they give riseTioe account to be pursued here relies
crucially on a syncategorematic interpretive rub@lging at the syntax—semantics interface,
which can be triggered provided that its templdiiicdefined input requirements are met.
(For the closely related notion of an interpretteenplate and for general discussion, see
Neeleman and Koot (2008), who treat Dutch A- anBlai-scrambling based on ‘discourse
templates.’) | will keep to the assumption that rsumterpretive rules are locally
compositional (essentially, ‘modes of composition’Chung and Ladusaw’s (2004) sense),
and that they are based on relative syntactic gardtions (as opposed to absolute syntactic
positions). The present study explores how muchhef rather complex A-bar syntax of
syntactic focusing in Hungarian falls out from aneh templatic interpretive rule giving rise
to an identificational predication meaning, whee thterplay of that interpretive rule with
independent general principles of grammar is appatgly taken into account.

The analysis is shown to derive the crucial symtaptoperties of Hungarian focus
movement, both in single focus and multiple foangtouctions, including its possible landing
sites, and the overtness or covertness of the menteahains it creates. The relation of focus
movement to verb inversion, and its syntactic axtéon with other elements in the clause are
also examined. The approach is argued to yield dehtbat is superior to the mainstream CA
analysis both empirically and methodologically, iaallows exactly the required type and
degree of flexibility in the syntax of this disceerrelated movement operation.

The chapter is structured as follows. The remairmfethis section provides some
background, and situates the issues investigatdderchapter in the context of the main
themes of the dissertation. Section 2 reviews siatis of word order and interpretation that
are central to the study of the syntax of focusiumgarian, and points out some empirical
issues that their current cartographic accounts. fihés argued that if such accounts are to be
descriptively adequate in a broader than usual mrapdomain, they need to be amended by
multiplying dedicated functional projections, leaglito an account where the initial
motivation for the very postulation of those projens is undermined. In section 3 |

introduce a syncategorematic interface templateédfamtificational focus interpretation, a rule
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of the syntax—-SEM mapping. Section 4 spells out Hbes syntax of focus fronting in
Hungarian is accounted for without relying either @ position dedicated specifically to
(identificational) focus within a syntactic temmabf absolute positions, predicting its
syntactic properties based on the interaction af thterpretive template with general
principles of economy, the Focus—Stress Correspaad@rinciple, and properties of the
Hungarian clause independent of the grammar ofsfo@ection 5 explores how different
aspects of the syntactic flexibility of focus mowam fall out on the proposed account.
Section 6 examines in what way the account coutdnekto the apparently optional fronting
of distributive universal (and some other) quaetifphrases. Section 7 concludes with a
summary of results and a brief outlook.

1.2 Background

1.2.1  Notions of focus

Focus in the most general sense is commonly thdoghibsume phenomena of prosodic
prominence paired with pragmatic and/or semantictions of interpretational prominence.
What exactly the nature and proper analysis of‘thigrpretational prominence’ is has been a
subject of continued research. The leading accoluthis correlation of phonological and
semantic/pragmatic prominence is one where it idiated through syntax in terms of a
syntactic focus feature: it is this syntactic foéeature which is interpreted in phonology and
in semantics/pragmatics as associated with theectisp properties characterizing focus (this
interpretive genre of account dates back at lea3atkendoff 1972).

In the PHON interface component, the prominendggally manifested in terms of a
pitch accent located within the focused expresé&though other phonological/phonetic
correlates are also attested). The interpretatieifi@tts are much murkier. The focus structure
of a sentence is intimately related to discouns@ne approach, the focus of a sentence is the
discourse-new part (vs. discourse-old). Sometinmesgme languages) discourse-old
elements (also called theme) are separated frocoulise-new elements (also called rheme)
syntactically at the surface—languages that aretlgtsensitive to (a form of) this distinction
are (to varying degrees) discourse-configuratiginal the syntax of their sentences is
determined partly by discourse properties of tieeneints involved). Such a distinction is a
central one in the Prague school (cf. e.g. Hajict8®@4, Hajicova and Sgall 1987). In fact,
most typically, discourse-old and discourse-newnartesyntactically isolated in the shape of

distinct constituents in surface sentence structardifferent terminologies, distinctions
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similar to the one at issue are also called toprafoent, topic/focus, presupposition/focus,
focus-frame/focus, or background/focus. Howeveapjtears that not all of these pairs of
notions cut the information structure of the seogeim the same way.

There are at least two distinct pairs of notiorad Hre necessary, as Partee (1991) and
Krifka (1991) point out. One is what can be refdrte as topic/comment. This arises in
sentences where topic is ‘locally’ marked (to fall®artee’s phrasing), typically by fronting a
constituent (or several constituents). These ttipe@ constituents are strictly discourse-
old/‘given’ and function as logical subjects of r@gication (E.Kiss 1991, 1994; see also
Kiefer and Gécseg 2009). The rest then is the camhmesecond, independent distinction is
that commonly referred to as focus/background, witl (or more) locally marked focus
element(s). The background part is presuppositi@ebending on the approach to these
notions one opts for, neither the comment of tipéctanor the background of the focus need
be a surface syntactic constituent (vs. the focudcrifka 1991: 152-153). If they are
analysed (at some representational level, as irtélag and Sgall 1987) as a constituent, in
semantic terms they are open expressions.

Hungarian is known to be distinctly discourse-cgufational (cf. e.g. E.Kiss 1995). In
this language both topic/comment and focus/backgtalivisions are reflected in surface
syntax. Topics precede the comment, and (strugtio@alis precedes the background. The first
obligatory accent falls on the first element of doenment; i.e. topics do not bear an
obligatory accent (e.g., E. Kiss 1994a).

In fact, we are dealing with two distinct typesf@tus. As emphasized in a seminal
paper by E.Kiss (1998), in the literature on foaesfrequently face a pervasive and
confusing lack of differentiation between these tyges. The two kinds are often called
narrow or contrastive focus and wide or presentatitocus (cf. Halliday 1967, and in
particular, Rochemont 1986); E.Kiss (1998) usedé¢has identificational focus and
information focug Information focus is characterized by a differegttaf syntactic and
semantic properties than identificational focusoimation focus must be discourse-new,
while identificational focus may or may not; in Hyarian, information focus does not
undergo obligatory syntactic movement, identifioatil focus does. Information focus does
not correlate with a truth-conditional differenaagared to the neutral sentence variant,
while identificational focus doesOne aspect of the truth-conditional impact of
indentificational focus concerns exhaustivity, &imel other focus-sensitive particles. It has

been a long-standing observation that Hungarianepbal focus (i.e. identificational focus)
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results in ‘exclusion by identification’ (cf. Kenssl986, Szabolcsi 1994; see especially
Szabolcsi 1981, who shows that Hungarian prevédsals is exhaustivé.

1.2.2 Two types of multiple foci
Syntactically, Hungarian, in contrast to languagesh as Italian or Korean, exhibits
constructions involving multiple identificationaddi, illustrated in (1):

(1) a. JANOS evett meg CSakr SUTEMENT
J. eapAST.3sG  PRT only two cookieacc
‘It was John who ate only two cookies.’

b. JANOS hivta meg egy sorre ETERT,
J. iNVitePAST.3SG ~ PRT a beer-to Rec.
és nem PreR (hivta meg egy SOrreANSIT.
and not P. INVItPAST.3SG PRT abeer-to Sec

‘JOHN treated BTERtO a beer,

and it's not the case thatfER treated AEX to a beer.’

As argued by Krifka (1991), multiple foci constriacts can receive one of two possible
interpretations (see also van Hoof’s (2003) analsgdistinction between ‘conjoined’ focus
and ‘matching’ focus, adopting Comorovski’'s (1998yms for the two major types of
multiple questions). One interpretation, coinedm@bex focus’ in Krifka (1991), involves
two phonological foci, but only one semantic fodus, the alternatives are (ordered) pairs (as
in John only introduced SUE to BILLTrue multiple foci’ constructions involve the
application of two (or more) focus operators at t¢@v more) points of the semantic
derivation (as irOnly JOHN fell in love only with SYEThe distinction exists in Hungarian:
in fact (1b) above is a case of a ‘complex focugijle (1a) is an instance of true multiple
foci.

| argued in Suranyi (2003, 2007) that Hungariarfed#ntiates the complex focus
interpretation from the true multiple foci interpagon (see Krifka 1991) in its covert syntax
in that thein situ focus is moved to the site of the preverbal focostlee complex focus
interpretation, while this is not so on the trueltiple foci meaningHowever, on this latter
meaning too, there is syntactic movement of thesponly this movement targets a position that
is lower than that of the preverbal focughe former part of the proposal converges with
Krifka’s (1991, 2004) view, who argues that in sses with multiple foci with a complex
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focus interpretation, the focus itself is an Absatkpair (or more generally, amtuple),
extending the basic account (of multipleh-questions, and other multiple quantifier
structures) proposed by Higginbotham and May (128t) May (1989) to the complex focus
reading’®

My proposal was based on arguments including thewong generalizations. First, the
complex focus interpretation, where the first fodogs not distribute over the second, is not
available when the second focus cannot move tpabkgion of the first due to an island
boundary or a (Beck-type) quantificational interge(Beck 1996), or when the second focus
moves (overtly or covertly) to a position lower thiaat of the first.

Second, a post-verbal, second focus in a ‘true'tiplal foci construction, where it is
scopally unrelated to the pre-verbal focus, can tdke distributive inverse scope, similarly
to post-verbal iQPs (see Chapter 2). In particutacan take wide scope both over a post-
verbal iQP, and over another post-verbal id-foélmwvever, in contrast to a post-verbal iQP,
its scope cannot be wider than that of the prealddzus, nor over a pre-verbal iQP (see e.g.,
Suranyi 2003, 2007 for ample illustration). The illde scope options are summarized
abstractly in (2) below:

(2) a.FOC,V ...iQP ...FOG...
°KFOC, > iQP... > FOC3 / °“FOC, > FOC; > iQP
b. FOC,V ... FOG ...FOG...
KFOC, > FOG >FOC3/°“FOC, > FOC3 > FOG

Suranyi (2003, 2007) argues that the second fogua construction involving true
multiple foci takes inverse scope via covert movemindeed, it is not possible for a second,
independent focus to inversely scope out of amdslén (3) the second focus is in situ in a
complement infinitival clause, and the sentendenis, while it is located in a purpose adjunct
infinitival clause in (4), and the sentence is selyedegraded.

(3) Miértnem akar le  vizsgaztatni csak HARGNAKOT
why not wants PRT examine-inf only three studet
©Konly three > not:

‘Why are there only three students that she does/ant to examine?’
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(4) Miért nem kelt fel le vizsgaztatni aksHAROM DIAKOT
why not got up PRT examine-inf only threedstnt-acc
*only three > not:

‘Why are there only three students such thaigsheip in order to examine them?”’

In Suranyi (2007) | contended that on the multifilei reading, the post-verbal focus
undergoes (covert) movement across the board, exen when it does not take inverse
distributive scope over some other scope-sensiiement.Suggestive indirect support for this
view comes from bi-clausal multiple foci constrocis with one main clause focus,
associated with its own focus particle (e.gsak ‘only’), and another focus within the
embedded (indicative or subjunctive) complemenisda In such bi-clausal constructions, for
a ‘true multiple foci’ interpretation the focus the embedded clause must be overtly fronted
to a pre-verbal focus position within the embedddduse. The ‘true multiple focr’
interpretation is not available in case the sedonds remain#n situin the embedded clause.
Since a ‘true multiple foci’ interpretation is fed by the two independent focus particles, the

result is plain ungrammaticality.

(6) a. *CsakkeET TANAR szeretné, hodgragjanak CSakET DIAKOT.
only two teacher would.like tharT-expel-suBi3sG only two studenxcc
‘Only Two TEACHERSwould like to get onlyrwo STUDENTSexpelled.’

b. CsakkeT TANAR szeretné, hogy Ccs&kT DIAKOT ragjanak  Ki.

With this much background we can now turn to byiefliscuss assumptions of
cartographic approaches to focus movement in Hiengaand the outstanding issues they

raise. Further empirical properties of the consitouncwill be introduced as we go along.

2 Focus movement in cartographic approaches to Hgrarian

In Chapter 1 Section 3.2, we reviewed the basicigrap word order generalizations
pertaining to the distribution of major types okmlents in the pre-verbal field of the
Hungarian clause, and illustrated their cartograplieatment by presenting a few
representative cartographic accounts. A summarythef basic surface word order
generalizations (relevant for the purposes of tiesgnt chapter) regarding containing a finite

verb and a verbal modifier (VM) is given for coniamce in (6):
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(6) (iQPs) > (negation) > id-focus > (negationy > VM

The received view is that pre-verbal focus is naspntational/information focus: it is
of the exhaustive/identificational variety (henbe short form id-focus; see Szabolcsi 1981,
E. Kiss 1998a, Bende-Farkas 2006), and may or nmyba contrastive. It also appears
relatively uncontroversial that it gets to its merbal position by a syntactic movement
obeying islands and licensing parasitic gaps (€gskas 2000, E. Kiss 2007b). The fronting
of id-focus is analyzed in cartographic accountsnasement to a non-recursive specialized
projection FocP (i.a. Brody 1990a, 1995, Puskas$s192000; Szabolcsi 1997; E. Kiss 2002,
2008; Kenesei 2009). Horvath (2000, 2007) proptseeplace FocP housing foci with EI-
OpP, which attracts to its specifier expressionthvan appended EI-Op, i.e., id-focus
expressions.

In a neutral clause the finite verb is immediatetgceded by the verbal modifier, if
there is oné.In clauses with a fronted id-focus, the VM > V erds inverted to V > VM. Id-
focus—V adjacency is typically analyzed as arignogn a specifier—head configuration in the
functional projection dedicated to id-focus. Therarted V > VM order is frequently
accounted for as being due to V-movement to theHeaal; see, for instance, Brody (1990a,
1995), Puskas (2000). Szabolcsi (1997), Brody arab&csi (2003) and E. Kiss (2002) do
not posit anextra step of V-movement in clauses with a fronted fodos them, when id-
focus is present, the verb and id-focus are nosédun the same functional projection (it is
not clear though whether they are able to derieeattjacency of id-focus and the verb from
basic properties of the grammar). Even though inaasertive clause the finite verb
immediately follows the id-focus, in a negated skglausal negation can intervene.

The movement of increasing distributive quantifigrrases (iIQPs, for short) to the
position marked as ‘(iIQP)" in (1) above is arguablytionally overt or covert; see Brody
(1990a), Suranyi (2003, 2004a, %)ore than one iQP can appear to the left of préale
focus, while pre-verbal focus itself is non-recuesionly one id-focus expression can precede

the verb.

(7) a. Marinak Janost AZIGAZGATO mutatta e b
M.-dat J.-acc the director-nom  introdude@T
‘As for Mary, (and) as for John, it's the direct@ho introduced him to her’
b. *Marinak JANOST AZ IGAZGATO mutatta be
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The first issue to be noted here for the cartogmplcount of focus movement in
Hungarian concerns the explanation of why it shoeMdst in the first place. There is no
morphosyntactic evidence for a formal featuralgegin terms of feature checking, though
uninterpretable features can readily be posited Geapter 1). That, needless to say, does not
constitute an explanation, however. If, on the othand, there is a (discourse-)semantic
reason for the movement taking place, as is atgualmd has been argued (e.g., Horvath
2000, 2007; E. Kiss 2006), then the featural tnig§ielOp] and [pred], respectively) are in
fact redundant. A second question relates to théing site of focus movement, which is left
without an explanation on the cartographic analyaed it is not related to the interpretation
of id-focusing either. Further, given that covertdis movement may target a whole variety of
positions (below that of the pre-verbal focus; Sstion 1.2.2, esp. (2)), the functional
projection dedicated to focus has to be positedal the place. That this is not due to some
type of non-configurationality characterizing elert®e merged in the post-verbal region
generally (cf. E. Kiss 1994a) is argued in Chagtdselow. But if the relevant functional
projection may be generated in any position, thet in itself undermines the motivation for
the functional projection in the clausal hierarahisyntactic template in the first place, since
that motivation, in the case at hand, stems prisnflom the putative rigidity of the absolute
positions that focus can occupy in the (overt arect) syntactic structure.

Furthermore, an account of focus movement in terfrisature-checking in a dedicated
functional projection cannot explain the ‘distrilaut of overt and covert focus movements
within the sentence: the fact that the focus tleet the other foci in its domain raises overtly,
while the movement of all further (i.e., lower) faemains covert. If the relevant feature
attracting the focus to the pre-verbal position“strong,” then why must all further
instantiations of the same functional projectioartde same feature in a “weak” form?

In what follows | explore an alternative accounttloé syntactic properties of focus in
Hungarian that relies neither on dedicated funetidreads in the clausal hierarchy, nor on an
uninterpretable focus feature functioning as a ertiat triggers feature-checking. Rather
than postulating such dedicated syntax-internalicgsy the alternative presented below
crucially exploits the interface properties of mtéis elements, and the interaction of these
properties with independent properties of the bagitax of the Hungarian clause.
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3. An interface configuration for identificational focus

At the semantic interface, clauses with an id-foatesinterpreted as expressing identification
as suggested by Chomsky (1976) regarding focusemmergl, and by Szabolcsi (1981)
regarding id-focus in Hungarian in particular. ae below that in order to receive an id-
focus interpretation, the focus element needs feapin a specific syntactic configuration.
The syntactic movement of the focus element estiadsi precisely the syntactic configuration
required for identificational focus interpretatioim. terms of Chomsky (2001, 2004, 2005,
2008), its movement is licensed by the interpretathus achieved.

3.1 lIdentificational focus and identificational predication

In many languages of the world focus correlates witert syntactic movement(s) (beside
prosodic prominence of the focused element). Pyptcally, it is the semantic focus of the
clause (or a category properly containing it) timadergoes movemeHtA prominent line of
research is based on the assumption that the syftéocus invariably involves syntactic
movement, whether in a syntactically overt or co¥@m (e.g., Tancredi 1990, 2004, Drubig
1994, Krifka 1996, 2006, Wagner 2006; cf. Chomsl@rd). Adherents to the uniform
movement based approach have suggested thatré&ads@ly the syntactic displacement of the
semantic focus that derives a syntactic repredgentdhat can more or less directly feed
semantic rules of focus interpretation.

On a structured meanings approach (von Stechow, 1@8bbs 1984), the movement of
the semantic focus turns it into an argument of blaekground. More precisely, focus
meaning in general involves ordered pairs of eldsjewhere the semantic focus and its
background correspond to the two members of thereddpair, and the background is applied
to the focus as its argument in a manner determiryed(n overt or covert) focus operator
(e.g., Krifka 1991, 2006

An alternative option that has been explored, dsddne that will be adopted in this
paper, involves a similar partitioning, but withveesed semantic types: it identifies the
semantic focus as having the semantic function pfeaicate that applies to the background
as its argument (focus has also been desrcribédeasiain predicate of the sentence). The
predicational view of focus goes back to the warlHerman Paul, who identified the focus
as the ‘psychological predicate’ and the nonfocysad as the ‘psychological subject.” More
recent formulations of this basic view include Cain (1987), Szabolcsi (1994) and E. Kiss
(2006, 2007b) (see Herburger 2000 for a broadlylaimonception, employing appropriately
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structured Davidsonian representations). Ogiha®8{)Lproposes, using Partee’s (19g@nt
andiota type shifting operators, thatga-marked focus element in Japanese is type shifted
from an individual type into a predicate type ahd honfocused part is type shifted from a
predicate type into an individual type (a defirdiscription). In other words, focusing of the
ga-marked constituent effectively reverses the asymmeargument—predicate relation
holding between it and the rest of the sentenceilitbe thega-marked focus element, an
identificational predicate, that applies to thet r@fsthe clause as its argument. To illustrate,
(the Japanesga-focus counterpart offOHN cameeceives the interpretation along the lines
in (8).

(8) a. | [M.came(X)]]=> identj): Ay[ y =] ], iota(Ax.came(x))ix.came(X)~>
b. Ay[ y =) [(x.came(x)) =

C. x.came(x) 5

The identificational semantics for focus involved(8c) goes back to Chomsky (1976),
and is akin to that advanced by Szabolcsi (198dportantly, according to Szabolcsi (1981)
(and Kenesei 1986), and as argued forcefully bKigs (1998a), identificational semantics is
not a property of all kinds of focus, but is lindtdo what is termed exhaustive or
identificational focus (as opposed to presentatioriarmation focus; for the distinction, see
e.g., E. Kiss 1998a). If so, then the analysisamu§ as an identificational predicate, first
proposed explicitly for Hungarian id-focus by Szialso (1994), is also limited to
identificational focus? This basic view will be adopted in what followshénotions of focus
and identificational focus are kept apart throughds for the (general) notion of focus, |
will follow the alternatives based approach (Ro@€85, 1996; Blring 2007), according to
which the interpretation of focus involves semautiernatives of the focused element. This
latter choice is not vital for the purposes of faper; what is crucial, however, is that the
notion of identificational focus is related to thetion of focus as a special subcase.

Ogihara (1987) suggests that a clause gatmarked focus in Japanese is equivalent in
terms of its truth conditions and felicity condii® to a (specificational) pseudocleft in
languages like English. Independently, but in thee vein, E. Kiss (2006, 2007b) takes
Hungarian id-focus to be interpreted as a spetifinal predicate. What makes this claim
plausible is that what appears as a specificatipnadlicate in English manifests itself in

Hungarian as an id-focus, which in single focudeseres must occupy the pre-verbal slot:
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(9) A polgarmester JANOS  volt
the mayor J-nom was

‘The mayor was John.’

3.2 The Hungarian id-focus construction is not a sgxificational copular clause

Despite the basic interpretational parallelism lué two constructions, the details of their
semantics, as well as their syntax render them fewthy different. A crucial syntactic
difference is that the focus phrase in the Hungadaocus construction (HFC) is related to a
gap in the background directly by movement (seeRuskas 2000, E. Kiss 2002). The same
does not hold of specificational sentences of Bhgliassuming standard restrictions on
movement (though see Boskovic 1997, Heycock anadhiK&902). Instead, according to what
can be considered the most successful analysientlyravailable, specificational sentences
are self-answering questions in disguise (e.g., Bé&ken et al. 2000, Schlenker 2003,
Romero 2005), whose subject is a (possibly condgajaestion, to which the post-copular
focus element provides a (possibly concealed, grielided) syntactically complete clausal
answer.

The fact that the HFC involves the direct syntantimvement of the focus phrase has a
number of repercussions that render the HFC diffei®m specificational copular clauses;
among them the following. (i) Only constituentsttisan undergo fronting can be a focus.
Constituents as big as a VP or IP, which can foncéis the focus in English specificational
sentences, cannot be fronted within a clause ingHuan. The HFC is restricted to
constituents smaller than these. (ii) Only one eespecification is present in the HFC, while
specificational pseudoclefts involve two potentialidependent tenses (one marked on the
copula, and one in the clefted clause). (iii) Theus can be an idiom chunk in the HFC,
which is not available in specificational copuléauses. (iv) In the HFC, a quantifier in focus
may receive a wide scope interpretation with respeguantifiers in the background, while
the same is impossible in specificational copudartences.

These differences make any attempt to reducesymax of HFC to the English
specificational copular construction (SCC) highthypiausible: the HFC is a simple movement

construction, while the SCC involves the base gdrer of two (clausal) constituents.

3.3 The Hungarian id-focus construction and the Enigsh SCC
At the same time, the parallel between the HFCthadEnglish SCC goes beyond the simple
interpretive correspondance illustrated in (9) abdwirst, the specificational predicate is the
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focus of English specificational sentences (a.omAjan 1979, Higgins 1979, Partee
1998/2000, Heycock and Kroch 1999, 2002), by ruletermining the default focus.
Similarly, the fronted element is the focus in HieC.

Second, both in Japanese and in Hungarian, theocigsf has an exhaustive
interpretation, and an existential presuppositisrassociated with the background. For a
defense of the claim, due to Szabolcsi (1981), tHahgarian id-focus is interpreted
exhaustively, see Bende-Farkas (2006) and E. RB89c). For a discussion of the existential
presupposition associated with the background dbeds in Hungarian, see Bende-Farkas
(2005)*® English specificational clauses are also charemrby exhaustivity, and the
background too, realized as the grammatical subjectes rise to an existential
presuppositiod? On Ogihara’s account, the latter are consequeantéke identificational
predication interpretation that is involved in bdipes of constructions: the exhaustivity
effect is a result of semantic identification ifselhile the existential presupposition is
projected by the background, being interpreted a@ype-shifted) definite expression.
Indeed, the assumption that English-type speci@inat copular clauses have identificational
semantics is shared by most leading semantic atxoninthis sentence type (see a.o.
Jacobson 1994, Sharvit 1999, Heycock and Kroch ,1B@&tee 1998/2000, Schienker 2003,
Heller 2005, Romero 2005). The copula itself isidgggy identified as the source of
identificational semantics.

The correspondence between the two constructiosstgioes not mechanically extend
to the expression that functions as the semanganaent of the specificational predicate,
however. The interpretive options available to teEmantic argument are significantly
narrower in English than in Hungarian, as showmwelThis is not reason enough, however,
to discard the analysis of the two constructionshasging essentially the same semantic
interpretation, since these differences reduceht fact that the HFC allows for more
flexibility in information structure than the Engh SCC.

In English the semantic argument of the specifocati predicate functions as the
grammatical subject, and hence it is interpretediéfault as a topic (cf. den Dikken et al.
2000, Geist 2007). Even though the same argumegtheaaome a syntactic topic and be
interpreted as a topic in Hungarian (which is nosubject-prominent language), it may
remain in a neutral post-verbal position, wherdgamc interpretation is associated with it; see
(9) and (10), respectively. As a result of thidicative expressions that are not felicitious as
the semantic argument of a specificational predidgat English due to the default topic

interpretation associated with them (see Mikkel2&95) may be found as the semantic
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argument of a corresponding specificational preddicam Hungarian; see (11) vs (12)
(examples adapted from Heycock and Kroch 1999).

(10) JANOS volt  a polgarmester
J-nom was the mayor
‘The mayor was John.’
(11) a. JANOS volt  orvos
John-nom was doctor
‘(The one who was) a doctor was John.’
b. JANOS volt az, ami szeretném, hogy gyém
John-nom was that-nom what-nom would.like-1sgat th be.subjun-3sg
‘It was John who was what | wanted him to be.g(, honest)
(12) a. *A doctor was John

b. *The one thing | have always wanted a maretesklohn (namely, honest)

The specificational predicate is not necessarigyntiain focus in Hungarian: it can be a
post-verbal second occurrence focus in case thersshas a different main focus, which
can scope over it by moving yet higher in the dtites as in (13a,b). The main focus may be
the semantic argument of the specificational pegdidtself, as in (13a,c). The focus structure
involved in the latter type of example is degradtethe English specificational clause (12).
While in English too the specificational elememdtions as a focus, the grammatical subject
semantic argument of the specificational/identtfaaal predicate is strongly preferred to be

interpreted as a topfZ.

(13) a. A: A falutokban JANOS  volt a polgaster?
the village-poss.2pl-in J-nom was the mayor
‘Was the mayor John in your village?’
b. B1: Nem, ASZOMSZED FALUBAN volt JANOS a pdlgnester.

No, the next village-in was J-nom theyora
‘No, the mayor was John IN THE NEXT VILLAGE.’

c. B2: Nem, a falunkban AUZOLTOKAPITANY volt JANOS.
No, the village-poss.1pl-in the fire chief was J-nom

‘No, THE FIRE CHIEF was John in our village.’
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(14) a. Is the mayor Sam?
b.  *No, the FIRE CHIEF is Sam. (example and judgtrfrom Williams 1997)

We can conclude that the differences in the intdipe options between (11a) and (12a),
(11b) and (12b), and (13c) and (14b), respectivedy, be reduced to the topic function of the
subject in English specificational clauses, henoesé differences question neither the
identificational analysis of English specificatibridauses, nor the semantic assimilation of

the English specificational sentence and the Huagdocus construction.

3.4 The interface template for identificational focis interpretation

Revising his earlier exclusively formal feature ckiag based approach to syntactic
transformations, Chomsky (2001, 2004, 2005, 20@@jgssts, drawing on work including
Fox (1998, 2000) and Reinhart (1995, 2006), that Resort is also satisfied by a syntactic
movement M if M results in an interpretation at ®EEM interface that is not available to a
syntactic representation lacking M (adopting Foieésm, call this Semantic Economy).
Clearly, discourse related movements are poteotaks in point. | propose that HFM is
indeed licensed by the interpretation it yieldsSBM. In particular, by bringing the focus
element to appear in the interface configuratiat thdoes, it enables the focus element to be
interpreted as an identificational focus. To maithes conception, | adopt Ogihara’s (1987)
account formulated in terms of type-shifting by ttilent and iota type shifters. Specifically, |
propose that for a focus element. belonging to the type of individuals, to be turmeh an
identificational focus, its sistgf must be an open proposition that is a predicatppmg
from individuals to truth values. If this interfatemplate is satisfied, type shifters will apply,
resulting in a reversal of the original predicargdanent relation in the manner sketched

below:

(15) Interface template for identificational focus inegtation

a. b. X.pix=2Z
/\ /\
a B al B!
Z M.px =2 Ayly = 7] X.Prx
z: focus
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For the present purposes | am adopting an accdunataral language tense in terms of
quantification over temporal variables. In (15 ptands for a core proposition (in the
Montagovian sense, see Montague 1973, Dowty 19iéd)incorporates a time varialilean
argument of the verb, of which it is part, and adividual type variable.’® Note that in the
core proposition  the time variable is not bound by a tense operatitin p; x.

(15) is sufficiently general to cover not only tHEC but also the English SCC. If the
question-in-disguise account of specificationalusks cited above is correct, the subject of
the SCC is (at least) of a propositional size. &@gunnen-type approach to the semantics of
guestions, a question is a set of propositionsg#gtef true answers), in the lambda-calculus:
a predicate of propositions. The grammatical prdighrase of the SCC includes a full
clause, which provides the answer to the questiothé subject, i.e., the predicate phrase
contains a proposition. In terms of (a generalizetsion of) (15a), in this configuratian
corresponds to the post-copular clause (of whidy one element is overt), whilg is the
subject expression. The only difference from (1lEaxhat here we have elements of a
propositional type in place of elements of an iidlinal type. Type shifting by a (generalized)
iota type-shifter then turns the subjecf)#nto a unique proposition. A (generalized) ident
type-shifter shifts the predicate phrase)(to an identificational predicate of propositidis.
The interpretation we get can be paraphrased as (rhque (maximal) true proposition
serving as an answer to the question expressetieinsibject phrase is the proposition
expressed in the (elliptical) post-copular clauge welcome consequence of this is that it
derives the mandatory exhaustive interpretationthef post-copular answer (see Schlenker
2003)%°

Finally, a note is in order on the applicabilitytbe applicability of (15). It is important
to bear in mind that the structure in (15a) is inngple fully interpretable. If the
configuration in (15a) is derived through movemeih& out of B, then two scenarios need to
be distinguished. If the transformation is motichatey feature checking, then Last Resort is
satisfied trivially, and the grammar is free toempret (15a) without further ado. However, if
the movement does not perform feature checking) thé legitimate with respect to Last
Resort only if it results in an interpretation theitnot available without the movement (see
Chomsky 2001 et seq). Since the movement of anegienf typee (the type of individuals)
does not in itself affect the semantic interpretatof the sentence, applying the interpretive

interface rule in (15) becomes critical, as apayih5) can legitimize the movement.
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4. An interface account of identificational focus

In this section we consider how the interpretivaptate in (15) interacts with the rest of the
grammar, conspiring to derive the elementary sywfathe HFC. The general properties of
the grammar that will play a role in the accourtdlude the Focus—Stress Correspondence
requirement, and several manifestations of comjoumalt economy. We begin by reviewing
the basic syntactic and semantic features of Huagatause structure that are independent of
the grammar of focus, as the analysis of the HFGetsagainst this background. First the
structure of the neutral clause (a declrative dazmntaining neither focus, nor negation) is
presented, and this is followed by the structurearf-neutral clauses.

4.1 The core syntax and semantics of the neutralazlse

The grammatical subject does not surface in a degticCase position in Hungarian (see E.
Kiss 1987, 2002). Instead, it is the verbal pagtidr more generally: Verbal Modifier (VM;
see Footnote 4 above), that must occupy a fixethsiin position to the immediate left of the
finite verb in a neutral clause. Constituency tesigeal that both the VM and the verb are
outsidevP at surface structure (see Suranyi 2009 for arviexg). This word order restriction
is often modeled by moving the VM to the specifasition of some functional projection
whose head is filled by the raised verb. In PugR@80), E. Kiss (2002) and Suranyi (2003),
this projection is taken to be AspP, and in E. K&808b), Suranyi (2009), it is equated with
TP. The structure of the basic neutral finite ctags/en in (16) follows the latter analysis,
though both the VM and the verb pass through arPAspjection located below TP. The phi-
features of T may be taken to be satisfied eitlygsuye Agree with the subject DP or by overt
V-to-Asp-to-T movement, the choice being immatef@l present purposes. T is endowed
with an “EPP” property, which is not satisfied bgrls raising. Instead, it is satisfied by
pulling up the XRv in Spec,AspB!

(16) a. E’p XPVM [T V] [AspP '>(‘p¥M- [Asp ¥] []]]
b. [TP El [T kUldte] [AspP el\#M [Aspku'l'd'tq []]]

El  kdldte Janos a cikket Davidnak
PRT sent-3sg John-nom the paper-accidBlav

‘John sent the paper to David.’
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This brief outline of the elementary syntax of tausal projections that will play a central
role in our analysis needs to be complemented thiéh basic semantic composition.

PredP lacks a tense operator. Semantically, it isoee’ proposition containing an
unsaturated time variable on the verb. According Stowell's (1995) theory of
(morpho)syntactic and semantic tense, adopted Heegmorpho)syntactic tense morpheme
Is semantically vacuous: temporal interpretationdétermined by a silent tense operator
corresponding to the tense morpheme. | follow Stoimeassuming that T itself does not
semantically alter the core proposition that Pregfresents® The anteriority associated with
past tense is due to a null tense operator thatdates existential quantification over times,
relating the time variable to speech time. Thedeamgerator closes off TP, ultimately getting
the time variable bound by an existential quantffte

The time argument is not necessarily bound by seteperator merged to a local TP:
under certain conditions, it may be bound by a deoperator merged to the TP of a
superordinate clause. Through non-local bindingnftbe higher clause, the time argument in
the two clauses will be co-identified. The aspelcinterpretation of the embedded clause
remains independent of that of the superordinaese, allowing for an aspectual expression

of anteriority.

4.2 Negation and focus

Syntactically, the clausal negation particle ishaagal category in Hungarian (see Suranyi
(2003) for arguments). The null hypothesis is addgtere, namely, that the clausal negation
marker is base-generated in its surface positiomthét than positing a separate NegP
functional projection, sentential negation is bgeaerated at the periphery of TP, the highest
propositional projection of the clause (out of jtvgb: AspP and TP). That sentential negation
cannot be generated below TP may be inferred fioenfact that in a negated past tense
clause it outscopes the existential quantifier diraes introduced by the tense operator (cf.
Footnote 21). More specifically, sentential negatioay fill a specifier position of the TP
projection, where it is able to check T's “EPP” tfga. As a result, X{% will remain in

Spec,AspP, as illustrated in (17).

(17) a. fpnem[y V] [aspp XPum [asp ¥] [...]]]
b. Nem  kudldte el a cikket
not sent-3sg PRT the paper-acc
‘He didn’t send the paper.’
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That negation makes the movement of VM superflususvidenced by the fact that in the
presence of negation, the VM stays in the lowensgain those syntactic contexts where the

VM originating in an embedded clause normally ‘dshto the left of the superordinate verb:

(18) a. Be kell mar [ _i fejezni]
PRT  must already finish-inf
‘You must finish now.’
b. Nem kell még [ be fejezni]
not must yet PRT finish-inf

‘You don’t have to finish yet.’
c. *Nem kell be még [ _; fejezni]

not must PRT yet finish-inf

Syntactically, a fronted identificational focus apees an immediately pre-verbal
position, similarly to clausal negation. Semantigat also requires a full propositional sister,
in other words, the notion of proposition relevémthe interpretive template for id-focus in
(15) is a proposition that can be temporally anetigdhrough the time argument it contaihs.
More precisely, ifa is extracted out off in (15a), then what is required for an id-focus
interpretation is thafy be a full propositional category prior to the extion of a. The
movement ofa is legitimized by the id-focus interpretation ithéeves. the an id-focus
should also be extracted from a TP and come topycatposition at its edge, which | assume
is a Spec, TP position, as in (£9).

(19) fre FOGdent [t V] [aspp XPum [asp ¥ [...]1]

Once in Spec,TP, the fronted id-focus is able tisfyathe EPP property of T, just like

negation, and makes the movement of the VM elernenecessary, in the same way as
negation does in (17-18). Note, however, thatdbiss not entail that the fronting of id-focus
is triggeredby T's EPP feature. The first-merge of negatidesaplace whether or not T has
an EPP property. Nonetheless, once negation flecI P, it satisfies T's EPP feature there.

The issue of the trigger of the movement of id-®@utaken up directly below.
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4.3 Focus movement, Stress—Focus Correspondence aadnomy of computation

With this much in place, we now turn to considee tproperties of the movement of an
elementa that gives rise to configuration (15a) in moreadletOne issue is the overt vs.
covert status of this movement, and another otigeisanding site o within the structure of
the clause. | argue that the two are closely relatevertheless. Specifically, | propose that
these two properties of the movement cofare determined by the interplay of distinct
economy considerations. First, as argued by Chor{i#§5, 2000, 2001), overt movement is
more costly than covert movement. Second, appl{nmgjn stress shift’ in prosody is more
costly than having the Nuclear Stress fall wheo#s by default (e.g., Reinhart 1995, 2006,
Neeleman and Reinhart 1998)These two manifestations of computational econarey

spelled out in (20) and (21) below for ease ofneziee.

(20) Overt movement is computationally more costhn covert movement.

(21) Main stress shift incurs extra computatiorzatc

In a default prosody of the Hungarian sentence, ntost prominent Phonological
Phrase (PhonP) is aligned with the left of the natonal Phrase (IntP) it is contained in (see
e.g., Vogel and Kenesei 1987, E. Kiss 2002, whanidate this generalization in different
terms)®’ Regarding the syntax/prosody mapping in the Huagaslause, | will be assuming,
essentially following Szendr (2003), that the syntactic constituent TP proigemapped to
an IntP at the level of prosodic structure, and #uguncts of TP are invisible for purposes of
locating the NS in the IntP of a clause in the sdhat they form PhonPs of their own without
being integrated into an Inf®.Rather than postulating recursive DistP projectiovith
fronted i-QPs in their specifiers (cf. Section &Bove), | treat fronted i-QPs as being
adjoined, adopting the mainstream syntactic amalgsiQuantifier Raising. The (outermost)
specifier in TP (or in lack of one, the verb in Will therefore correspond to the leftmost
PhonP in the IntP that TP gets mapped to, theréfordl receive the NS of the clause.

Selkirk (1984), Truckenbrodt (1995: 11, 1999, FoPusminence), Reinhart (1995: 62,
Stress-Focus Correspondence Principle), ZubizaE288: 21, Focus Prominence Rule),
Schwarzschild (1999: 170), among many others, mminthat a focus constituent must
contain the prosodically most prominent elementhaf clause that it appears in. In stress

languages, this is the nuclear stress (NS).
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(22) Focus—Stress Correspondence
A focus constituent contains the prosodically npysiminent syllable of the clause.

The mapping rule in (22) (or some relevant equivlélters out cases where the focus status
of some element does not correspond to an NS thedntains at the level of prosodic
structure.

The Stress—Focus Correspondence condition reqairddS to fall inside the id-focus
phrase, as it is a focus. Consider now a strudtuvéhich a is moved to a position described
in (15a). Unless the occurrenceoois overt in this position (i.e., the movementuat overt),
and unless this position coincides with the lefjeedf the IntP it is contained in, main stress
shift to the PhonP o will be necessitated. If the costly operation tkss shift is to be
avoided, the movement afwill need to be overt, and it will have to tardgkeé left edge of
TP 2 In other words, the avoidance of stress shiftdemdovert movement of to Spec, TP.
From this it can be inferred that although if etbiyg else is equal, covert movement is
favored, the cost incurred by stress shift is gre#ttan that incurred by opting for overt
movement rather than for covert movement. If thellspt patterns of overt and covert
movement chains differ essentially at PF, rathantm narrow syntax, then in the case at
issue the cost of the PF process of stress shaftagded by selecting the overt realization of
the movement chain involved.

Recall from section 4.1 that both TP and AspP appgsitional categories, moreover, T
itself does not contribute to the meaning of AspRem composing with it. Then the
movement ofu to an outer Spec,AspP position (below the verl)irsatisfies (15a). Such a
movement then results in an id-focus interpretatiersketched in (15b), hence it is licensed
by interface economy. Such a movement would requa@ stress shift in order to obey the
Stress—Focus Correspondence condition: whethemntbigment to AspP is covert or overt,
the focus phrase involved in the movement will betthe leftmost PhonP in the IntP that TP
is mapped to. For this reason, the derivationask®d, since there is an alternative derivation
targeting the same semantic interpretation thas dmet require stress shift, namely the one
that involves movement of the focus phrase intocJpge This latter movement into Spec, TP
must be overt for the same reason as before,futzziemained covert, main stress shift to the
in situ overt copy of the focus phrase would beunegl.

A repercussion of this result is that focus movemaero Spec,TP takes place
independently of the EPP property of T, which inetheless satisfies once it occupies T's

specifier position. Because focus movement to Jpeesatisfies the EPP property of T, the
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movement of XRu to Spec,TP is not required, and hence is blockgdtdmputational
economy (Last Resort):

(23) *[tp FOGgent [1 XPum [t V] [aspp P [asp M [ ... lI
*A CIKKET el kildte Janos
the paper-acc PRT sent-3sg John-nom

‘It's the PAPER that John sent.’

Consider what prediction is being made for the codorence of sentential negation and
focus before the verb in T. Given that negatiobase-generated in Spec, TP, its appearance
should not be affected by any focus movement toFeus movement, as we have seen, is
determined by the Stress—Focus Correspondenceté&2n together with the fact that main
stress shift incurs extra cost (21), and is thees&voided if possible) to target a landing site
at the left edge of TP and to be realized as ant ohain. As a consequence, focus movement
to TP is expected to be unaffected by the preseheebase-generated negation in Spec,TP.
Indeed, focus and negation can co-occur to thefdfte inverted verb:

(24) [p FOGdent [ NEG V]  [aspp XPum [asp¥] [ ...]]]
A CIKKET nem emailezte el
the paper-acc not emailed-3sg PRT
‘It's the paper that he did not email.’

The same pattern is not available toyPwhich is raised to Spec, TP merely to satisfy T's
EPP property. If this property is satisfied by asdxgenerated negation in Spec, TP P
cannot be fronted.

| assume, following Chomsky’s (2000, 2001) proppshht external Merge is less
costly than movement, and that the economy meagpkying internally to narrow syntactic
computation is local (i.a. Collins 1997, Chomsky@@t seq.). A property of such a model is
that it forces external Merge to a given projectiortake precedence over movement to the
same projection. This is the case, for instanceyRo the external argument is Merged into
SpecyP before the object is raised W for reasons of Case, or beforewhphrase is
extracted successive cyclically to another Speposition. Given the monotonic growth of
the syntactic representation (i.e., the Extensiondition), the external argument phrase will
come to occupy an inner specifier position. Mutatigandis, the same holds in (24) above. If
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Merge indeed takes precedence over Move, thennéefidocus and clausal negation should
not be able to occupy multiple specifiers of TPthe opposite order (NEG > FOC). The

opposite linear order is also attested, howeveneljation in such an order cannot be a
specifier of T, the only other possibility left is analyze it as an adjunct to TP, much like

constituent negation, applied to the clause.

(25) [rp NEG frp FOGuent [1 V] [aspp XPum [asp¥] [ ...1]
Nem A CIKKET emailezte el
not the paper-acc emailed-3sg PRT
‘It's not the paper that he emailed.’

That negation preceding a fronted focus can bedamet of TP is confirmed by the
fact that an analogous configuration is possibla aonstruction where it is the P that has
been raised to Spec, FP:

(26) Nem el emailezte a cikket (hanem megq irt a jelentést)
not PRT emailed-3sg the paper-acc but PRT wBste the report-acc
‘He did not email the paper, but wrote up theoremstead.’

This adjunct use of negation does not simply expr@snegated proposition; its use is
contrastive. The proposition that the negated pion is contrasted with may remain
implicit if recoverable from the context, and it ynalso be explicit (see the bracketeat-
clause in (26)). The same applies to (25), which tee implicature (on a narrow focus
reading) that he emailed something else, and it matural continuation iskaut-clause®?

If negation is an adjunct to TP in such cases @s48d (25), it is not mapped to inside
the IntP whose leftmost PhonP receives the NSesins the TP proper without its adjuncts
(which include fronted i-QPs, as suggested aboka) torresponds to the relevant IntP.
Indeed, negation in both (25) and (26) can be pidear, instead of bearing the NS. In (26)
this is the only prosodic option, while in (25) ga¢éion may bear a stronger accent than that of
the fronted focus. The same holds of fronted poedoi-QPs as well: they may be pre-
nuclear, and in that position they may also be@oge prominent accent than that of the pre-

verbal focus. We return to these cases in Sectibbé&ow.
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4.4 Focus without focus movement

On the conception being explored, the surface iposdf the fronted focus is determined by
the interplay of two main factors. One of them, 8Bteess—Focus Correspondence condition,
applies to focus in general. The other one is therface configuration (15) that yields an
identificational focus interpretation. The notidrat a condition requiring focus to be aligned
with the default main stress position is at playfonus-related word order permutation has
been developed in a variety of ways by a numbeawuttiors, including Reinhart (1995, 2006),
Neeleman and Reinhart (1998), Zubizzareta (1998)on@ others, and with particular
reference to Hungarian, by Sze#id(2003). In difference to their ideas, however, the
present account the syntactic movement ahd the quest to bring the focus into the default
NS position, thereby avoiding the uneconomical apen of stress shift, are not linked
directly. Notably, the syntactic movement of foarsthis conception does not take place in
order to align the focus with the default NS pasiti Rather, an expressi@nundergoes
movement to achieve the identificational predicaterpretation in (15b). This, in turn, needs
a to be a focus. Again in turn, that requires NSab within o. If a derivation exists that
meets these requirements without applying mairsstshift in the prosodic component, then
that derivation will be selected.

One consequence of the indirect nature of the bietkveen the movement afand the
quest to avoid the costly operation of stress sluificerns the syntax of non-identificational,
ordinary focus. As discussed in detail by E. Kik898a), in contrast to identificational (free)
focus, ordinary (free) focus does not undergo sfitanovement in Hungarian. Consider
why that should be so, given the present assungtion

The configuration in (15a) is irrelevant to achrayiordinary focus interpretation, by
assumption. The Stress—Focus Correspondence rug &Rplies to focus generally
nevertheless, including both id-focus and ordiffagus. Here too the two options to satisfy
(22) are to apply movement to the default NS pasjtiSpec, TP, or to shift main stress
without movement. Apparently, Hungarian opts foe tltter, as does English. It can be
inferred that the cost of applying a syntactic nmoeat operation is higher than that of stress
shift, which is why ordinary focus remains in siand NS is shifted to it. But in a case where
the movement operation is independently licenseds(éhe case for id-focus, owing to (15)),
realizing this movement as an overt displacementiase economical, if it targets the default
NS position, than resorting to stress shift.

It follows that ordinary focus does not undergo amyvement, whether overt or covert.

If a focus remains post-verbal in a sentence wismse, TP position is not occupied by an id-
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focus, but by an X{, element (the neutral word order pattern), them plust-verbal focus
can only be ordinary focus, but not id-focus.

This result is close to E. Kiss's (1998a) proposdip suggests that information focus
generally does not undergo movement, while id-faboess. In difference to E. Kiss (1998a),
however, | believe that the type of post-verbaufom neutral word order, rather than being
information focus, is in reality ordindary focussea on alternatives. As (27) demonstrates,
such post-verbal foci are not necessarily infororally (discourse-)new; instead, alternatives

are invoked.

(27) A: Mari tegnap beszélt Janossal, PéterreVésnlal. Te tudod, kiket hivott meg?
‘Mary talked to John, Peter and Ivan yesterdayyou know who she invited?’
B: Meg hivta JANOST és IVANT, de nem hivta még§TERT
PRT invited-3sg J-acc and I-acc but not invissd-PRT P-acc
‘She invited JOHN and IVAN, but didn't invite FER.’

The relation between ordinary focus and id-focusris of proper inclusion: id-focus is an

alternatives-based focus that functions as anifitsttonal predicaté?

5.  The flexible nature of focus movement
In what follows, this basic account of what canréferred to the prototypical instance of ex
situ identificational focus in Hungarian (overt neowent of id-focus to a pre-verbal position)
is extended to several further cases. A consequaite account proposed above is that the
syntax of focus movement is flexible, as long as ihterface condition of Focus—Stress
Correspondence and economy of computation are \aater

One small aspect of this flexibility was alreadghiighted in the preceding section,
where it was argued that in non-negated clausassfbonting targets the (sole) specifier of
TP, where it satisfies T's EPP property, whereamagated clauses it targets an outer
specifier of TP above negation, where it does nottion as a category eliminating T's EPP
feature.

Below we explore three further aspects of the syitdlexibility of focus movement.
The empirical areas concerned are: clauses withiptaufoci (Section 5.1), predicate focus
(Section 5.2), and focus in infinitival clauses ¢&&n 5.3). In Section 5.4 we address the

question whether focus movement can raise a footasp outside of TP.
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5.1 Multiple foci

5.1.1 Complex focus with multiple focus exponents

One consequence of the fact that the licensingp@fsiyntactic movement itself of a focus in
an identificational focus construction is divordedm the overt vs covert status of the focus
movement chain created is that the movement ofay also be covert. In a clause with a
single focus, as demonstrated in Section 4.3 altbie pption is ruled out. In constructions
with more than one focus, however, it is realized.

As will be recalled from Section 1.2, in clausestaining multiple foci, postverbal foci
undergo covert movement. It was argued on an ecapipasis in Section 1.2 that in a clause
with a complex semantic focus (in the sense ofkarit991) that is realized by multiple focus
exponents (i.e., by multiple syntactic focus phsasa postverbal focus phrase undergoes
covert movement to the position of the fronted ®ginrase. For concreteness, consider a
clause with just two focus phrases, a pre-verbal$dcall it FOG) and a second, post-verbal
id-focus (call it FOG). Given that there is only a single default NS,ialhfalls on the
leftmost PhonP of the IntP corresponding to TResstrstrengthening of FQ@ inevitable.
This is because the two focus phrases correspomnsiaondependent PhonP-s, only one of
which can bear the default NS. The (correct) pteatictherefore is that only one focus will
raise overtly, receiving the default NS in Spec,Whjle the other focus undergoes only
covert movement, which is the more economical @daompared to overt movement (cf.
(20) above)*

5.1.2 True multiple foci

In a true multiple foci construction with two focpérases, two actual id-foci are present in
the clause, call them FQ@nd FOG. Assume that semantically, FQ@nd its domain) falls
inside the domain (or scope) of FOQor the notion of focus domain, see Biring 2008).
Consider the predictions our model makes for suchse. As with a complex id-focus with
multiple focus exponents, only one of the two FO®ages will be licensed to be moved to
Spec, TP overtly. Due to (15), the other focus phrasl have to undergo movement at least
to a position outside AspP, by assumption the ssilull propositional category of the
clause. As before, this movement will have to rentavert, since it does not bring the focus
into a default NS positiofT. To derive the FOC> FOG interpretation under consideration,
FOG, will necessarily be moved to a position that iwéo than that of the pre-verbal focus

FOGC,. As a result, the raised occurrence of R@@l necessarily end up in a position that is
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internal to the IntP corresponding to TP, hence inothe position where default NS is
assigned. If FOgis to be interpreted as id-focus, some extra mligsaperation that assigns it
an NS is unavoidable. Cinque (1993), Reinhart apdl&inan (1998), and Reinhart (2006)
assume main stress shift to be a complex oper#tatninvolves the reduction of the default
NS and the strengthening of the stress of somea etheent. In the case at hand, however,
the default NS should not be reduced, as it isirequf FOG is to be interpreted as id-focus.
Stress strengthening will therefore apply to RLQ@hout stress reduction of the pre-verbal
NS. Stress strengthening is a costly operation &lesn performed without concurrent stress
reduction elsewhere. Stress strengthening neveshels unavoidable, whether FOG
moved overtly or covertly. As a consequence, theenezonomical option is selected of the
latter two, that is, the movement of FOWIll remain covert (cf. (20)). The predicted patie
is therefore (28):

(28) [ FOG, ...[(FOC))...[...(FOC)...FOG...]]] (FOC, > FOG)

That is a correct result: recall that a second doicutrue multiple foci constructions was
argued in Section 2.2 above to involve covert maaem

A difference between the prosodic prominence ofdbeond, in situ focus in the true
multiple foci (TMF) construction, and the in sitoclus in the complex multiple focus (CMF)
construction is that while the prosodic shape eflditer is the same as that of the pre-verbal
focus, the stess on the former is somewhat eradicdor this latter effect, see Fery and
Ishihara, to appear). In light of the prosodic @attexhibited by CMF, “most prominent” in
the Focus—Stress Correspondence rule of (22) nuasttidy over degrees of stress, rather than
the prosodic units themselves: there is no uniqwstnprominent element in the CMF
construction, but there is a unique largest degfggrominence, which in this sentence type
characterizes more than one element. On the praseatnt, the prosodic shape of TMF can
be explained on the basis of the fact that in TMRtences the chain of the in situ focus falls
entirely within the domain of the fronted focus.eTprosodic pattern associated with an id-
focus involves strong accentuation of id-focuslifdellowed by post-focal stress eradication
in the domain of id-focus. Stress eradiction catiomglly extend to include all the PhonPs in
the IntP of the focus, or it can stop at the leftyjee of any PhonP following it. The strong
accent on the post-verbal F@@llowing FOG will therefore optionally undergo stress
eradiction. This eradicated accentuation of a foisusharacteristic of second occurrence

focus, understood here as a focus that is patteoptesupposition associated with the given
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sentence. Indeed, as FOG part of the domain of FQCit is mapped to the existential
presupposition induced by F@Qdn other words, in a sentence with TMF like (4BDG
must be presupposed, i.e., it must be a secondreocce focus. In the CMF construction, by
constrast, neither of the two focus phrases foransqd the domain of the other, hence neither
undergoes stress eradication.

As (29) illustrates (see also Section 2.2, (6)),(&)focus surfacing in the post-verbal
domain cannot covertly scope above the pre-veduaid. The unavailable interpretation (29c)
for sentence (41a) is represented by the struetndespell out pattern in (30). In (30), FOC
undergoes overt movement to a Spec, TP positiorghwikifollowed by the covert movement
of FOG, to an outer Spec, TP above FOC

(29) a. JANOS ette meg A LEVEST
J-nom ate-3sg PRT  the soup-acc
b. ‘Itis John who is such that it is the souatthe ate.’

c. *ltis the soup that is such that it is Jdhat ate it.’

(30) *[tp (FOG) [t FOG [ V] [...FOC;...(FOG)...]1] (FOC, > FOG)

Nothing we have said so far rules out (30). Thiy ina taken to be a welcome consequence,
however, just in case there is some factor beybndet that the model developed here has
drawn on that blocks (30) independently. If thathis case, then the preclusion of (30) by the
model as conceived of in the foregoing would beuretint.

Arguably, (30) is ruled out on account of the fdabat (28) derives the same
interpretation in a more transparent WAyt is often suggested that grammar is charactgrize
by an economy condition which favors isomorphism between LF (roughly speaking,
scope) and PF (linear order) representations. In particular, |1 follow Bobaljik and
Wurmbrand (2008) in assuming that an economy cmmdidemands that PF linear
precedence relations should reflect asymmetric LF relations (of ‘scope’) deriving from
hierarchical semantic structure. Bobaljik and Wurmbrand dub this economy condition

Scope Transparency, and formulate it in the general terms of (31):

(31)  Scope Transparency
If the order of two elements at LF is A»B, the order at PF is A»B.
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(31) is violable if the grammar of a particular gaage does not have the necessary ‘tools’ to
be able to obey it in a particular case. The saefmtions targeted by (30), however, are

precisely those that are successfully expresse@®y As (28), but not (30), satisfies Scope

Transparency (31), (30) is blocked. Note both &) (30) apply one overt focus movement,

therefore there is no difference between them wapect to the economy consideration in

(20), favoring covert movements over overt ones.

A question left open regarding the structure in) (@8ncerns the precise landing site
position of the covertly raised post-verbal id-fecuAs both AspP and TP are fully
propositional categories, in principle both maythegeted by this covert instance of focus
movement. The fact that an i-QP may scopally irdeevbetween the fronted FQ&nd FOG
(cf. (6a) above) does not help decide the issues iBhbecause an i-QP may also (covertly)
raise to adjoin to any propositional category, uoahg AspP and TP. Therefore a FOEi-
QP > FOG relative scope interpretation might be generatedibving all three elements to
TP, or by moving FOg&(and possibly i-QP too) only as high as AspP. Thatis movement
can indeed target not only TP, but also AspP idexed by the following example.

(32) a. Who is it that could possibly have read TY)&pers?
b. JANOS  olvashatott el KET CIKKET
J.-nom read-mod-past-3sg PRT  two paper-acc
‘It's John who could possibly have read TWO PARE(CXFOC, > MOD > FOG)

The interpretation indicated is available in (32)yoif FOGC; is raised to a position below the
modal operator associated with the modal suffithefverb. Whether that operator is assumed
to take scope in the position of the verb, or imedower position between TP and AspP
(e.g., in a ModP generated between the two), F@®terpreted below that position. In other
words, FOG in (32) cannot be analyzed as covertly raised$pec, TP, but has to be located
in a lower ‘LF’ position. If AspP is the smallesategory that is interpreted as a full
proposition, then FOL£must be raised to AspP in (32). This latter dagimmaterial from
the perspective of the main conclusion we can dram examples like (32), viz. that focus

movement does not specifically target (Spec) TP chuatalso target a lower position.

5.2 Focus movement in infinitival clauses
In finite clauses, where V raises to T and id-fofrosts to Spec, TH3 of (22) corresponds to

the minimal TP (=V+AspP). As demonstrated below,irdmitival clause allows the same
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option, alongside another structural variant inakhid-focus fronts to (an outer specifier of)
AspP, rather than to TP.

In an infinitival clause (and in the so-calles#tA-adverbial participial clauses), verb
inversion to T is optional in the presence of negaand in the presence of fronted id-focus
(see Brody 1995). This is illustrated in (33) fosrfted id-focus:

(33) a. J6 volna IOBEN emailezni el
good Cop.cond time-in email-inf  PRT

b. J6 volna IDBEN el emailezni
good Cop.cond time-in PRT email-inf

‘It would be good to email it over IN TIME.’

This alternation is analyzed by Brody (op. cit.jonassumes a clause structure with a FocP
projection above TP, as being due to the optionalitv-raising to T. The raising of T to Foc
remains obligatory, but in the absence of V-to-HodFoc, which is responsible for verb
inversion, applies vacuously.

On the present account the alternation in (33) doats need to be put down to
optionality in movement (and a concurrent option&krong’ property of T in these clause
types). Instead, it can be accounted for by diffees in the Numerations on which the two
derivations are based, i.e., in the respective @etonstitutive elements of the two clausal
patterns. As the Numerations are different, (33a&) &3b) do not belong to the same
reference set of derivations. (Alternatively, titderivations are not in the same reference
set because they are not identical in their semaotinposition.) Specifically, | propose that
whereas T is present in (33a), it is absent froBb)3If T is present, V-movement to T is
obligatory, yielding the verb-inversion patternTlfis absent, no V-raising is possible. In this
latter case no TP is erected on top of AspP (aswl@ CP projection is preserityWhen no
T(P) is part of the infinitival clause, negatiordad-focus will only be able to attach to AspP
as an outer specifier. Recall that AspP is a pritipasl category, containing a verb that bears
a time argument. (This time argument will be boonty at the level of a higher clause where
a TP housing a tense operator is projected.) Attgchegation and/or id-focus to AspP does
not alter the basic VM > V order. When TP is prtgec id-focus (or negation) fills Spec, TP,
and the verb raises to T, i.e., verb inversiorhléft of the VM element is obligatory.

This result is made possible by the particular vigisthe connection between verb

movement and id-focus fronting (or negation ingsertiassumed in the present account,
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namely, that there is no direct relation betweea two. That view makes available a
treatment of non-inverted VM > V orders in infindl clauses containing a fronted id-focus

which is based on the flexibility of the size oétblausal unit to which id-focus attaches.

5.3 Identificational focus without dedicated movemet
An important respect in which the interface confagion (15a) is neutral is that it involves no
requirement that the movementwoMmust have been “triggered” in order for it to ftion as
identificational focus. As a consequence, (15ap aisatches structures in whiah has
undergone movement independently of its focus stdthis option can be argued below to be
realized in cases where the id-focus is the VM eletmand cases where the id-focus is the
verb (without the VM element).

On such interpretations the neutral VM V order revmainchanged (in the case of verb

focus, the preceding VM element is not omissible):

(34) a. FEL szaladtam egy kollégahoz, nem LE
up(PRT) ran-1sg acolleague-to not down(PRT
b. Fel SZALADTAM egy kollégahoz, nem *(fel) SETALTAM
up(PRT) ran-1sg a colleague-to not up(PRWalked-1sg
C. *ENEKELTEM el a verset, nem SZAVALTAM
sang-1sg PRT the poem-acc not recited-1sg

It requires the addition of stipulations to rulet de inverted order (34c) in V-focus on a
FocP-based account, while its ungrammaticalitysfailit on the present approach. This is
because in sentences like (34b) V has raised tad&pendently of focus structure. In this
position it finds itself in the identificational ¢as configuration sketched in (15a), hence, if
the NS falls on it, then it will be interpreted idsfocus. The NS of the clause will be able to
fall on V only by way of stress shift, as V is lted in an IntP-internal position, preceded by a
VM that is raised independently to Spec,TP to 8aflss EPP property. As stress shift is
unavoidable to achieve the targeted interpretaiiodpes not result in ungrammaticality, in
accordance with the notion of interface economgaft be concluded that the verb in V-focus
constructions is interpreted as id-focus even thatigloes not undergo focus-movement: it

occupies its normal IntP-internal position, viz. T.
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In (34a), where it is the VM that functions as d+#facus, the structure instantiates (15a)
with a=VM. As VM is at the left edge of TP=IntP, no dealied focus movement is required
in order for the VM element to receive default NS.

Focus movement, then, is flexible not only withamjto the position it targets, but also

with respect to whether it needs to take placeotr n

5.4 Focus movement out of TP?

Before concluding this section, let us examine ghbssibility of focus movement outside of
the TP projection where the focus element origmakerst, consider (35b) as a response to
the question in (35a).

(35) a.  Ugy tudom, Janos csak EGY PAR FILMET néaey
‘| thought John watched only a couple of movies
b. Nem. Janos 1§ MINDEN FILMET [rp meg nézett .
no J.-nom every film-acc PRT  watched-3
‘No, John watched EVERY FILM.’

Here the NS is found on a fronted i-QP adjoined B and it functions as the focus of the
answer. In Section 5.1 above it was argued thatt d@eus movement targets the left edge of
the IntP that corresponds to the TP category tketides any adjuncts to TP. In (35b) above,
however, an element functioning both semanticaily prosodically as the focus of the clause
is overtly raised outside of TP proper to an adjynasition.

It can be shown that this incongruity is merely ajgnt. The i-QP in (35b) is not
interpreted as an id-focus. That it cannot be prged as an identificational predicate may be
inferred from its inability to appear in the immattly pre-verbal Spec, TP position followed
by an inverted V > VM word order. One could entiertine possibility that perhaps it cannot
function as an identificational predicate only wheaeupying the Spec, TP position. That this
is not so is evidenced by the fact that i-QP inra-P position cannot function as a
contrastive id-focus in constructions where itiisqgeded by an adjunct negation (id-foci may
generally be used as contrastive, cf. E. Kiss 1998z (36a). The movement to the pre-
verbal field of an i-QP bearing the NS is optiopativert or covert, similarly to non-NS-
bearing i-QPs (see Section 2.2): (35a) can aldellmously answered by (36b), on the same

interpretation as that assigned to (35b).
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(36) a. *Nem MINDEN FILMET meg nézett,

not every film-acc PRT watched-3sg

hanem csak EGY PAR FILMET nézett meg

but only a couple film-acc watched-3sg PRT

intended: ‘He didn’t watch EVERY FILM, he onlyatiched a couple of films.’
b. Nem. Janos H meg nézett MINDEN FILMET ...]

no J.-nom PRT  watched-3sg every film-acc

We can conclude that the i-QP bearing the NS ib)3®d in (36b) is ordinary focus, rather
than id-focus, and its syntactic movement is duehat is responsible for these properties of
i-QPs generally: QR. As both (35b) and (36b) ineoiaain stress shift (given that the NS is
not located on the VM element in Spec, TP, but QP neither is more costly in that regard
(cf. (21)). This determines neither the overt rieg tovert spell out pattern of QR to be less
economical.

However, this cannot be the whole story. Scope Sparency (31) would favor overt
QR. Covert movement, at the same time, is lesslyctisan overt movement, hence is
preferable. One could entertain an account on wiletoptionality of the overt versus covert
status of the QR movement is precisely due to th@seantagonistic economy principles: if
one is satisfied, the other will be inevitably atdd. Unfortunately, this line of argument
would falsely predict that the movement of id-fo¢aghe pre-verbal position should also be
optionally overt or covert, as the same economyggles would have the same violation
profiles in each of the two cases. It can be cduojed that the movement of id-focus and that
of i-QPs must differ in some regard that we haviecoasidered yet.

| suggest that the relevant difference lies in@spdic requirement that characterizes id-

focus, but not i-QPs:

(37) Anid-focus and its background (domain) musbhg to the same intonational phrase.

This requirement may very well be related to thermenon of post-focal stress eradication,
l.e., the reduction of stresses following the idefe until the end of the intonational phrase.
(37) allows for scenarios where id-focus and itskiggound together form an IntP with no
IntP boundary between them, and it only permitsasqdic structure where there is an IntP
boundary between the id-focus and (the whole ot p§rthe background, if that IntP
boundary fallswithin the IntP that both the id-focus and its backgroanel part of (i.e., a
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recursively embedded IntP structuf®).suggest that (37) gives rise to the differenevieen
id-focus movement and i-QP raising to the pre-vidibll in an indirect way.

| base my account on a sharpened version of theus&tress Correspondence
condition in (22) above, and two further assumgigrertaining to the syntax—prosody
mapping (part of the syntax—PHON interface). Fitkis mapping has a preference for
simpler prosodic structures over more complex oAssa particular principle, | adopt (38).
Second, following the Transfer-based approachedcatmtax—prosody mapping in Kratzer and
Selkirk (2007), | assume that an adjunct phrase alause is mapped by default to its own
IntP. Finally, | adopt a sharpened, and | beliawere accurate formulation of the Focus—
Stress Correspondence condition suggested by Re{i985) and others (see Reinhart 1995:

62), which relativizes the prosodic prominence neguent to IntPs; see (40).

(38) Minimize the number of IntPs.
(39) Adjunct phrases are mapped by default to depandent IntP.
(40) Focus—Stress Correspondence
A focus constituent contains the prosodically m@sbminent syllable of the

intonational phrase it is contained in.

In this work | have adopted the standard view of @Rt it creates an adjunction
structure, i.e., QR-ed i-QPs are adjuncts, in #@meat hand, to TP. As a result, when QR is
overt, the i-QP forms an IntP of its own. When @Rah adjunct position above the pre-verbal
VM is covert, i-QP will spelled out in situ, wheitewill fall inside the IntP corresponding to

TP. These two options are given schematically below

(41) a. (@ QP) (e VMV...)
b. (wVMV...QP..)

If QP functions as a focus, then, as is by now liamistress strengthening (probably even
stress shift, if Focus—Stress Correspondence Isetproperly adhered to) needs to apply in
(41b). Stress strengthening does not need to take m; (41a), however, unlike we assumed
immediately above. This is because the QP, whighadsumption is a focus in the cases at
issue, forms an IntP of its own, therefore it widicessarily contain the most prominent stress
in its own IntP (though not necessarily the NS lué utterance, which by default falls in

Hungarian on the prosodic head of the rightmod® loit the Utterance Phrase). At the same
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time the interface economy principle in (38) fav@téb), as it involves only one IntP, given
that in (41b) QP does not form an IntP of its owinerefore we have the prosodically
dispreferred stress strengthening (stress shify #me syntactically preferred covert
movement, along with a violation of the Scope Tpamency principle in (41b), against an
extra IntP, disfavored by (38), and overt movementcostly syntactic operation, and
adherence to Scope Transparency in (41a). We @nuhderstand the optionality between
overt and covert realizations of QR in terms ofthéwo very different violation profiles, as a
lack of an overall preference of the grammar dieiform over the other.

The relevance of (37) above should now be cleae fEyuirement in (37) does not
allow FOC in (42a) and FOC1 in (42b) to form anPIirdf their own. (42a—b) would be
mapped from a syntactic structure where FOC andIF&€ adjoined to TP — a structure that
(37) excludes.

(42) a.  *upFOC) (e VM V. ..)
b.  *(up FOC1) (p FOC2V .. .)

Ultimately, then, i-QPs are fronted optionally alyepr covertly because they form an IntP of
their own by defaultqua adjuncts), while id-focus must move to the prebadiposition in
overt syntax because of the prosodic condition ihatelong to the same IntP as its
background (or domain), where post-focal stresdieation applies.

As expected based on this account, an i-QP funagoas focus may overtly front to
the left of a fronted id-focus too (43). In thisseawe have multiple foci. The prosodic
structure corresponding to (43) is analogous tbith&1a) with id-focus replacing VM. If i-
QP is a focus, then given the structure of (43)ag id-focus in its domain. Even though i-QP
has its own main stress within its own IntP, thiess is perceived as stronger than that of id-
focus. This may be the result of post-focal stexsslication following i-QP functioning as a
focus, or to the more general requirement thatsstexadication facilitates, namely that a
focus needs to be the prosodically most prominment in its domain (see Truckenbrodt
1995, 1999).

(43) [p  MINDEN FILMET [+ JANOS nézett Akpp Mmeg ..]]

every film-acc J.-nom watched-3sg PRT
‘JOHN watched EVERY FILM.’
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To conclude the discussion, it appears that theeincah be successfully extended to
cover cases like (35b), (36b) and (43). Note tlmbaling to the analysis presented here,
apparent focus-movement from inside TP to outsifepfoper of i-QPs does not involve
bona fidefocus movement; rather, it is an overt form of @Rs its overtness that is derived
from the (ordinary) focus property of the i-QPsegimg these constructions. We briefly turn
to an analogous scenario involving clausal negabefore we turn to non-focus i-QPs.

In the light of the preceding discussion, the thett a fronted id-focus can be preceded
by a clausal negation bearing a major stress ifatits place. Clausal negation located in the
same adjoined position that i-QP occupies in (48) receive its own prominence in the same
way as i-QP does (compare (25) in Section 4.3 ghove, by forming its own IntP. As
clausal negation gets to a TP-adjoined positiorepedidently of what goes on inside TP

proper, the same analysis and predictions apghyet®to (43), correctly, it appeats.

(44) fp NEM [p JANOS nézett Akpp Mmeg  egy par filmet ...]]]
not J.-nom watched-3sg PRT  acouple &ibo-

‘It's not John who watched a couple of films.’

Finally, a note on the impossibility of raisingfioeus phrases outside of TP. As should
be clear, any elements in the clause that areedefi of the default NS position at the left
edge of TP proper may bear NS only by stress stniengig, or by a recursive IntP structure
where This also explains why an id-focus cannotek&racted from TP proper to some
position in the clause preceding the leftmost PhohPP proper, say, to an adjunct position
of TP, as in (45):

(45) *[tp JANOS [p minden mozibamp meg nézett Akpp ... egy filmet...]]]]
J.-nom every cinema-in PRT watched-3sg e fom-acc

intended: ‘It's John who watched a film in eveigema.’

This hypothetical derivation involves stress sfaifross’ an IntP boundary to the focus phrase
that appears outside the IntP corresponding to fdpep. Granting for the sake of the
argument that such stress shift is permitted, smraltive derivation where the movement of
the focus targets Spec,TP, raising i-QP to som@esqmsition below Spec,TP (see (46)
below), does not incur stress shift, and therefitweks (45):°
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(46) [rp JANOS nézettpp  minden mozibamfr meg [ ... egy filmet...]]]]

J.-nom watched-3sg every cinema-in PRT ilmadcc

In short, the model predicts, correctly it seenmsit bona fidefocus movement to a
position within the clause that is outside TP prqgntP) is excluded.

There is some evidence that fronted i-QPs may akzesl prosodically as topics. This
is not wholly unexpected, given that those i-QR& Hre sufficiently rich descriptively or are

D-linked, are acceptable even in a syntactic tppition (e.g., Suranyi 2003); 42

47) Minden diak, aki most itt Ul tegnap dmypfiban  volt
every student-nom who-nom now here sits yesyer@daparty-in was

‘Every student who’s now sitting here was abayyesterday.’

Furthermore, in a small-scale prosodic experimeatied out together with Shinichiro
Ishihara (see Ishihara and Suranyi 2009), we fabhatinon-focus fronted i-QPs tend to bear
either H*, H*L or L*H pitch accents. Topic phrasegre found to bear all these accents (and
also the rise-fall L%H*LY? It appears then that — even though simple i-QRsnat in a
syntactic topic position — fronted i-QPs can beapid pitch accents, and are likely to be
interpreted as topics. The movement of topicsstriaed to overt syntax in Hungarian. | will
suggest in Chapter 5 below that this is due toféflewing prosodic requirement of topic
interpretation (essentially, the inverse of thevaht requirement applying to id-foci):

(48) Topics must not belong to the same IntP astmment.

Consider now i-QPs that are to be interpreted pi€doIf such an i-QP undergoes QR but is
spelled out in situ, then it can only obey (48)nfP boundaries are inserted around it (or at
least at its left edge, if it is in a final positjo If, however, it is spelled out in the higher
position of its QR chain, then, as an adjunct,iit ke mapped to its own IntP by default, as
we saw above. It follows then that if an i-QP idunction as a topic, its QR must be overt.

In our experiment we did not find any occurrences éronted i-QP that could not be
categorized either as having a topic interpretatiohaving a focus interpretation. | therefore
suggest that the overtness of the QR of i-QPseéstdundirectly to the prosodic requirements

of either one of these two interpretations. Inadlier cases, i.e., when non interpreted either
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as a focus or as a topic, QR in Hungarian remainert, just as it is in familiar languages of

the English type.

6. Summary and outlook
We began with chapter by reviewing the mainstreaature-checking- and hierarchical
syntactic template based approach to focus movemdahguages like Hungarian, pointing
out its weaknesses. An alternative was developad-tin accordance with a central objective
of the dissertation — restricts the role of syntatemplates (STs) to what is necessary
independently of the grammar of focus, arguing tbath the (apparently) syntactic
restrictions and the partial word order flexibilithat are witnessed can be reduced to
properties of the mapping at the interfaces to S&M to PHON, respectively, without
postulating either a special absolute syntactidtiposfor focus in the clausal ST or checking
of an uninterpretable [foc(us)]-feature. It wasoatentemplated how the account could extend
to the apparently optional fronting of (non-topingreasing distributive quantifier phrases. |
proposed tentatively that this is due to the adjwtatus of QR-ed quantifier phrase, which
are therefore mapped to a separate IntP, takemhtrgeith the economy preference of the
syntax—prosody mapping to minimize the number t?dn

The approach to focus movement presented in thegesps based on the conception
that (i) ‘identificational focus movement’ takesapé to bring a focus into an appropriate
interface configuration that gives rise to an idfesdtional predication interpretation, and (ii)
the landing sites targeted by focus movement aadsthface (PHON) realization of focus
movement are determined in a complex interactia@fidentificational predication template
with general principles of grammar, including aeSts—Focus Correspondence requirement.
The empirical objective of the paper was to offesuéficiently elaborate ‘flexible’ alternative
to the current mainstream ‘cartographic’ analysésthe syntax and interpretation of
identificational focus in Hungarian. Instead ofyiey on functional projections dedicated to
focus (FocP) and on uninterpretatble focus feattweésgger focus movement, the alternative
proposed combines an identificational predicatiemantics for identificational focus with a
general focus—stress alignment requirement, ant ®aspects of computational economy.
Computational economy manifests itself at differleviels of the grammar, determining for
any given targeted interpretation the least costly that Nuclear Stress can be assigned to its
focus element(s).

The main points of the paper are summarized in lgélgw:
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(41) a. Identificational focus is interpreted as igentificational predicate due to the

(42)

(43)

identificational focus interface template (15), @i applies in English-type

specificational predication and Hungarian focus ement constructions alike.

. The identificational focus template (15) caretise the narrow syntactic movement

of focus (which is covert by default, cf. (42b)) fine purposes of Last Resort. If a
focus undergoes movement without entering the gardition of (15), that

movement is not licensed (or else it is licensatbpendently of its focus status). In
other words, ordinary (non-identificational) focdses not undergo movement (qua

focus).

. The identificational focus template (15) integsawith general conditions including

those enumerated in (42), as well as with indepanidaguage-particular properties

of Hungarian, including those in (43).

. As a result, some id-foci overtly front to TP others move covertly to a lower

position within TP. An id-focus is raised to Asplldw TP in those infinitival
clauses that lack a TP projection. Some foci donaatd to undergo movement qua
foci at all in order to be interpreted as id-fodio focus movement of an id-focus
may extract a focus from the TP it originates witto a TP-external position within

the same clause.

. No uninterpretable focus feature is employgddrrow syntax.

. No dedicated functional projection exists ififocus.

. Stress—Focus Correspondence condition

b. Several manifestations of economy of computafeg., covert movement is less

costly than overt movement)

. Scope Transparency

. Overt verb movementto T
. Nuclear Stress Rule aligns the NS with therieét PhonP in IntP

| have been able to present little more than a baree sketch of a model, leaving a

variety of questions unaddressed. My main aim, wvewewas to explore how a theory in

terms of an interpretive template for identificati focus is able to give a principled account

of relatively intricate facts in the syntax of Hamgn focus, many of which are difficult to

explain within the frame of a ‘cartographic’ feattohecking approach.
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The model outlined in this paper clearly raisesows important questions that | did not
touch upon and cannot hope to adequately addrefiseapresent stage of inquiry. One
obvious issue that | would like to offer some gah@omments on in closing concerns the
nature and extent of linguistic variation that sachapproach may allow for.

Clearly, the powerful analytic tools of variatianthe placement of dedicated functional
projections in a clausal hierarchy as well as ie garameters of associated features are
unavailable in this model. | believe this is a moi@ advantage, rather than a shortcoming, to
the extent that the account of relevant variatienved from such parameterization appears to
offer little hope of a genuine explanation. Thdtcourse, is fine, if and to the extent that we
cannot do better. The family of approaches to whiehpresent one belongs is in principle
able to offer a potentially more explanatory acdafrvariation regarding the syntax of focus
than that available in a ‘cartographic’ approacksarfar as it can relate properties of focusing
to a number of properties of a given language d@natindependent of specific constraints on
focus.

For one thing, languages plainly vary with regierdhe placement of default NS. In a
language where default NS is placed on the rightpcus movement would either be directed
rightwards, or if that is not available (either ®wme language specific reason, or in human
syntax in general a la Kayne), then it would havedmain covert. Languages might vary
regarding the degree of cost they assign any oihtlkeeface operations involved in the present
account of id-focusing, a variation perhaps to laptured in an Optimality Theoretic
framework (cf. Samek-Lodovici 2005). Some languagey tolerate main stress shift more
easily and in a broader range than others. If tlexagion of syntactic movement is the most
costly of the operations that come into play, titeshould follow on an interface economy
approach that only id-focus can ever be moved witlamy independent trigger. This is so
because while an id-focus interpretation is geherahavailable without movement, an
ordinary focus status is in principle available digess shift alone. Nevertheless, a focus can
undergo overt movement (albeit not qua focus) waenndependent movement operation
(e.g., scrambling) applies to it, or it may appgaa non-canonical surface position if other
elements are (also) moved around, a possibility logeol in  the
Neeleman/Reinhart/Zubizzareta/etc. approach. Layggiaf course also vary in terms of their
basic clause structure, and movements taking platten that structure, with which the id-
focus interface template (15) and the Stress—FdCogespondence condition (22) are
expected to interact in complex ways. Exploringhsoptions for variation must be left for

future research.
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Notes

! Compare Chomsky’s (2000) suggestion of a [Q] featn wh-phrases and on C, in addition to the
[wh] feature on wh-phrases.
% See Gundel (1999) for a different characterizatibdistinct focus types in the literature.
® For a five-grade grouping of focus-sensitivityeets from mere contextual (in)felicitousness thtoug
differences in presupposition to truth-conditiooahsequences, see Hajicova, Partee and Sgall (1998)
* Other familiar examples of focus determining diéfet truth-conditions include the following ((ii)
and (iii) are cases of what is called free or umabfocus, cf. Jacobs 1984):
(i) a. DOGS must be carried

b. Dogs must be CARRIED [Halliday 1967]
(i) a. Clyde gave me the TICKETS by mistake

b. Clyde gave ME the tickets by mistake [Dretsk&2]9
(iv) a. The largest demonstrations took placeRABUE in November (in) 1989

b. The largest demonstrations took place in Pragd#®®VEMBER (in) 1989 [Partee 1991]
®> May (ibid.) assumes that multiple wh-movementshie left periphery are necessary for a pair list
reading to be brought about in multiple questias,only left peripheral adjacent wh-phrases can
serve as input to Absorption, i.e. quantificatioreiopairs. Barss (2000) confirms this assumption on
the basis of the distribution of pair list and $gair readings in English multiple questions, and
Suranyi (2006) extends it to a number of other lmggs, including Hungarian.
® Independently of the scope of post-verbal focstp@rbal iQPs can take wider than surface scope
freely (see Chapter 2). Scope readings derivingn fiiois freedom of wide scope available to iQP are
disregarded in (2).
" The category of verbal modifier (VM) is a distritmnal class of elements, including verbal parscle
and (other) secondary predicates, among others.
8 E. Kiss (2002) (also in her prior work), in orderaccount the ‘pre-verbal scope’ of post-verbal
iQPs, invokes an optional stylistic (PF) reordermige that postposes pre-verbal iQPs at PF to the
post-verbal domain (a view adopted in Szabolcsi7198ee Suranyi (2002), where | raise issues for
such an analysis. E. Kiss (to appear) suggestsi@ig with pre-verbal scope but surfacing in the
post-verbal field are right-adjoined.
° A weaker position is possible in principle that@mpatible with the conception of a fixed ordering
of the relevant functional projections: one maywlithe multiple iteration of the whole of the fixed
series of projections (RefP*>DistP*>CountP/FocPYhm a clause, assuming that the functional
phrases in any such series are filled (or projeatetl optionally. This is (roughly) the approadtat
Brody and Szabolcsi (2003) adopt. For critical ceenta on their account, see E. Kiss (to appear).
%1n some languages, the opposite pattern obtdiessémantic focus of the clause remains in sitdi, an

some other element(s) get(s) displaced, ensuriag tte semantic focus sits in a prosodically
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prominent position. Such an analysis is given bglsiman and Reinhart (1998) of Dutch, and by
Zubizarreta (1998) of Spanish.

! The fact that (at least some) foci invoke altewmestis stipulated as an additional condition (jimgs

as part of the interpretation of focus operatotdgntificational focus involves further specific
conditions, viz. those of exhaustivity / maximalityhich also need to be superimposed on the basic
structured meanings account of focus.

12 Szabolcsi (1994), developing Kenesei's (1986) em@ntation of id-focus semantics, proposes that
an id-focus like JOHN is interpreted as a predicdfgredicates in (i). Here the effect obtainind8e)

of the iota and ident type shifters of (8a) is mpmyated in the semantics of the id-focus expressio
itself, which also contains an additional maximyatibndition.

() AP[j =wx[P(x) & Dy[P(y) » y U x]] ]

13 Bende-Farkas notes that the existence presuppositi‘constructed from material to the right of
focus.” This should be qualified: the presuppositiocludes semantic material that is containedhén t
sister constituent of the fronted focus, interpitetess the background. That includes variables left
behind by movement and reconstructed elementxclu@es material that is linearly to the right of
focus, but originates structurally higher (e.gnteace adverbials).

* The same interpretive effects obtain in it-clefts well, which arguably also reduce to a
(specificational) pseudocleft structure, moduloraposition of the that-clause (e.g., Percus 1997).
Depending on the analysis, the existential pressitipn projected by the subject expression may be
ascribed to its semantic definiteness/maximalityit may also be ascribed to its topic function.

* E. Kiss (2006, 2007) follows Huber (2000) in takispecificational predication to involve the
specification of the referential content of a seich she assumes to be the interpretation of both
English specificational pseudoclefts and the Huiagaid-focus construction. She assumes that a set
that is being referentially specified cannot be mwhich derives the existential presuppositioa th
construction gives rise to. Specification of refdéi@ content is taken to be exhaustive, which yyw
Hungarian id-focus receives an exhaustive inteafieet.

® As Heycock (1994) notes, a sentence like (14bdrily acceptable if it is not interpreted as
specificational predication.

" The post-copular specificational element is notyoa focus, but, as it appears from the
unacceptability of the English equivalent of exagsplike (13b), it must be the main focus of the
clause.

18| restrict the discussion to individual type fdoiit the account can be generalized in principkeny
type: the variable x is not necessarily type shttuld be noted, though, thatan apply t@ in (15b)
only if X, y and z are all of one and the same sd#imaype. Importantly, ifa is a (generalized)

quantifier phrase GQP extracted from ingidéhen this requirement is not met, as the ‘traegiable
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bound by GQPs is of type e, while GQPs themselvesofa higher type. This is the key to the
explanation of the fact that GQPs cannot be frotadtie focus position in the HFC.

'° The identificational meaning af of (15b) may be due in the SCC to the copulafitsather than to
an ident type shifter. The conversion of (15a) ifitbb) should then be conceptualized as involving
two in principle independent type shifts in twopstefirst ident type shift applies tg and then iota
type shift applies t@ in order to resolve the type conflict arising itteapting to compose two
predicates of the same type. For the conceptionidkentype shift takes place in the SCC to resolve
this latter kind of type mismatch, see Partee (1B33). If this is on the right track, then onleth
ident type shift is the core of (15). As this diface does not directly affect the analysis ofHRE, |

will not explore it here.

® The outcome of this particular account resonatits &chlenker's (2003) analysis, according to
which the SCC is interpreted as an identificatibhwm propositions.

I This movement may be taken to be “stylistic” ie #ense of Holmberg (2000), serving purely to
satisfy EPP of T. It is suggested in Suranyi (200@t what undergoes movement is not the VM
element itself but a vP-internal remnant PredPgatan housing the VM in its specifier, which has
been previously vacated by any elements in the wmnt of Pred. In clauses without a VM
element, the remant PredP category still movespec@spP and to Spec,TP, satisfying T's EPP
property. For the sake of simplicity, the notatii,, is used in (16) and infra.

2 Kusumoto’s (2005) implementation of Stowell’s (59%roposal could also be adopted, ascribing
the meaning in (i) to T (adapting Kusumoto’s sugegsienotation slightly). T in (i) saturates thedi
argument of the verb with a variable. The view tieatse morphemes are time variables that saturate a
time argument slot has been advocated i.a. by @§t®73), Enc (1987), and Abusch (1994, 1997).
Then, TP (without the tense operator) will recethe interpretation in (ii) (where, to keep the
representation simple, the core proposition istR{(j, and j and m are individual constants, argithée
time argument).

(i) [[T1 = ApAt.p(t)

@i ApAt.p(t) [P(,m,b)] = At.P(,m,t)(t) = P(j,m,t)

2 To illustrate, a simplified denotation of a PASFesator is provided in (i). The time variable withi
proposition p is replaced by t', which gets quadifover by the existential quantifier introduced b
the PAST operator: there is a t' preceding thedptme t (to be composed with the result of apylyi

(i) to a core proposition) such that the propositiolds at t'.

(i) [[PAST]]® =ap [MOD;[ @'.tUD[t' <t & Atp(t) = 1]1]

|t is well-known that specificational predicatithdisallowed in English Small Clauses, see (i—ii).
This may be explained on the present assumptioribebjact that the SC lacks a verb bearing a time

variable, which is why a SC like (ii) is not a fgtoposition: even if the focus element Sam coyertl
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raises to a position immediately outside the SE€,38 will not be an open proposition that includes
time argument.

() I consider.../ | want ... / With ..., the town wilben go bankrupt

(i) *[ sc the mayor Sam]

%5 |n an important paper, Horvath (1995) argued fmigning fronted focus to a Spec,IP position in
Hungarian. Her reasons for making that proposajelsrhad to do with the apparent parallelisms
between Case-feature assignment and focus-feagignaent in the grammar, rather than the
complementary distribution of negation and the Vivitbe one hand, and the VM and id-focus on the
other. Independently, Kenesei (1992) also analymmated focus in Hungarian as a specifier of IP.
Aissen (1992) argued the same for three Mayan kgegi (Tzotzil, Jakaltek and Tz'utujil). Compare
also Miyagawa (2009).

%6 Either some or all ‘main stress shift phenomenayrbe construed in terms of applying default
stress rules to a prosodic structure that is deérive modifications of (prosodic grouping of) the
default prosodic structure. On such an approaeh¢ctimputational cost can be assumed to be incurred
by modification of default prosodic structure, tithan by some operation of stress shift proper.

2’| adopt the mainstream view that stress is caledlaat the level of prosodic structure, an
autonomous level of representation derived fromtamtic structure (see, e.g., Selkirk 1995 and
references cited there).

%8 That view implies a rejection of the Strict Layéypothesis (Selkirk 1984). Alternatively, it could
be assumed that adjuncts to TP form recursivelifeddsitPs (see Ladd 1986, cf. also Wagner 2005)
as in (i); see Footnote 42 supra. The most promiRéonP of the most embedded IntP (=XP) in (i)
will receive the NS of the clause. The same XP @dnd assigned the NS on an approach to prosodic
structure with unlabeled prosodic categories sucBealkirk (1984) or Wagner (2005), on account of
the fact that the intonational units labeled i'gi) below are recursively nested in each other.

(i) [iP adjunctl [iP adjunct2 [iP XP V ...11]

9 Szendbi (2003) assumes that the syntactic transformaifadFM itself is triggered by the Focus—
Stress Correspondence condition. | am proposing HifdM is licensed by Last Resort due to the
interpretive template (15), and the Focus—Stresse§pondence condition interacts with economy of
computation and other factors in determining whethgiven HFM transformation is spelled out as an
overt or as a covert movement.

% A number of conceivable ways in which this camimde precise are compatible with the present
assumptions. For concreteness, it can be assurae@dbert movement (taken here to be category
movement) moves a category without the associakemhqdogical matrix, while overt movement
moves the whole set of features that make up angilement. Given that the same narrow syntactic
operation is involved in the two cases, they fageially with respect to economy of syntactic

computation. Overt movement is more costly thanedowmovement because it incurs extra
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computation at PF, due to the fact that the preemmant occurrence of the moved element needs to be
silenced. As the only difference between overt aodert movement is limited to PF-features, this
view finds a natural place within a model of moveitnehere the overtness/covertness of a movement
‘chain’ is due to PF requirements in a broad seiite. EPP feature of Chomsky’s (2000 et seq.)
model could then be conceptualized as a PF-sehattieature.
31 A negation in (inner) Spec, TP and a negation adjbio TP can co-occur:
(i) Nem nem emailezte el

not not emailed-3sg PRT

‘He didn’t not email it.’
(i) Nem A CIKKET nem emailezte el

not the paper-acc not emailed-3sg PRT

‘It's not the paper that he did not email.’
%2 (26) might also be analyzed as involving parstpto focus movement of the VM element (for the
notion, see Fanselow 2004; for a discussion of paostoto focus movements in Hungarian, see
Kenesei 1998). On that treatment, (26) is assiedlad (25).
¥ As (27) illustrates, not only id-focus, but alsalioary (post-verbal) focus can be contrastiveo | d
not discuss bound foci here, i.e., foci associated overt focus-sensitive particles such as even o
also. These additive particles in Hungarian musacht directly to their associates, and their
distribution is essentially parallel to that of P@ To the extent that additive focus-sensitiveigas
operate on propositions, it is not unexpected thaty too are extracted from, and attach to,
propositional categories. Quantifier phrases are tyfe <<et>t>. Building the existential
presupposition into the semantics of is ‘also’ vabyikeld the following <<et>t> meaning for a phrase
Janos is ‘John also.’
() [[John also]] =APIX : x#] & P(X)=1 . P(j) =1
% Adapting Krifka's (1991) treatment to the presemtcount of identificational focusing, the
interpretation of a single complex semantic id-®davolves the composition of the two focus
exponents into a single identificational predic&tsom the result reviewed in Section 3.2 above that
for such a complex focus interpretation to be add a second focus must move to the positioneof th
fronted focus, it can be concluded that the foramabf a complex semantic id-focus requires some
form of structural adjacency, similarly to what Hasen suggested independently for multiple wh-
phrases in multiple wh-questions asking for adfst-tuples (e.g., pairs) as an answer (see D& 2
and references therein).
% As pointed out in Section 2, the order of majonstiuents in the post-verbal domain of the clause

is free (E. Kiss 1987, 2002). Movements availablthe post-verbal field independently of the
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movement of focus in order to match the interpestamplate in (15) are of course available to d-pos
verbal focus too, as well as to other elementshegost-verbal domain. For an argument that the
movement of a second id-focus not only can, but adast, be covert, see Footnote 13 supra.
% Thanks to an anonymous reviewer of the paper dohamuch of the present chapter is based for
raising this possibility.
3" Participial verbal morphology is not due to T miiitivals, where the verbal stem is affixed by an
infinitival marker —ni (depending on general asstions regading the place of morphology in the
grammatr, either it is generated in morphology,oagatrticipial head). The infinitival —ni form tfe
verb may also simply be the default form of thebvehis form is found in V(P)-doubling contexts in
V(P)-fronting:
(i) Szeretni [szerettem Marit]

love-inf love-past-1sg M-acc
¥ Recursion in prosodic phrasing, weakening or gomisig the Strict Layer Hypothesis, is advocated
by Ladd (1986, 1996), and more recently in Wagr#f0¥§), Ito and Mester (2007), Kratzer and
Selkirk (2007), among others. For illuminating dission of prosodic recursion in the broader context
of cognition, see Hunyadi (2006). A recursive IstRicture (and IntP containing another IntP) may be
involved in (at least some) true multiple foci ctwastions.
% Given that clausal negation functions as focus fiemust be a member of a set of alternatives, th
can be readily constructed from negation and affirom operators. Because clausal negation consists
of a sole syllable, if stress eradication afteratiey stops at the left edge of id-foc (i.e., ifldes not
take place), then two Nuclear Stresses end up jaicextt syllables, which is rhythmically marked. If
the NS within id-focus does not fall on the firgtllable of the id-focus phrase, this problem
disappears. N.B. As an alternative prosodic retdineof the string in (38), negation can be joirted
the IntP corresponding to the lower segment ofT&yntax as pre-nuclear material.
0 A distinct possibility, which cannot be pursuedehéor reasons of space, is that (51) is (also)
excluded on the grounds that in the position wiieegfronted focus is located it should be integulet
as a(n aboutness) topic due to a topic interfaggpltge. If the interface configuration in which the
fronted focus element in a finite TP external positin (51) takes part fits the topic template bett
than the id-focus template, then that can blockith®cus template from applying to the fronted
element in (51).
*! Topics can appear to the left of the sentenceradyesterday,’ while i-QPs ordinarily are degraded
in such a position.
2 Note that all i-QPs have a non-null witness set. S2abolcsi’s (1997) account, i-QPs contribute
their witness set, which functions as a logicaljsctbof predication mediated by a Dist operator.
“3 In the expermient we recorded a total of 12 spmakia three different sessions), of which 4

speakers were annotated and statistically analy®ésl.employed sentences with multiple i-QPs
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preceding the VM position in a straight VM-V ordg@P1 QP2 VM V), controlling for different
locations of the focus (QP1, QP, VM and broad fptaysmanipulating the context.
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Chapter 4

Scrambling in Hungarian:
A radically free word order alternation?

1 Introduction

Previous chapters of the dissertation have invath syntactic alternations, including
positional alternations in covert syntax, which sistently have a direct effect on semantic
interpretation in terms of scope-taking or in terofsidentificational predication by an
identificational focus expression (Chapters 2 ande3pectively), or at least the choices
among them may have an interpretive impact (Chaptem this chapter we look at word
order alternations in the Hungarian post-verbaldfithat apparently have no consistent
semantic effects that would apply across the boang. semantic effects that are found are
those that arise as a by-product of being locatethé hierarchical positions that a given
element subject to the alternation occupies intilao other elements. In other words, the
word order alternation under scrutiny is showneaddically free, using a term of Chapter 1.
The lack of a systematic semantic effect preclml&EM-interface based treatment of this
apparently free alternation.

Hungarian is well-known for its overt movementsatachly articulated preverbal left-
periphery (‘discourse-configurationality’), whergngactic hierarchy and scope interpretation
are isomorphic (e.g., E. Kiss 1987a, 1991, 1995)a$ei 1986). By contrast, its postverbal
domain, where constituent order exhibits a radie@dom, has received much less attention.
The most prevalent, and indeed empirically most-axgjued and elaborated analysis of the
phenomenon that has emerged is that of E. Kis®874, b; 1991, 1994a, 2002, 2003),
according to which the nuclear part of the clauselungarian is non-configurational, where
elements are base-generated in Hungarian in atflatture (cf. also Kenesei 1984Jhe flat
structure of this nuclear clausal constituent ikl hesponsible for the radical freedom of
word order of the immediate constituents, as welbther phenomena involving a lack of
some of the subject—object asymmetries exhibitedfldly configurational languages.

Importantly, there appear to be significant crasgdistic differences regarding the
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presence/absence of these asymmetries as weltlasespect to the degree of the flexibility

of word order within the particular nuclear syntacionstituent of clauses that is structurally
analogous to the constituent that is claimed teela¥lat structure in Hungarian. In view of

this, E. Kiss’s (ibid.) approach to the Hungariamct§ implies that there may exist

fundamental structural differences between langsiagech that some large section of the
clause is non-configurational in some languagescbufigurational in others.

Adopting the desirable null assumption of the Umifidy of Grammars (see Chapter 1,
Section 3.3), | develop an alternative analysist tieoids the postulation of such an
elementary difference between languages. In péatictihe objective of the present chapter is
to propose and motivate a movement-based scramblipgoach to the free word order
alternation at issue, which extends to predictctimoously selective absence of subject—object
asymmetries that Hungarian exhibits. | challenge tlon-configurationality thesis by
demonstrating systematically that the argumentsfgrutard to back it up are inconclusive,
and in fact it fails descriptively as well. The aaltative proposed here is based on a
hierarchical verb phrase (vacated by the raiset)vand a Japanese-type local scrambling
movement that operates in the post-verbal domaihefclause. The scrambling movement
analysis, besides being theoretically more desrévhn the (partial) nonconfigurationality
based approach, makes available a superior deserigiverage in accounting for a varied
set of structural symmetries and asymmetries hgldetween subject and object.

Before embarking on the enterprise, a caveat graer. The goal of the scrambling
proposal in this chapter is to explain the facttidated immediately above. Identifying the
trigger of the scrambling movement proposed hegetask that we take up in the following
chapter, suggesting an analogy with certain syictases of relatively high adverbials.

The structure of the chapter is as follows. In Bacl | enumerate the empirical
arguments that have been presented in favor oétasftucture, which involve a lack of
subject—object (S/O) asymmetriel Section 3 | demonstrate that the argument®vesd in
Section 2 in favor of a flat structure are incosohe: some of the arguments are ill-founded,
and some others lose force once a scrambling mavearalysis based on a hierarchical
structure is shown to derive the observed pattequally well. Section 4 presents a host of
asymmetry facts that are problematic under a narfigarational analysis, but fall out on a
scrambling approach modulo the hierarchigalthat this account adopts. Section 5 examines
the basic properties of the postverbal object—stbjeordering in Hungarian, and
demonstrates that this reordering is akin in paldicto (local) scrambling of the Japanese-

type. In Section 6, taking a typological perspextiwe check whether Hungarian shares the



properties of well-studied non-configurational laages, and whether Hungarian is
characterized by the features that are commonly ae&orrelates of the scrambling property.
Section 7 concludes the chapter, and spells outsitp@ificance of its results and their
relevance to the main themes of the dissertation.

2 The partial non-configurationality account

The partial non-configurationality account, elaltedaby E. Kiss's (1987a, b; 1991, 1994a,
2002, 2003) contends that the nuclear constituetiteo Hungarian clause (S in (1987a, b)
and later, VP) is non-configurational (cf. also Keai 1984); in particular, arguments (and
adjuncts) are generated in a free order in afitat&ire, as schematized in (1) (E. Kiss 1994a,
2002, 2003},

(1)  a  [plvV DPsuyDPoy]
b. e [v V DPobj DPsub]]

The flat VP analysis is not without appeal due t® descriptive merits, which is
probably the reason why it has become the mostlyw@ecepted view in the literature on
Hungarian’ It is designed to capture two central propertitshe syntax of the Hungarian
clause: first, constituent order to the right of trerb exhibits a degree of freedom unattested
in ‘fixed word order’ languages like English; anecend, Hungarian is assumed to lack most
subject/object asymmetries characteristic of laggsavhere the subject is base-generated in
a position higher than the object. This is not &y shat Hungarian lacks subject/object
asymmetries altogether. Within a flat VP approadiservable asymmetries of that kind must
be treated as non-structural in nature, as wese@l shortly. In this section | review the major
arguments cited to back up the non-configuratiomel of the Hungarian verbal phrase (E.
Kiss 1987a, b; 1994a, 2002, 2003).

2.1  Weak Crossover

(i) Weak Crossover (WCO) effects typically obtain wheem element X is A-bar moved

across an expression Y, where Y contains a variatlend by X. In languages like English,

where the A-position of the subject is higher ttiag A-position of the object (the former c-

commands the latterjyh-movement of the object across the subject gives o a marked
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degradation in acceptability, as in (2a) below,le/hio such deterioration is observable in the
reverse configuration, as in (2b). Reinhart (198®)poses to capture WCO in terms of the
configuration licensing bound variable pronounsurmb variables must be A-bound (bound
from an A-position) by their antecedent. Koopmail &potiche’s (1982) alternative view
based on their Bijection Principle essentially dies that pronouns must not be locally A-bar
bound. According to Lasnik and Stowell’s (1991 )nfmation, if a pronoumpron and a trace

left behind by an A-bar movement are both boundabyuantifier (like the displacedh
expression), thehmust c-commangron. It follows on any one of these generalizatioret th
the A-position of the object does not c-command Alposition of the subject (and the
pronoun inside it), while the A-position of the geti does c-command the A-position of the

object (and hence also the pronoun inside it).

(2) a. ?*[Whedoes [[his mother] liket; ]]?
b. [Whelt likes [his mother]]]?

Hungarian, by contrast, is a language that doesdrsplay a WCO effect in analogous
constructions (see (3a)), which has received araeation under the flat VP analysis as
follows. If the VP is flat, the position (marked ky from which the object isvh-moved
across the subject is sister to the position ofstiigect. No WCO effect obtains, because the
object is moved from a position where it c-commatids (co-indexed pronominal variable
inside the) subject. The WCO effect is absent adsen the subject undergoes-movement,

as is the case in English. On the flat VP analyis, is expected as the A-position of the

object (and hence the pronoun inside it) is c-comued by the A-position of the subject.

(3) a. [Kitlacci hivott fel  [az pro; anyjakowm t;i?
who-acG called-3sg up the (h)smother-poss.3sg-nom
“?*Who; did his; mother call up?’
b. [Kilnomi hivta fel t; [az pro; anyjathcc ?
who-nom called-3sg up the (Risnother-poss.3sg-acc

‘Who; called up hismother?’

WCO effects are not wholly absent from Hungaridieyt are attested in longh-
movement, as illustrated by the contrasted sensehe®w’ In the (a) example, longh

movement proceeds across the dative DP in thexawdnise, which embeds a silent pronoun



co-referring with the movedh-element. In (b), in contrast, the deictic secortspn covert

pronounpro does not interfere.

4) a. *Kivel mondtad agro; anyjanak, hogy
who-with say-past-2sg.def the (his) mothesg8sg-dat that
kikezdtek a fiuk t?

flirted-3pl the boys-nom
“*Who; did you tell hismother that the boys had flirted with?’

b.  ?Kive} mondtad agro anyadnak, hogy
who-with say-past-2sg.def the (your) mothesgp2sg-dat that
kikezdtek a fiuk t?
flirted-3pl the boys-nom

This observation is important to make, as it shtlweg Hungarian has no internal property
which would preempt WCO effects in general; nevddgss, WCO is unattested in shatt

movement of objects.

2.2 Superiority

(i) Superiority effects in singleh-fronting languages like English are exemplified(6y. In
this language type it is the higheh-item that must be attracted to the left periphegy, to
CP. The effect of Superiority in a multiple frorgitanguage is illustrated from Bulgarian in
(6): the original c-command relations between twieelements must be preserved after

multiple wh-fronting (see BosSkovi2002, Richards 1997).

Who saw what?
*What did who see?

(5)

o ®

(6) a. Koj kogo vizda?
who who-acc sees
‘Who sees whom?’

b. *Kogo koj vizda?

Hungarian shows no sensitivity to Superiority inltiple wh-fronting:
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(7 a. Ki mit vett?
who what-acc bought
‘Who bought what?’
b. Mit Ki vett?

what-acc who-nom bought

If neither argument is generated higher than theerptthe lack of a Superiority effect in

multiple wh-fronting of arguments of the same verb is expected

2.3 Ildioms and compositional theta-role assignment

(i) A particularly interesting variety of evidence aféd in favor of the flat VP analysis
comes from idiom chunks. E. Kiss points out thabpgosed to configurational languages of
the English type, besides V+O idioms, Hungariaro digs idioms composed of V+S,

exemplified below.

(8) a. Janosra rajar arad
J-onto  PV-goes the stick-nom
‘John is having trouble.’
b. Janost eszi a fene
J-acc eats the plague-nom

‘John is extremely worried/envious.’

In other words, there is no subject/object asymynietthe domain of idiom chunks either, as
predicted by a non-hierarchical VP structure.

Similar in vein is the argument from indirect thetde assignment. English has
numerous examples where the theta role of the suigjeletermined not simply by the verb,
but by the choice of verb and object togetherng®). Now given that English is taken to be
characterized by a lack the opposite scenario, evlibe choice of the subject would
determine the semantic role of the object, thistieen taken to constitute evidence that the
subject is external to a constituent containingued and the object (VP, prior to the VP-
Internal Subject Hypothesis (VISH), V' or big VReafthe VISH became generally accepted)
(cf. Marantz 1984).



(9) a. John broke avase

b. John broke an arm

E.Kiss (1987a), citing Komlosy (1982), points outimples from Hungarian, where it is the

choice of the subject that determines the semauoitcof the object:

(10) a. Eszi Janost az oroszlan
eats J.-acc the lion-nom
‘The lion is eating John.’
b. Eszi Janost azirigység
eats J.-acc the envy-nom

‘Envy is eating John.’

If Hungarian lacks the above subject/object asymyneharacterizing idiomaticity in
configurational languages like English, then thisvides support for a structural analysis

wherein subject and object assume symmetric pasitio

2.4 Movement of subjects

(iv) Subjects and objects in many constructions anaebetd from their local clause with an
equal ease in Hungarian. In English, the compleinenthat blocks the extraction of the
subject (aka théhat-trace effect), whereas it has no effect on theaekbn of the object (see
(11)). Hungarian has no comparalltat-trace effects (see (12)), hence subject-extraction
behaves on a par with object-extraction in thisardg(Note that for many speakers the long-
moved subjectwh-expressions preferably appear in accusative desmsed by the verb
within the clause where they are moved to (see E.Kiss 1987a, (20)). Nimat-trace effect

is attested in that variety either.)

(11) a. Which candidate did you say (*that) beegresident?
b. Which candidate did you say (that) the peetected?

(12) Melyik jelolt mondtad, hogy ek6 lett?

which candidate-nom say-past-2sg that gesesi become-past-3sg

‘Which candidate did you say became president?’
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Hungarian has no ban avh-extraction across a local [Spec,CP] filled by &eotvh-phrase
either. While in English the extraction ofwd+phrase across the local [Spec,CP] filled by a
wh-expression leads to ungrammaticality with subjdatss only to a milder degradation with
objects (cf. (13)), no such difference can be detein Hungarian, cf. (14) (E. Kiss 1987a).

(13) a. **Which boy do you wonder why wants toylainew car?
b. ?Which car do you wonder why John wantsuys?

(14) a. (?)Melyik tanar nem tudod, yogiért buktatott meg?
which teacher-nom not know-2sg that whfailed-3sg PV
**Which teacher do you wonder why flunkedu?’
b. (?)Melyik didkot nem tudod, hagiért buktattdk meg?
which student-acc not know-2sg that ywhfailed-3pl PV
“?Which student do you wonder why they fladR’

These two discrepancies between subject and abjéfatglish-type languages are normally
accounted for in terms of the position of the sabj@/hile the object is generated as sister to
the verb (in a complement position), the subjechas. it originates (and also surfaces)
higher. What E. Kiss concludes from the lack of sthesubject/object differences in
Hungarian, is that not only the object, but als® shbject is born as sister to the verb in a flat

VP in the language.

2.5 Condition C
(v) Condition C (which requires referential expressibke names not to be c-commanded by
a co-referential DP) rules out (15b), while it mii@ (15a), because in English the subject c-

commands the object, but the object does not c-cmdrthe subject.

(15) a. Yesterday Petsrmother phoned him
b. *Yesterday heohoned Petés mother

E. Kiss argues that in Hungarian Condition C effaatitain with R-expressions inside objects

and subjects alike. (16) illustrates binding irfte subject by the object.



(16) *Tegnap felhivta a fijknyjajom oketacc i

yesterday up-called-3sg the boys-nom mothes:88g-nom them

‘Yesterday the boysmother called thepup.’ [judgment from E. Kiss 2002]

This judgment once again follows from a non-confggional verb phrase structure, where
the subject DP c-commands (into) the object DP \acelversd.

2.6 Free postverbal consitutent order

(vi) The major descriptive appeal of the flat VP analisthe ease with which it can treat the

apparent radical freedom of postverbal word ordérile we find a strict hierarchy to the left

of the finite verb, in the postverbal area a radiegedom of constituent order is attested. This

falls out in a flat VP analysis, on the assumptibat the overt material to the right of the

finite verb corresponds to what is dominated by\tRe

2.7 Anaphor and pronominal variable binding

(vi) S/O asymmetries are nevertheless manifested iphanaand pronominal variable

binding.

a7) a.

*Gyakran elemzi(k) onmaguk/egymas a pszicholégusokat
often analyze-3sg/3pl themselves-noaiiedher-nom psychologists-acc
“*Themselves/each other often analyze pshdists.’

Gyakran elemzik a pszicholégusok  Ogukat/egymast

often analyze-3pl psychologists-nom nikelves-acc/each other-acc
‘Psychologists often analyze themselves/edicbr.’

These asymmetries are presumed not to be a refleatia structural asymmetry, but instead,

of an asymmetry in terms of prominence in a Thernblierarchy or in terms of linear

precedence: E. Kiss (1991, 1994a) posits a Prin@mydition, which subsumes these two

factors disjunctively in order to cover the complset of anaphor and pronominal variable
binding facts’
All in all, the flat VP theory appears to be a dgsovely successful and analytically

simple account of the facts above taken together.
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3 Reducing subject-object symmetries to scrambling

What | demonstrate next is that the arguments wadein the previous section are not
compelling. The various forms of a lack of an SEyrametry(i—vi) enumerated in section 2
are inconclusive in supporting a non-configuratipflat VP approach. Argumentsi), (iv)

and (v) are ill-founded, and(i), (i) and (vi) lose their force, given that a scrambling

movement analysis based on a hierarchiPatan derive the observed patterns just as well.

3.1 Weak Crossover and Superiority

In particular,(i) and(ii) lose force because scrambling is known to obWé@O violations.
Scrambling languages typically lack WCO and Supgyioviolations in mono-clausal
contexts (see (2) and (3), respectively) (e.g.,delail986, Saito 1992, Wiltschko 1998,
Fanselow 2001, and especially Fanselow 2004)ustilate this from German in (18) and

(19), respectively.

(18) Wen liebt seine Mutter nicht?
who-acc loves his mother-nom not

‘Who is such that his own mother does not love him?

(19) a. Wen hat wer gesehen?
who-acc has who-nom seen
b. Was hat wer gesehen?
what-acc has who-nom seen
c. Ich weiss wen wer liebt.

I  know who-acc who-nom loves

Scrambling languages are assumed to show no Stupertr WCO effects becasue
scrambling itself obviates Superiority / WCO. (2Xemplifies WCO obviation in German,

and the same is illustrated in (21) for Japanese:

(20) a. *...weil seine Mutter jeden &uoten  liebt
since his mother-nom every student-acc loves

‘His mother loves every student.’



b. ... weil [jeden Studentgergeine Mutter it liebt
since every student-acc his mother-nom loves
[Grewendorf and Sabel 1999: 16]

(21) a. ?*[[Soitui-no hahaoya]-ga [ darei-oit&igi]] no?
the guy-gen mother-nom  who-acc love Q
b. ?Darei-o [[soitui-no hahaoya]-ga [t aisif¢rno?
who-acc the-guy-gen mother-nom love Q
‘Who does his mother love?’
[Saito 1992: 73]

The obviation effect follows on the assumption thatobject can undergo A-bar movement
starting from a positiombovethe subject, a position that is available to ggsely due to
scrambling. As Fanselow (2001) points augs-fir split can strand th&ir+XP component
of the complexwh-phrase in a scrambling position, providing evidetitat scrambling can
feedwh-movement in German, see (22a). This approachwesdurther confirmation from
the fact that an in situ objesthphrase can overtly scramble above the subybgbhrase, see
(22b) (e.g., Muller 1993).

(22) a. Was hatte denm [fir Aufsatze] selbst Hubert nicht rezensieramllen
what had Prt { for papers] even Hubert not review nted
‘What kind of paper would even Hubert not have \edrb review?’
(Fanselow 2001)
b. Wem hat was wer t gegeben? (Mller 1993)
who-dat has what-acc who-nom  given

‘Who gave what to whom?’

Although WCO S/O asymmetries are absent with siwbrtnovement and focusing,
they obtain in some other cases (cf. Maracz 19B8lustrate this in (23) with universal
quantifiers. The contrast in (23) would be expldina a flat VP analysis by E. Kiss’s (1991,
1994a) Primacy Condition on Binding involving theémagrominence and linear precedence
disjunctively (see(vii) in section 2 above). But the contrast receivedraightforward
explanation on a hierarchicaP account as well: Quantifier Raising (QR) of timévarsal QP
(cf. Suranyi 2003) produces a WCO configuratio(2ida), but not in (23b).
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(23) Nem ismerte fel
not  recognized-3sgprv ...
a. *[aza ferfi, aki bememrossgihozz4] [mindegyik lanyt]
that the mamom who in-went-3sg to.herevery girlacg
“*The man who dropped by helidn’t recognize every girl
b. [mindegyik lany] [azt a férfit, aki bememirosssihozza |
every girlhom; that-acc the maaecwho in-went-3sg to.her

‘Every girl didn’t recognize the man who dropped by; her

Universal QPs (and other increasing distributivesQéan be fronted in Hungarian to their
preverbal scope-taking position overtly (traditityaidentified as an adjunction site;

Szabolcsi 1997 argues that it is DistP, but se@r8ui2004a for a defense of the traditional
view). If we apply this overt form of QR (call it Rfronting) in (23a), we get (24), and
somewhat surprisingly, the degradation of (23a)ostncompletely disappears.

(24) (?)[Mindegyik lanyt] felismerte t;' [az a férfi, aki bemengrossci hozzalt;
every girlacg recognized-3sg that the maam who in-went-3sg to.her

*?The man who dropped by heecognized every girl

The Primacy Condition, which disjunctively involvegecedence and thematic prominence as
a condition on binding, is able to cover this fatlie quantifier precedes the bound
pronominal in (24}° However, the same fact receives an explanatiorthenscrambling
account too, and does so in the same way as inabe of (3a) above: in the derivation of
(24), the object is first scrambled to a positimowe the subject (%), and is A-bar-moved
to its preverbal position in a second step. Whatars that this derivation is not available in
(23a), is that scrambling is generally restricedvert syntax?

In short, on a scrambling account, thematic promieecan be replaced with c-
command inside theP, and instead of precedence, scrambling takesofare availability
of A-binding by the object into the subject pretysethen the object comes to precede the
subject. On this approach, the licensing conditbdrbinding can simply be based on c-
command, instead of the theoretically less desrats$junctive principle of the Primacy

Condition.



3.2 Ildioms and compositional theta-role assignment

The appealing argument from idioms and compositigdhata-role assignmentiii) is
inconclusive for two reasons (for the sake of bgeui concentrate here on idioms, but the
arguments extend also to compositional theta-r@sigament). First, the logic of the
argument is flawed: on a flat VP analysis, whicé évidence is supposed to support, [V+S]
does not form a base structure constituent, andlaes [V+O]. This apparently flies in the
face of the notion (going back to Marantz (1984pgttidioms are (roughly) base structure
constituents. Second, idioms frequently cited ® ittstantiate the [V+S] idiom type are not
in fact disallowed in a hierarchical VP structure Marantz’s (1984) assumptions either. For
instance, [V+S] idioms involving a subject thataiguably an underlying internal argument
of the verb, such as unaccusatives, are predioteed tllowedPiroskanak leesett az alld.
‘Piroska-dat fell the jaw’ andPiroskanak kinyilt a szemé. ‘Piroska-dat opened the eye’
(cited in E. Kiss 2002) exemplify this type of idid? Psych verb constructions are another
case in point. Chtareva (2005) argues that a guadup/+S] idioms in Russian that are
apparently problematic for Marantz’'s (1984) hypstken reality fully conform to it, insofar
as they represent idioms involving psychologicalsadive predicates whose surface subjects
are themes, and whose surface objects are experse(like the English verfrighten); see
(8a). On a fairly standard approach (see Belletti Rizzi 1988), in these constructions the
experiencer is generated above the theme, henaethend the surface subject form a base
structure constituerit. This type of example has often been used, albeihgty, to back up
the flat VP analysis (see e.g., E. Kiss 1987a: 3p-<e (25b), as well as (8) above.

(25) a. Ivan-a zajela sovest’
lvan-acc up.ate  conscience-nom
‘lIvan’s conscience is troubling him.’
b. Janost elkapta a gepszij [E. Kiss 2003: 26]
J-acc PV-caught the driving.belt-nom
‘John is intensively involved / caught up inregthing.’

Third, even English has idioms involving S and Wt bot the complement of V: for instance,

God bless himFortune smiled on Gwendolyor The devil alone knows gee Postal 2002

for more examples, and compare also Everaert 1883ame goes for the influence on theta

role assignment, e.gsomebody is eating popcova. Something is eating himAccording to

Everaert, subject idioms are much more frequerdlearly configurational languages than
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often suggested in the literature, although ohijtioms are clearly the less marked csef
course, the same is true for Hungarian: [V+O] idsoane more abundant than [V+S] idioms.
All'in all, no firm conclusions can be drawn frofmretdomain of idioms to back up a flat VP
analysis.

3.3 Movement of subjects

Moving on to the observations ffiv), it is easy to see that, even though they invave
difference between subject and object, they argeqindependent of the issue of
(non-)configurationality. As far as the lack thiat-trace effects is concerned, this has been
correlated with the property @ro-drop (Perimutter 1971), and with the availabilitfyvP-
internal subjects (Bennis 1986, Szczegielniak 1998pperties that are applicable to
Hungarian and that can be found in configuratidamadjuages as well.

Regarding the grammaticality offh-extraction across a local [Spec,CP] filled by
anotherwh-phrase, this is a feature that can be explaineterims of the left-peripheral
configuration underlying Bulgarian-type multiplevh-fronting (see Rudin 1988),
characteristic also of Hungarian. It has also b®meygested that this behavior is a feature of
languages where \@P-internal surface position is available to sulggetg., Italian, Spanish
(see Sabel 2002 and references therein), whichde again a property that apparently holds
of Hungarian. The availability of @P-internal position for the subject once again doats
directly concern the hierarchical asymmetry betwt#enposition of subject and that of the

object.

3.4 Condition C

Let us now come to the alleged S/O symmetry wisipeet to Condition C violations, i.ev).
The first point | would like to make concerns thatss of examples like (16). 10 out of the
25 informants whose judgments | have surveyed faxainples analogous to (16) degraded,
but not unacceptable (? or ??), and 7 speakerggutiggm to be OK, and only 8 informants
rejected them as ?* or *. Second, the degradaband in (16) can partly be put down to the
placement of the pronoun, which is in a final posit separated from the verb by the subject
phrase. In Hungarian such a surface position isvknim be generally disfavored by personal
pronouns, which, if postverbal, prefer to be clésghe verb (Varga 1981), not separated
from it by a stress-bearing element. Indeed whernstibject expression is fronted to a topic
position and hence the accusative pronoun followes erb immediately, the judgment

profile improves significantly: OK=10, ?=9, ??=3z=2, *=1. A more radical improvement is



attested when the antecedent of the pronoun is msalient by the context, and the (3SG)
overt pronoun in examples analogous to (16) isacgu by a (3SG) objepro. In contrast,
when the silent pronoun is a subject bound by thesg@ssor in the object, the sentence is

severely degraded.

(26) a. ?Pétefonodke hivta  fel pro; reply to: Who called up Peter?
Peter'sboss-nom called up him
b. *Péterfonoket hivta  fel pro; reply to: Who did Peter call up?

Peter'sboss-acc  called up ihe

It is important to note that although examples wvath object pronoun co-referring with a
lexical possessor inside the subject are of vaamxptability across speakers, speakers tend
to find sentences with a subject pronoun co-refgrivith a lexical possessor inside the
object much worse. Although judgments of co-refeeeninvolving nominative and
accusative pronouns—but see Note 10) are not 9p sizato serve as the basis of a strong
argument either pro or con, they lean in the exggkdirection only if the subject is indeed
generated above the objétt.

Interestingly, E. Kiss has suggested that with-possessors (instead of lexical
possessors) we get no S/O asymmetry, unlike iniEmgludgments from E. Kiss 1987b),
compare (27) and (28). On the flat VP approach) @h be seen as involving Strong

Crossover, i.e., a Principle C violation.

(27) a. *Kinekaz anyja hivta  fel 6t;?
whosethe mother-poss.3sg-nom called up him cf. (28a)
b. *Kinek az anyjat hivta  fel 6;?

whosethe mother-poss.3sg-acc  called up ;i he cf. (28b)

(28) a. Whose mother called him up?
*Who did his mother call up?

Let us accept E. Kiss's judgments in (27) at facdue (though, see Note 16 for
qualification). What | would like to argue is thaven given these judgments, such a

subject/object symmetry does not necessarily peoeddence for a flat VP analysis. The
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ungrammaticality of (27b) follows if S c-commandsr@ide thevP. As for (27a), | propose
that it is ruled out as it is blocked by (29).

(29) Ki hivott felti' az ¢;) anyja t? [=(3a)]
who-acc called up the his mother-possi8sy
*?Who; did hig mother call?’

Ruys (1994) argues that, given an interface econapproach (see Reinhart 2006 and
references therein), (28b) is blocked in Englisi(28a), because (28a) is derivationally more
economical than (28b), as it involves a shovt¥movement (cf. also Spector 2004). On
account of its optionality, scrambling is often éakto incur no derivational cost (see e.g.,
Fukui 1993, Saito and Fukui 1998, Boskownd Takahashi 1998; note that this follows
directly on a base-generation account of scrampliRgcall that | assumed in section 3.1
above that (29) (=(3a)) is well-formed in the firgace because of the availability of a
derivation involving scrambling of @boveS prior towh-movement, i.e., to a position that is
closer to the left peripheral CP/FocP position ttienbase position of S. This means that the
derivation of (29) involves a shortetrmovement to CP/FocP than (27a), and | propose that
this is why (27a) is blocked.

An analogous paradigm is found with universal giii@n$ in the place oWwh-phrases,
and the same blocking effect will be triggered.nlibthe examples here in the interest of
conserving spack.Note finally that (27a) is also out in German. @an is configurational

and has scrambling, hence the same logic of blgckpplies there as well.

3.5 Free postverbal constituent order and verb raing

The freedom of postverbal constituent order, (v@., is clearly not compelling evidence in
favor of a flat VP insofar as scrambling can dettive freedom in word order just as well.
Scrambling is predicted to be restricted to thetymbal field, once it is assumed that the
verb is moved to the head of a functional projecabove the/P. That the verb is raised into
the IP domain (in neutral sentences) is a viewesharo. by Szabolcsi (1997), Puskas (2000),
and Brody and Szabolcsi (2003). The exact idewofitthe projection hosting the verb will be
immaterial for the present purposes. Determinirggekact landing site (and potentially, also
a trigger) of the Hungarian scrambling movementapen is tangential to the main point of
the present paper, and indeed the choice is ungentdeed by the data discussed in these

pages (e.g., scrambling targeting tWe-edge, or the TP-edge are equally conceivable,



depending, of course, on the choice of specificortbical assumptions; for recent
alternatives, see e.g., Boskéwand Takahashi 1998, Grewendorf and Sabel 1999miKar
2003, Kitahara 2002, Miyagawa 1997, 2001, 2003, $aitb 20032 Therefore, the issue is
not discussed here in any detdil.

3.6 A-binding
Finally, the A-binding S/O asymmetries(¢#)) can be captured in a hierarchig® without
directly relying on thematic prominence or linearegedence, or indeed a disjunctive
definition incorporating both: A-binding facts cae deduced from structural asymmetries in
the hierarchical structure in terms of c-commartk Bsue of A-binding will be taken up and
will be dealt with in more detail in sectiorf%.

Having shown that some of the arguments for aRtare ill-founded, and others are
forceless once a scrambling account is consideseah alternative, in the next section | go on
to present phenomena of S/O asymmetries that styiehallenge the non-configurational

VP analysis, and directly bolster a scrambling apph (hoduloa hierarchicaP).

4 Arguments in favor of the hierarchicalvP + scrambling account

In addition to the S/O asymmetry exhibited by uréa¢ QPs for WCO, which was discussed
in section 3, in this section | point out severtdles S/O asymmetries. These asymmetries are
all problematic for a non-configurational VP apmbabut are expected if the Hungaridh

is hierarchicaf!

4.1 Superiority
The first asymmetry to be noted here concerns &ffet Superiority, which do obtain in
various constructions. The illustrative example (80) involvesn-word fronting, where
obviation by scrambling (cf. section 3) is dispredd. Scrambling is disfavored (as an
intermediate movement step) in the derivation 0f,(8ue to the fact that the discourse effect
that scrambling results in, i.e. familiarity, icompatible with the non-specific (non-familiar)
interpretation of the fronted objestword in (30). In a context, however, where theecbi-
word can be interpreted as specific (quantifyingrawv familiar set), (30) becomes acceptable.
As expected under a configurational analysisRyfif the subjech-word is fronted instead of
the objech-word in (30), the sentence is acceptable oncenagai
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(30) #Nyilvanos helyen szerintem senkitse  csokoljon meg senki
public place-on in.my.view noora&CcNEG kiss-Imp-3sgPv  noonerom

intended:‘l think nobody should kiss anybody ipublic place.’

The same holds true of multipleh-questions in which oneh-element is fronted only,
asking for a single pair of individuals, in parf@y of the type that involves two non-D-
linked wh-expressions. In the dialogue below, the inspe@octan ask the witness (W) the
guestion in (a), while question (b) is infelicito@sven that neither of the twah-pronouns is
D-linked.

(31) W: I heard the noise of someone slapping sometse in the face behind my back.
| turned around at once.
I:  And what did you see?
a. Ki vagott pofon  kit?
who-nom hit-past-3sg face.on who-acc
b. #Kit vagott pofon  ki?

Scrambling is unavailable to the non-D-linket-object, whence it can only move to the left
peripheral CP/FocP from its VP-internal positiorhisT however, results in a Superiority

effect.

4.2 Movement out of subjects

A second difference between S and O, one thatpea&d on a configurational analysis of
VP, is that subjects, but not objects (and otherptements) are CED islands, similarly to
what we find in English. If not only objects, butbgects are also complements of the verb, as

the flat VP account presumes, then such asymmetrgegnexpected.

(32) a. ‘Melyik tisztviseBvel, olvastal [egy interjut  t;]?
which official-with read-past-2sg an intiemw-acc
‘Which official did you read an interview with?
b. *Melyik tisztvisebvel, allitotta [egy interjdi], hogy rd a GDP?
which official-with claimed an interview hat grows the GDP

“*With which official did [an interviewt] claim that the GDP is growing?’



4.3  Condition C

Although judgments go in the direction expectedaaronfigurational’/P account, Condition
C effects involving overt nominative and accusaiwvenouns do not result in a very sharp
contrast between S and O, as discussed in sectoip&haps due to factors discussed there,
see especially Note 14). However, Condition C é¢$felo produce a strong S/O asymmetry in
the domain of epithets, i.e., definite NPs whick aoreferential with, though different in
descriptive content from, their antecedent; se@a{B3 These function like pronouns, but can
be used for testing purposes here free of the doatjgns associated with pronouns (again,
cf. section 3.4). Similarly, we find a marked S/@ymmetry for Condition C in A-bar
reconstruction (33c—d), and with lexical DPs (334tHe latter is noted by Maracz 1989, and
by Choe 1989). In (33c—d) the object and the stipjespectively, are fronted to the topic
position. This A-bar movement is reconstructed be fposition marked by the trace
(Chomsky 1993, 1995), i.e., to a VP-internal positi

(33) a. Janos anyja nemis latogatfa azt a szerencsétlen gyereket.
John’smothernom not even visit-3sg  that-acc the poor claitad;
‘John’s mother does not even visit that poor child

b. *Az a szerencsétlen gyegeknemis  latogatj Janos anyjéat
that the poor childrom not even visit-3sg  Johpimotheracc
“*That poor chilg does not even visit Johptsother.’

c. *[A Janossalalo beszélgetésinkgt] késbb letagadta o) t«

the Jwith ExpLdiscussion-poss.1pl-acc later pv-denied-3sg he

“*He; later denied our discussion with John

d. [A Janossalalo beszélgetésiunk] rossz szinbe tuntette felst;
the Jwith EXPL discussion-poss.1pl-nom bad color-in showrredim
‘Our discussion with Johgave hima bad reputation.’

e. Felhivta Janaasnydsa Jan@st[adapted from Maracz 1989]
pv-called-3sg Jismother.in.lawaom J-acg
‘John’s mother-in-law called Johh

f.  *Felhivta Jangs Jangsanyosat.
pwcalled-3sg Jom,; John’smother.in.lawacc

‘*John called John’smother-in-law.’
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These data demonstrate that Condition C does inndase apart subject from object, as far as
their base positions are concerned: the subjeétuingarian too originates higher than the
object. The same conclusion is suggested by theradison (illustrated in Note 14 above)
that while various factors (namely, prosody, topredion of the DP containing the
antecedent possessor, and the case-form of thegsus} influence the acceptability of an
object pronoun coreferring with the possessor mghie subject, the same factors do not
affect the (non-)acceptability of a subject proncoreferring with the possessor contained in
the object. This latter fact is predicted on theasthbling account, as only the latter scenario

involves a Condition C violation, given a hieraalivVP?

4.4 Scope-taking of non-increasing QPs

Another domain where an S/O asymmetry is detedescope-taking by postverbal non-
increasing QPs (increasing QPs take scope via d&aném distinct from that involved in

scope-taking by non-increasing QPs, see Szabo8&i And Suranyi 2004a for diverging
views). A few-QPog; cannot scope over a u@p (34a), while afew-QPsys; Can scope over

the uQR; (34b) (see Chapter 2, Section 5.5 for an analogairsof examples):

(34) TAVALY végzett el ...
last.year did-3sgpv...
a. minden diak kevés kurzust. [,>0 > S]
every studentom few courseacc
‘It was last year that every student did fewrses.’
b. kevés diak minden kurzust. [6,>0 > S]
few studentiom  every cours@cc

‘It was last year that fewer than 100 studelidsevery course.’

This is because decreasing QPs do not take ingemgee higher than their A-position (see
Szabolcsi 1997 and Surdnyi 2004a for detailed d&on and references). The contrast in
(34) is explained only of the A-position of the gdi is higher than the A-position of the

object?®

4.5 Incorporation
As Maracz (1989) points out, incorporation of adbaominal is possible when the nominal is

an object, but impossible when it is a subject.sTikiexactly what is predicted in Baker’s



(1988) model of incorporation as involving syntaduipward) head-movement, provided, of

course, that the subject is generated higher tiaolbject.

(35) a. Janos konyvet olvas
J.-nom book-acc read-3sg
‘John read a book.’
b. *Tanar olvas jO kbnyveket
teacher-nom  read-past-3sg good book-pl-acc

‘Teacher(s) read(s) good books.’

Thus far | have presented arguments in favor of approach that incorporates a
hierarchical VP (i.e.yP) structure and postverbal scrambling (the verrthvraises out of
thevP). In the remainder of the paper | demonstratetii®areordering of object to the left of
the subject in the postverbal field indeed haspifuperties of (a certain type of) scrambling

movement?

5. Probing the properties of Hungarian scrambling

If Hungarian indeed has a configurational vP, witle subject generated higher than the
object, and postverbal object—subject order iseddde result of scrambling movement, we
expect sentences with this order to exhibit progerhormally displayed by scrambling
orders in well-known scrambling languages. Giveat geveral distinct types of scrambling
languages and scrambling operation types have tbeseribed in the literature (cf. e.qg., the
German-type vs. Slavic-type vs. Japanese type d@ppts, probing the properties of what |
have assumed to be a scrambling movement williaiggve situating Hungarian scrambling

(descriptively) within the scrambling typology.

5.1  Scrambling and anaphor binding
Scrambling of the object above the subject feedshinding of anaphors in the possessor

position of the subject in Hungarian (see 36a-b).

(36) a. *?Sokat kritizaljak egymas szllei Janost és Pétert
lot-acc criticize-3pl each other’s parentsmo J.-acc and P.-acc
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b. “Sokat kritizaljak [Janost és Pétert] egymas szllei ti
lot-acc criticize-3pl J.-acc and P.-acc each other’s parents-nom

‘John and Peter are criticized a lot by eatieio$ parents.’

This property is characteristic of Japanese locambling (cf. (37) below, see Saito 1992:

74f); whereas it is not shared by German, SlawvicAtbanian scrambling (see, e.g.,
Grewendorf and Sabel 1999, Kitahara 2002, Saito320Crimi 2003, and references

therein). (38) exemplifies the case of German.

(37) a. ?*[Otagai-no sensei]-ga karera-chahsita]  (koto)
each other-gen teacher-nom they-acc @@ (fact)
b. ?[Karera-p [[ otagai-no sensei]-ga ti hihansita]] (koto)
they-acc each other-gen teacher-nom iticized  (fact)

‘Each other's teachers criticized them.’

(38) a. *...weil [dieLehrervon sith zweifellos den Studenten
since [the teachers-nom of SICHIndoubtedly the student-acc
in guter Erinnerung  behalten haben.

in good memory kept have

“*The teachers of himself have undoubtedly keptghalent in good memory.’

b. *...weil [den Studenten] [die Lehrer von sich zweifellos
since the student-accfthe teachers-nom of SICH] undoubtedly

in guter Erinnerung behalten haben.

in good memory  kept have (Grewehdad Sabel 1999)

This follows if Hungarian scrambling is or can bemf®vement and Condition A is an

‘anywhere condition’ in the sense of Belletti and#R (1988), Epstein et al. (1998), among

others. The anaphor inside the subject is A-boynidhé scrambled object in (360).

Scrambling also feeds pronominal variable bindingth in Hungarian (see (39a-b))

and in Japanese (see, e.g., Saito 2003: 485) huhrGerman, see Grewendorf and Sabel

(1999) (=G&F 1999)), to which the same explanatialhextend.



(39) a. *?EBBEN A VAROSBAN bantalmazottprp tébb diakja]
this-in the town-in assaulted pro; several student-poss.3sg-nom
[kevés tanart]
few teacher-agc
b. EBBEN A VAROSBAN bantalmazott [kevés tahar[pro; tobb diakja] t;

‘It's this town where few teachers were assliby several of their students.’

5.2 Scrambling and Condition C

Postverbal scrambling in Hungarian does not feembgrate Condition C:

(40) a. Latta (6bn)magat Janos t; atukorben
saw-3sg (his-)himself-gccl-nom t;  the mirror-in
‘John saw himself in the mirror.’
b. **Lattak a fidk anyjat 6k ti [cf. the discussion of (5)]
saw-3pl the boy-piother-acc they-nomt;
“*They; saw the boys'mother.’

The same holds true of Japanese short (i.e., lsceambling:

(41) a. [Zibunzisin-p [John-gat; semeta]]
himself-acc J-nom t blamed
‘John blamed himself.’
b. *[[John-no hahaoya]ro[ kare-ga t; semeta]]
J-gen mother-acc he-nom ti blamed

“*He; blamed John’s mother

5.3 Scrambling and WCO

The Hungarian short scrambling operation does miige WCO effects, rather, it obviates
WCO violations. This was demonstrated by exam®8s-24) in section 3.1 above. Note that
if the object universal QP moves only as far astthposition in (24) (object scrambling

without the extra QP-fronting step in (24)), theut s still grammatical, see (42) below).
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(42) Felismerte [mindegyik lanytjaz a férfi, aki bemenirossgihozza] — t
recognized-3sg every gakg that the mamom who in-went-3sg to.her

*?The man who dropped by heecognized every girl

Japanese type scrambling (and also German typenkling, see (44)) exhibits analogous

contrast<®

(43) a. ?*[[ Soituno hahaoya]-ga [ dare aisiteru]] no?
the guy-gemother-nom who-acc love Q
“??Who does hisnother lovei?’
b. ?Dareo [[ soitu-no hahaoyal]-ga  t[ aisiteru]] no?
who-acc the-guy-gen mother-nom love Q (Saito 1992:73)
(44) a.*. ..well sein®lutter jeden Studenten liebt.
since  his mother-nom every student-acc loves
“*Hisi mother loves every student
b. ... weil [jeden Studenten[seine Muttar ti liebt]].

since every student-acchis mothefom  loves (G&F 1999)

54 Scope
If scope interpretation in a subject—object ordeumambiguously S > O, as in (34a) above,
reproduced here as (45), scrambling of the objear dhe subject introduces scope

ambiguity, as in (46).

(45) TAVALY végzett el minden didk kevésrkust. [S>0,*0 > S]
last.year did-3sgrv every student-nom few course-acc

‘It was last year that every student did few cesrs

(46) TAVALY végzett el [kevesebb mint 6t kurzystjinden diak t; [S> 0O, O > S]
last.year did-3sgpvfewer than five coursaeg every studentrom t;

‘It was last year that every student did fewentbacourses.’

The same holds true of Japanese, and German tpillizstrates the case for Japanese:
while in the subject—object order only a direct meonterpretation is available, when the

object is scrambled to the left of the subjecthlsxope interpretations become available.



(45) a. Dareka-ga daremo-o aisite iru.
someone-nom everyone-acc loves
‘Someone loves everyonell>[0 / *J>0

b. Daremo-¢ dareka-ga t; aisite iru.
everyone-acc someone-nom  loves

‘Someone loves everyondld>[ / 0O>0

All in all, the basic properties of the postverbabrdering under scrutiny here appear to
most closely match those of Japanese short scragfbliThis provides strong confirmation

for the proposal that this reordering indeed ineslgcrambling in Hungari&f.

6 Checking typological correlations

Before concluding this chapter let us inspect twarengeneral questions that bear on the
issue raised in this paper: first, whether Hungashares the properties of well-studied non-
configurational languages, and second, whether Bligng is characterized by the features
that are commonly seen as correlates of the schnagnptoperty. The relevant typological
correlations may provide indirect support for tleeasnbling movement approach | have put
forward.

The theme of (non-)configurationality has occupoethter stage in research in free
word order beginning from the late seventies. # baen established by now that, scrambling
aside, non-configurationality is not a syntactigaihiform phenomenon: non-configurational
languages belong to two (or possibly more) mainugso (see, e.g., Baker 2001, and
references therein)Pronominal argument languageska head-marking language<e.g.
Mohawk, cf. Nichols 1986, Jelinek 1984) are chaazeéd among others by the absence of
Condition C effects within a clause, presence of WV€ffects both with subjects and with
objects, absence of NP anaphors, absence of nerengal quantifiers (e.g., ‘nobody’, or
universal quantifiers with singular agreement) cdiginuous constituents (e.g., separability
of determiners from their NP) and masspre-drop (cf. Baker 1996). In contrasiependent-
marking languageslike Warlpiri (to which Jelinek’'s 1984 accountnst straightforwardly

applicable) are characterised by the absence of Wfi#ats as well as by the presence of
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Condition C effects with subjects and objects alikkis latter language type is treated by
Speas (1990) and Baker (1996) by generating theicdl arguments as secondary predicates,
which are coindexed witpro elements in argument positions (sharing this fatgpect with
Jelinek’s 1984 treatment). Secondary predicate¥Brenternal, and hence are c-commanded
by the Case positions of both objects and subjadience the absence of WCO effects and
the presence of Condition C effects with both stisjeand objects on that account. As
predicted by the gro-as-argument’ analysis (common to head-marking dapendent-
marking languages), Warlpiri allowsro-drop in all argument positions, it does not allow
non-referential NPs as true quantifiers or simple Bnaphors (like Mohawk), and as
predicted by the ‘lexical-arguments-as-secondaeghgates’ hypothesis characterising
dependent-marking languages, the nominal/adjedatigsénction is neutralised in Warlpiri
(e.g., nouns have no true articles, they can fanas attributive modifiers and as secondary
predicates quite freely), a nominal (and secongagegicates in general) cannot be separated
from its clause, discontinuous constituents areeextly free (all these properties are absent
from Mohawk) (see Baker 2001).

Hungarian differs significantly both from head-miack and from dependent-marking
non-configurational languages. It allows only sebjpro-drop fully, objectpro-drop is
severely restricted, and non-object complenpeatdrop is absent. WCO is absent from local
wh-movement contexts, but is attested clause-intgrna@ some other constructions.
Condition C effects are present in some cases wWheglish does not have them, but its
distribution is narrower than in dependent-markiagguages. Hungarian has NP anaphors
and non-referential quantifier NPs. Discontinuoxigressions are atypical (e.g., the possessor
is in some cases separable from the possessed, remdh)are amenable to a movement
analysis (see Szabolcsi 1983). The nominal/adjedistinction is prominent, and nominals
can move out of their local clause into superorgirdauses. In short, Hungarian does not
fall neatly into either one of the two best studie@jor classes of non-configurational
languages.

On the other hand, a number of implications invadviscrambling that have been
noted in the literature are apparently applicaldeHungarian. A frequently advocated
generalization is that scrambling implicates V4rags(e.g. Tada 1993, Saito 1992, Miyagawa
2001). As | show in Suranyi (2009b), the verb alsvapdergoes movement out of & It
has been suggested that scrambling languaggs@drop languages (e.g., Grewendorf and
Sabel 1999); as pointed out above, Hungarianphasirop. Head-finality of the VP is also

often assumed to be as a correlate of scramblimg, (Bukui 1993, Haider and Rosengren



2003). Given that the verb is invariably raised ofuthe VP in Hungarian, an underlying OV
analysis is compatible with Hungarian (note alsat #8Ps, NPs and attributive AdjPs are all
head-final in the languagé).A last feature to be mentioned here that is sameti(rather
controversially) claimed to be implicated by theasgbling property is rich morphology,
more specifically, rich case morphology or/and rieerbal agreement. Both of these
characterize Hungarian.

In sum, Hungarian is essentially different from tia® well-known types of non-
configurational languages, while it (potentiallyiXsf all the descriptive generalizations
concerning scrambling languages we reviewed hehgghwlends further plausibility to the

scrambling approach | am advocating.

7 Avradically free word order alternation?

The main result of this chapter is that it elimesatan alleged residual idiosyncrasy of
Hungarian, the non-configurationality of its verbrgse, which goes against the Uniformity
of Grammars hypothesis of the minimalist researglog@mam (see Chapter 1), by
demonstrating systematically that a scrambling @ggn, based on a configurationd, is
readily formulable, and what is more, it is emmitig superior. Modulo scrambling,
Hungarian is configurational not only in its legnphery, i.e., its pre-verbal domain, but all
the way down. It has also been shown that postiebgect—subject reordering in this
language is akin in particular to short scramblofgthe Japanese-type (and contrasts in
crucial ways with German or Slavic scrambling). Doeerb raising, what occurs in the best-
studied scrambling languages to the left of thebvemaracterizes the postverbal field in
Hungarian.

It is not the purpose of this chapter to choosmfror evaluate, alternative approaches
to Japanese/Hungarian-type local scrambling. Ofssguf the main conclusions reached here
can be upheld, a more microscopic study of thegntas of Hungarian scrambling can serve
as excellent testing ground for current competicgpants of Japanese-type scrambling, with
repercussions for the ongoing debate over the ptgpelogy of scrambling in general.

The lack of a systematic semantic effect assocwtttdscrambling precludes a SEM-
interface based treatment of this apparently flesration. Any semantic effects that are

found, including those involving A-binding possibéds and options of scope interpretation,
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are those that arise as a by-product of being ddcat the hierarchical positions that the
scrambled element subject to the alternation oesuipi relation to other elements.

A feature-checking based treatment is also unfegdiecause no interpretable feature
or property could be identified as a counterparaqfostulated uninterpretable feature that
would trigger the scrambling movement.

If there is neither feature-checking nor a systemmsgmantic effect involved, then the
scrambling movement in Hungarian is apparentlyiggéred. If so, this would go against a
basic tenet of the minimalist research program, thig concept of the Last Resort property of
syntactic movement operations. In terms of the omstiin Chapter 1, the word order
alternation under scrutiny appears to be radidaéle. If correct, this would certainly be a
noteworthy conclusion. Before jumping to it too Bpave return to the issue in the next
chapter, where | propose to identify the triggethd scrambling movement, drawing on an

intriguing analogy with certain syntactic usesealatively high adverbials.

Notes

! Drawing on this body of work, in a recent papeKiss (2008), proposes a modification of

this view: the relevant nuclear constituent of theuse is not base-generated as non-configurational
but becomes flat in the course of the syntactidvddon. The detailed comparison of this recent
hybrid approach with the one put forward in thespre chapter is left for another occasion.
2 To keep a reasonable depth of subject matteil limit the discussion to the base position of
the subject and the direct object; the placememiostverbal internal arguments and adjuncts cannot
be addressed within the confines of this paper.eNbeless, the scrambling operation envisaged to
apply in Hungarian displaces not only direct olgebut also other internal arguments, including not
only DPs but PPs as well.
3 In E. Kiss (1994a), the VP is flat and there rmvenflectional projections like AgrPs or TP in
the clause. Her (2002) survey of Hungarian syntaesdadopt inflectional projections for the
treatment of inflectional morphology, but thesejgctions are assumed to play no role in the syntax
of arguments.

A terminological caveat is also in order: permuatatin the flat VP has also been referred to
as ‘scrambling’ in the literature on Hungarian. &g, this sense of the term should be kept apart

from the claim made in the present paper.



4 This is not to say that the configurational vibas lacked proponents (e.g., Horvath 1986,

Maracz 1989, and Speas 1990; cf. also Kenesei 1B@9ertheless, the proposed implementations of
a configurational approach were partly incompletd partly descriptively inadequate, and/or relied
on analytic devices that are no longer available ifosome cases, even formulable) in the current
restrictive framework.

> This fact is exemplified by Puskas (2000: 29%wever, her example is ungrammatical
independently of the WCO configuration; the one(da) is out exclusively due to WCO (the
degradation is only aggravated by whatever factterthines longvh-movement to be felt marked by
many speakers of Hungarian, compare (4b)). Puskésimple is (i). (i), however, is independently
rendered ungrammatical, on the one hand, by theelwd affixation on the embedded verb, which in
(i) agrees with a definite objectlrpronouns are known to trigger indefinite objectresmgnent
conjugation on the selecting verb). But even granthe correct (indefinite) agreement form of the
embedded verb, the example is out (even when dlweg a matrix subject that does not contain a
bound pronominal, cf. (ii), whengro in indexical), because the matrix verb form i©atecompatible

in (i) with an objectwh-pronoun long-moved into the matrix clause, whicutinely triggers

indefinite object agreement on the matrix verb.

() *Kit; mondta agro; anyja, hogy afidk lattak 7t
who-acc said.3sg.defobj the (his) mother-nothat  the boys-nom saw.3pl.defobj
“*Who did his mother say the boys had seen?”’

(i) *Kit ; mondta agro anyad, hogy afidk lattak 7t

who-acc said.3sg.defobj theur mother-nom that  the boys-nom saw.iBplefobj

Note that the acceptability of longh-movement is known to exhibit a certain degree afiation
among speakers: the spectrum goes from speakerdinechthem perfectly acceptable and also use
them in their speech to those that flatly reje@nth Of course, the contrast above exists only for
speakers who accept lomgrmovement constructions to begin with.

6 Brody (1995) argues that when undergomigmovement, objects touch down in a Case-
checking specifier, [Spec,AgrOP], an A-positionnfravhich thewh-object c-commands and A-binds
the pronoun within the VP-internal subject. Thiglsimed to be the reason why WCO is unattested
with shortwh-movement in Hungarian. It is irrelevant that t@iase-related position is identified as
the vP-edge in the more recent AgrP-less clause steichadel: what is crucial is that it has the
property of being above the base position of thges. Precisely this latter property is arguedaga
and is rejected by the Johnson—Koizumi-Lasnik aggitdo object Case checking, also embraced by
Chomsky in his most recent work, according to whiah Case position of the object is higher than its

own base position, but lower than the base positibthe subject. Independently of this choice,
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however, there are a number of empirical problenth the suggestion. For one thing, the same
WCO-obviating derivation is expected to be avadablth longwh-movement too, since long-moved
wh-objects trigger (indefinite) object agreement ba matrix verb, which indicates that the moved
wh-object passes through matrix AgrOP. Then, the Wiff€kt is predicted to be obviated with long
movement ofwh-objects, which is contrary to fact, cf. (i) (vé))( Another inadequacy of Brody's
(ibid.) Case-position based proposal is that isfa extend to non-object internal arguments, whic
behave on a par with objects with regard to WCQ, which do not bear structural Case, and
consequently are not related to a Case-checkingigrosibove the subject. Finally, as also pointed
out by E.Kiss (2002), it is unclear why the samewdion (with an identical WCO-obviation effect)

does not occur in English.

(i) *?Kit; mondott apro; anyja, hogy meglattak i 2t
who-acc said.3sg.indefobj  the (his) mothemno that PV-saw.3pl.indefobj
“*Who did his mother say that they had seen?’

(iiy ?Kit; mondott apro anyad, hogy meglattak i ?t
who-acc said.3sg.indefobj  the (your) mothem that PV-saw.3pl.indefobj
‘Who did your mother say that they had seen?’

" Deletion rules also operate without a subjectiibisymmetry, see (i). This has no bearing on the
configurationality issue, however, since in thesestructions the element escaping deletion (whether
a subject or an object) is moved out of the elligsie prior to deletion (by focusing, topicalizatior

some other A-bar movement) (see E. Kiss 1994a,)2002

() a. Marinak VIRAGOT vett Janos, Zsuzak pedig CSOKOLADET (E. Kiss 1987a, (11))
M.-dat  flower-acc bought J.-nom  Zs.-dat as.for chocolate-acc
‘As for Mary, John bought her FLOWERS, and@asSusan, he bought her CANDY.’
b. Marinak JANOS vette  a viragot, Zsuedé pedig PETER
M.-dat  J.-nom bought the flower-acc Zst-da as.for P.-nom
‘As for Mary, JOHN bought her the flowers, aaifor Susan, PETER bought her the flowers.’

® Notice that the flat VP structure causes Condiiiro be violated in examples like (17b): the
anaphor binds the referential expression withilaa\fP. Condition B appears to be violated in & fla
VP in examples like (i) below. In E. Kiss (2002)ese unwelcome consequences are prevented by
assuming the principle in (ii): since the subje® Ban bind the thematically less prominent object

DP, the object cannot bind the subject, so Condi@and Condition C are in fact not disobeyed.

(i) O/pro megolte magat



he-nompro-nom PV-killed-3sg himself-acc
‘He killed himself.’

(i) The asymmetry of binding

Ifa can bindb, b cannot bind.

Note that E. Kiss's Primacy Condition involves nos (relative thematic prominence, linear
precedence) that are not directly available todbailgrammatical analysis on within the current
mainstream minimalist framework, where thematicesolare configurationally encoded in an
articulated verb phrase structure (Hale and Ke¥%868), and linear order is not encoded in syntactic
structure (Kayne 1994). This Primacy Condition istually akin to analogous principles of
prominence utilized within the LFG framework in erdto restrict binding relations. For instance,
Bresnan’s (1995, 1998) Prominence Principle inv®ha& hierarchy of grammatical functions,
precedence and thematic prominence; languageshare dlaimed to vary as to which of these
constraints are active (which aspect of Bresnapisraach is, once again, not transposable to a
minimalist model).
°® As far as Superiority violations are concernetious other alternative analyses might in prikecip
be applicable. For instance, BoSkbwiontends in a series of papers (see Bogk@@d02 and
references therein) that if a functional head ettrgand enters an Agree relation with) multiple
instances of the same feature, the attracted etsnaam move to the functional head in any order,
given that the same total number of nodes will tessed whatever the order of the movements.
Based on work by Reinhart (1993/1997, 1998) and @895, 1998, 2000) on what has come to be
termed ‘interface economy’ phenomena, another pleséine is to argue that Superiority-violating
multiple wh-fronting orders are licensed qua economy violaibacause they target an interpretation
that cannot be achieved by the non-Superiority atioy wh-order (an approach embraced in
Fanselow 2004; see also Suranyi 2002: Ch. 6 ferghint). Indeed the sorting keys (cf. Kuno 1982)
in (6a) and (6b) above are different, and accoigjrappropriate answers differ too. (i.a) can answe
(6a) but not (6b), and (i.b) can answer (6b) but(6a).

() a. [fopJanos] foc tortat] csindlt, pp Mari] [roc jégkrémet], ...
J.-nom cake-acc made-3sg M.-nomce-cream-acc, ...
‘John made a cake, Mary made ice-cream, ...’
b. FopAtortdt focJanos] csindlta, +¢p a jégkrémet Hoc Mari], ...
the cake-acc J.-nom made-3sg the iearsracc M.-nom
‘The cake was made by John, the ice-creaidny, ...’

10 However, the disjunctive definition runs into@lplem with simple cases like (i).
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0] *Szereti  Janost ©6nmaga

love-3sg J-acc himself-nom

If binding of B by A is licensed either if A thenizdlly more prominent than B, or if A precedes B,
then (i) is predicted to be grammatical, contravyfdct. If, however, only thematic prominence
matters, but linear precedence does not (cf. Es R@?2), then the apparent feeding effect of ptacin
the object to the left of the subject on A-bindiofyanaphors and pronominal variables, which |
analyze here as an effect of scrambling, and wisialiscussed extensively in E. Kiss (1991, 1994a)
(see also (7), as well as section 6 below for exasngr this), is left without any account.

1 Brody (1989) discusses the example belowchwhie marks as *?. E. Kiss (1994b) claims
that context can improve it into a grammatical, ugjo still degraded, sentence (namely, if the
universal QP quantifies over a familiar and saliset). These judgments fall into place under the
present view. If the set quantified over by thevarsal quantifier is familiar/salient, then it can
(somewhat marginally) function as an informatiomustural topic. In this case, on its way to the lef
peripheral landing site, the QP can touch down scimbled position, which explains (23b). If,
however, these conditions are not met, then a tsaV®P likemindenkit'everyone’ is difficult to be
construed as a topic, it will normally function iead as the information focus of the sentencehim t
case the immediately following complex verb can emgd stress eradication). This discourse
structural status does not allow the QP to undexggambling prior to QP-fronting, whence it is

fronted to the left periphery in one step, givirgerto a WCO effect.

() *?Mindenkit  felismert a férfi, aki Bpett a szobgjdba  (judgment from Brody 198B))(4
everyone-acc PV-recognized the man-nom wksiépped the (her) room-in

“*The man who entered her room recognized ygat.’

Dobrovie-Sorin (1990) notes an analogous contrag&dmanian in the domain afi+elements: only
D-linked objectwh-phrases can escape inducing a WCO violation, valsereon-D-linkedwh-
expressions cannot. It is interesting in the presentext to also note a recently discovered palratl
English. Ishii (2006) shows that objeathich-phrases (i.e., overtly D-linkesvh-expressions) in
English fail to show a WCO effect in their locabuke, which he ascribes to the movement step that
targets thevP-edge (performed bwh-objects in the course of their successive cyclavement to
CP). Given that this intermediate step (which kedied by Ishii to scrambling) may count as an A-
movement operation only in the case of D-linkddphrases, the obviation effect of this movement

operation is limited tavhich-phrases.



12 These two examples involve a possessor that bas lextracted out of the underlying

complement DP (cf. Szabolcsi 1983). Idioms withogen possessor slot are possible, independently
(e.g.cat gotx’s tongug, as the possessor is not an argument of the verb.

13 Nunberg, Sag and Wasow (1994) argue that maoyngliare in fact compositional: the parts
of these idioms have contextually restricted metaiphl interpretations, which combine transparently
(see also Marantz 1997).

14 See Martin Everaert’s clarificatory note o ttinguist List, Vol-4-122.

15 A similarly strong contrast is found with overbligue case-marked internal argument
pronouns, which lack a covert counterpart, sep.({NMore precisely, oblique pronominal expressions
are realized as an element corresponding to thguebtase marker, whose morphosyntactic form is

that of a possessed noun head, and whose possessopersonal pronoun itself, typicallyg).

() ? A legjobb baratopanyja gyerekként egyaltalan nem foglatitbz vele
the best friend-poss.1sg mother-nom child-as t.alla not  took.care with.him
‘My best friend’s mother didn't take care of hjras a child at all.’

(i) *A legjobb baratomanyjaval ids koradban nem foglalkozott &, egyaltalan
the best friend-poss.1sg mother-with old age-8egsin  not took.care he at.all

“*He; did not take care of my best friend'sother in her old age.’

It must be noted that prosodic context seems tcathe acceptability level of sentences like (16):
when followed by a stress-bearing element (asiil), the acceptability profile of sentences liKis]

involving an overt object pronoun improves notidgalhs has been noted in the main text, it also
enhances acceptability if the object pronoun is separated from the verb by a stress-bearing
element. Using a dative possessor instead of tih@nadive form is another factor that increases
acceptability for some speakers. By contrast, rajrthese factors alter the judgment of overt subjec

pronouns.

(iii) ?(?)Hét kdzben mar nem is  hivja feligkfanyja 6ket egyaltalan
week during anymore not also calls up the bay®m mother-poss.3sg-nom themat.all

‘The boys’ mother does not call them anymore lad@aling the week.’
16 As for the reason for the preference of perspnahouns to surface immediately after the
verb (or verb plus patrticle), it can be speculdted this is due to their prosodic properties anttie
familiarity of their referents. On either accouitt, may well be that they preferably undergo
scrambling (to the right of the verb).

If this is correct, then it makes available twdgrtial ways to capture why sentences of type

(16) are degraded. One possibility is to constd® @s involving the scrambling of both S and O
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(call this ‘dual scrambling’): in this case theambled object pronoun will bind the base copy ef th
R-expression inside the subject. The fact that ransisled object anaphor does not give rise to
ungrammaticality even though it c-command the beggy of their antecedent R-expression in
seeming violation of Condition C does not in intsgleak against such a ‘dual scrambling’ analysis
of the degradation of (16). This is because thitiqudar behavior of object anaphors in relatiorhe
subject R-expression is well-known to be an indédpeh property in scrambling languages as
different as Japanese, Hindi, Korean, German andrgiem (a property put down to ‘lethal
ambiguity’ by McGinnis (2004)); see (40) for the gjarian example. What argues against this
account, however, is that object personal pron@ieknown not to be exempt, in the manner object
anaphors are, from inducing a Condition C violaiiothe very same language type, as they are not in

Hungarian either (see (i) below).

0] *Tegnap felhivta dket]; [a fik anyja] t
yesterday up-called-3sg them the boys-northerenom

‘Yesterday the boys’ mother called them up.’

According to the second possibility, (16) is constl as not involving scrambling at all, and
its degradation is therefore due to the above-raratl preference of personal pronouns to undergo
scrambling, which the object pronoun in (16) fadssatisfy. Scrambling the object pronoun to the le
of the subject in (16) cannot help either: in sackcenario the object personal pronoun binds the R-
expression within the subject from its scrambleglfimn, inducing a Condition C violation (see (i)).

1 In a late lexical insertion model like Disted Morphology, one can have (27a) and (29)
stem from the same Numeration, if one makes thangstson thatwh-pronouns in Hungarian are
nothing else but (spellout forms corresponding goynouns in the local context of vah-feature
(either on D or on Foc); this matter will not bergued here. In fact, Ruys’ (1994) conception of
blocking in (28) derives from the view that the quating (reference) set of derivations is determined
by interpretive equivalence, rather than on a Nati@n of lexical items (see also Fox 2000 and
Reinhart 2006 and references therein; the speelevance of Fox's implementation of this view is
that his account is formulated in terms of thetredalength of movement paths).

The interface economy approach is supported byfdbe that if thewh-elementki(nek)
‘who(se)’ in (27a) is replaced by the a D-linkadi-phrase like ‘which boy,” then (27a) improves
significantly, see (i). (In comparison, performitig same replacement in (27b) does not resultyn an
improvement.) By the same logic of blocking as sguphbove, (i) should be degraded just as much as
(27a) is, given that there exists a more economiealvation targeting the same interpretation
(involving object scrambling prior tavh-movement), see (ii). The reason why the same lagic

inapplicable to (i—ii), | believe, lies in the fattat (i) and (ii) are not entirely synonymous:oirmhally,



while (i) is a question about a set of mothersgdsinction of a set of boys), the question in (ii)
guantifies directly over a set of boys. The nomtidg of LF representations of (i) and (ii) actyall
follows on Rizzi's (2001) theory of A-bar reconsttion, whereby only non-D-linked/h-expressions
have their descriptive restriction part obligatprieconstructed, whereas the same is not enforced i
the case of D-linkedvh-phrases, whose lexical restriction is contextugilyen, topic-like, and as
such they can remain in the left periphery, licen8ere as topics generally are (cf. also Heycock
1995). Thus, the lexical restriction undergoes mstmiction in (27a), yielding the same LF
representation as (29), which can be informallyegias?x. x’s mother called.xin contrast, the
lexical restriction does not necessarily reconstinc(i) (see Shavrit and Guerzoni (2003) for an
argument for the stronger view that it cannot) refere it can (or, following Shavrit and Guerzoni

(ibid.), it must) produce an LF representationatiéint from that of (ii).

() ?(A harom kozul) melyik filnalaz anyja hivta  felét; idejében?
the three out.of which boy-dat the mothesgp8sg-nom called up him time.in
‘Out of the three boys, which boy’s mothelledhim in time?’

@iy (A harom kozil) melyik figt hivta fel azb; anyja idejében?

‘the three out.of  which boy-acc called uthe mother-poss.3sg-nom time.in

To the extent that one can interpkétek az anyjdwhose mother’ in (27a) as D-linked in a given
context, the same processes that | have arguegply an (i) can—to some degree—mitigate the
unacceptibility of (27a) (here the descriptive rietibn, besidesperson are derived from the
discourse context). Indeed, a number of speakeat Itthave consulted find (27a) marginally
acceptable (once again, the factors discussedfivses.4 in relation to (16) apply to (27a) as
the relative improvement of its acceptability).

Note that the present account of (27a) presuppibs¢she subject cannot raise to a srambled
position: otherwise thevh-movement of the subject in (27a) and Wiemovement of the scrambled
wh-object in (29) could be equally short, in whiclseg29) could not block (27a). That local subject
scrambling is unavailable is argued (for Japandse)Saito (1985), and is a reasonably well-
established generalization in the literature oradape-type scrambling (see Ko 2005 for evidence for
an opposing view).

18 Note that if scrambling targets thie-edge, say, by adjunction¥®, then the blocking analysis
of (27a) and (29) is compatible only with such anneof movement paths that is sensitive only to
categories thaproperly containthe moved element at its pre-movement position.hSuanetric
determines the movement of a scrambled objectn(429)) to be shorter than the movement of a
subject out of avP where no object scrambling has taken place (a@7a)). If the target of

scrambling is (exclusively) théP-edge, then it must be ensured that adjuncts ¢arvene between a
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scrambled phrase and the subject in [Sfic(because a®bject > Adjunct > Subjecpostverbal
order is well-formed in Hungarian). Neither of thds/o conditions applies to an approach that takes
scrambling to target the TP-edge (or allows scrarmghio target either theP-edge or the TP-edge).
This latter account presupposes that the verbrieudral clause sits in a functional projection even
higher than the TP (say, in the head of the prigjectvhose specifier is occupied by the verbal
particle in a neutral sentence). An advantage & ftbrmer view, however, is that it can
straightforwardly account for the unavailability sibject scrambling (see the previous Note), which
would be vacuous movement taking place within thgeeeof the same projection (viR?).

19 Although it apparently provides a simple accoofhpostverbal free word order, adopting a
flat VP implies giving up the binarity of Merge, @it is also diametrically opposed to what Kayne’'s
Linear Correspondence Axiom (LCA) permits (one o tonsequences of the LCA is that “if two
phrases differ in linear order, they must alsoediffi hierarchical structure,” Kayne 1994: 3). Bs¥
(2002) speculates that “a relaxed version” of Kayr{#994) LCA is not necessarily at odds with a
flat VP: elements under VP are unordered precisetiause they do not asymmetrically c-command
each other. This “relaxed version” is not providadwever. Should the LCA be relaxed in such a
way as to allow structures involving symmetric erenand, as in the case of a flat VP, a whole range
of welcome results of LCA-based syntax would be@ffely lost (among others, the way aspects of
X-bar theory are derived by the LCA).

20 As Suranyi (in press) shows in some detaildi#uian does not share the properties of either
one of the two well-studied classes of non-configional languages. This further weakens the
position of the flat VP approach.

2 These asymmetries are not covered by the Pril@acgition on binding (cf(vii) in section
2).
22 Returning to the examples with coveptd) pronouns in (26), it is conceivable that they do
not involve binding per se, in which case (26) malagous to (33e—f) above (cf. Reinhart 1983).
Without a context, (26a) is strongly ungrammatiddie possessor in (26) is apparently not salient
enough in itself, i.e., without a context, to lisenapro, which is known to require a highly salient
antecedent. This is confirmed by the examples beldvere thero element is one clause down from

the possessor, whence Condition C cannot explajnthdse sentences are out.

0] *Mari; anyjanak elmondtam, hogy nem kedvepro mar engem
M.-nom mother-dat PV-tell-past-1sg that notiked3sg (she) anymore me
‘| told Mary’s mother that she doesn't like me amyre.’

(i) *Mari; anyjanak elmondtam, hogy nem kedvelenpro mar
M.-nom mother-dat PV-tell-past-1sg that not iked1sg (her)  anymore

‘| told Mary’s mother that | don't like her anynmat



Oblique pronominals seem to tolerate an antecedéhtthe degree of salience associated with a
possessor, as withessed by (i) of Note 14 above.

Following this line of thought, a potential expléoa for the degradedness of E. Kiss's
example (16) as well as that of (27a) could be dbasethe requirement of the degree of salience
(accessibility) imposed by the overt third persoonpun on its antecedent. The degradedness of (26)
may then follow, insofar as a possessor in theestibg simply not salient enough to serve as an
antecedent of an overt third person object proratiner. Indeed, iproin (i) is replaced with an overt
pronoun, the acceptability of the sentence does sighificantly improve. The accessibility
requirements of anaphoric forms are known to vage(e.g., Ariel 1994); this might be the reason
underlying the fact that the Hungarian data invajvovert personal pronouns (in object position)
differ from their English counterparts. That itnet c-command, but salience that is at issue ih i€L6
also compatible with the observations based on phesnlike (33a—b): it is well-established that
epithets impose a different requirement of salietheen third person pronouns. Another factor that
matters for salience is the level of embedding. Moee deeply the antecedent is embedded, the less
salient it is. Thus it is expected that the ovkitdt person object pronoun will be able to taketsis
antecedent a non-possessor nominal inside thecspubgin (33d). The fact that for some speakers
dative possessors inside the subject are bettendizs of coreferential object pronouns than
nominative ones can also be made sense of in tlyesaene terms, given that the dative possessor is
known to occupy a higher (in fact, a left-periptiemosition within the DP than their nominative
counterpart. Topicalization of the subject DP, vahiE another improving factor in the licensing loé t
object pronoun (see Note 14) can be also explaimeéeims of accessibility: topicalization enhances
the salience of the antecedent possessor. | havmera able to study the salience requirementseof t
various pronominal forms in sufficient detail, tefare these considerations remain tentative, alid wi
not be pursued here any further.

2 As for increasing quantifiers like universal QBir relative scope in the postverbal domain is
known to be free with respect to each other (&gKiss 2002; see also Chapter 2) (even though
stress seems to influence relative scope for mpagikers). This situation is not different from tbat
languages like English, where verb phrase intantakasing quantifiers can also take both wide and
narrow scope with respect to each other (with sereeptions, like the double object construction,
which, however, lacks a direct counterpart in Huragg. This basic fact of English is conveniently
captured in a standard Quantifier Raising basedoagp, and in Chapter 2 | proposed to apply a QR-
based analysis to Hungarian as well (contra Szabd@97). As for focused elements, they also
exhibit freedom of relative scope within the posba domain, a generalization that | argued to
capture in terms of covert focus movement in Chateln short, the apparent lack of syntactic
restrictions of postverbal relative scope doesheatr on the issue of the configurationality of tieeb

phrase.
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2 It has also been pointed out for Hungarian (&pgeas 1990) that PRO in non-finite clauses can

only function as a subject, but not as an objelis Tollows on theories of control where the sytitac
position of the subject is different from that dfet object. Note, however, that this does not
necessarily turn into an argument in favor of adrighical verb phrase, as the position at isstieais

of the verb phrase external, canonical subjecttiposiNevertheless, it still needs to be ensured on
flat VP approach that only a verb phrase intermdlject, but not a verb phrase internal object can
move here.

2 E. Kiss (2002: Ch. 3.4.2) discusses instrunierdae marked arguments, like the ones in (i)
below, arguing that grammatical functions as matée in the form of case suffixes cannot be
responsible for anaphora distribution, since—asasfaes—there are examples (such as (i)) where it
is the instrumental case-marked phrase that blmels¢cusative anaphor, whereas in general it is the
accusative argument that binds the instrumenta¢-oewked argument. However, if—as seems
plausible—(i.a) is taken to have a structural dpion along the lines of (ii), a c-command based
account of the distribution of anaphors in (i) &rided. Note that, although E. Kiss marks (i.b) as
ungrammatical, it actually has a reading, whereptiigern in (i.b) is well-formed: on that readirmg t
instrumental case-marked phrase is indeed the tieematrument argument of the verb. Such an

interpretation is illustrated in (iii).

0] a. A lanyokkal felhivattam egymast.
the girls-with up-call-caus-pasggleach other-acc
‘| got the girls call each other.’
b. *Alanyokat felhivattam yegassal.
the girls-acc  up-call-caus-past-lsach other-with
“*| made each other call John and Mary
@iy  [1 CAUSE [ the girls-with call each othecal]]
(i) a. Hivasd fel 6ket egymassal!
call-caus-imp-2sg up them each othign-w
‘Make them call each other!
b. Kend meg a kenyereket egymassal!
smear PV the bread-pl-acc each otlitr-

‘Butter the slices of bread with each other!’
2 Licensing of parasitic gaps (which is also takernbe a property of A-bar movement) is
notoriously difficult to test in Hungarian, but tlee extent it is testable, it appears not to belaha
under scrambling. If so, this would contrast Humaarscrambling with German (and Dutch)
scrambling, where parasitic gaps are apparentgnsed by the scrambling movement. As for

Japanese, parasitic gaps do not exist in the lgeg{sze Saito 1992).



2 Japanese short-scrambling is often categorsed-scrambling (see Grewendorf and Sabel

1999 for corroboration of this view), but as itviell-known, at least prima facie, its properties ar
mixed (also involving traits of obligatory reconsttion, a putative property of (some) A-bar
movements, which is uncharacteristic of A-movemeate Ueyama 2002 and Saito 2003 for two
different approaches to this mixed behavior). Tfuwee | refrain here from situating Hungarian
scrambling within the A/A-bar dichotomy (a distiimt called into question in the current minimalist
framework). My claim is simply that the basic prdjes of Hungarian scrambling, as reviewed in this
section, reveal that the reordering operation betawn a par with Japanese short scrambling.

8 It is not clear if a specific interpretation ofdefinites should be enforced in a scrambled
position (as in Dutch or German, see de Hoop 19892), examples lik&eres egy Ugyvédet Maria
‘lit. Seeks a lawyer-acc Mary-nom’ appear to berddgd for some speakers if the indefinite object
NP is non-specific, but judgments are murkier imeot cases.) Nevertheless, options for the
projection of information focus are affected byasubling in much the same way as in Japanese (cf.
Miyagawa 2004 and references therein, see alsoehesl and Reinhart 1998 for a discussion of
Dutch). A sentence like (i) can answer eitiddnat happened@r What did John do®r Who did John
see? whereas (ii) involving the scrambled order is agmtly inappropriate as an answer to the last
two questions. (ii) can serve as a (hon-exhaustimsyver toNVho saw the teacher@heras (i) is not

felicitous in the same context.

® Meglatta Janos a tanart

Saw John-nom the teacher-acc
(i) Meglatta a tanart Janos

Saw the teacher-acc John-nom

29 Head-finality and scrambling are claimed to be@ated not only across languages, but also

within German by Haider (2005) (see also Corver d&iémsdijk 1997 for a typological
investigation). Hindi, a scrambling language thmatriany syntactic contexts displays a VO order, is
analyzed by Mahajan (1997) to involve raising obMt of its base position. The same is argued to
hold of Yiddish by Haider and Rosengren (2003) (@se Vikner 2001). See Boskoévf2004) for
suggestive evidence that permutations in Slaviewed as VO) that are conventionally cited as

scrambling, do not in fact involve scrambling.
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Chapter 5
Adverbials, clausal domains and more

1 I ntroduction

1.1 Background

One aspect of clausal word order that has been koogvn to display a fair amount of
flexibility is the positioning of adverbials, mopeecisely, adverbial adjunctdt is apparent
that even in ‘fixed word order’ languages like Bsly) many of them have a much wider
distribution than arguments. In terms of structutescription, the traditional assumption in
transformational generative grammar has been ttyamadverbials as adjuncts. This seems
to be consistent with several of their key syntaptoperties, including their optionality, their
iterability and their characteristic non-transpaeeto subextraction. At the same time, it is
clear that even by broad categorizations the Higion of different major classes of
adverbials observes certain restrictions (Jackénd®72). Essentially, two different
approaches have been explored: to reduce thesetiess to semantic composition in SEM,
or to derive them from the different syntactic sewvisy of the various adverbial types to
different syntactic domains.

Following this latter view, viz. on the assumptityiat adverbials mark certain syntactic
boundaries by being confined to appear at thosendmes, the position of adverbials
relative to other elements in the clause has bsed as an important diagnostic of clause
structure (e.g., Emonds 1976). Based on a detailegktigation of word order restrictions
across languages, a recent development of thisrgleapproach, pioneered by Alexiadou
(1997) and Cinque (1999), contends that the syatadverbials is in fact much more rigid
than previously hypothesized. It is claimed thatdvorders are normalized, i.e., when we
abstract away from various displacement operatitvesbasic order of adverbials of different
classes is more or less fixed, i.e. an adverbi#ha appears higher in the hierarchy than B
cannot also appear lower in the same hierarchy, we systematically have word order
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restrictions of the kind in (1). In other wordstle level of basic structure, adverbials in the
clause make up an invariable hierarchy. Moreoves, ltierarchy appears to be stable across

languages (esp. Cinque 1999).

Q) a. Howard wilbrobablyalreadyhave been finishing up by then.
b. *Howard willalreadyprobablyhave been finishing up by then.
(from Svenonius 2001)

One source of apparent exceptions to this rigidanody, it is proposed, is the
availability of displacement operations of otheeneénts, or of clausal domains containing
some of the adverbials themselves. For instaneeyéhb or the verbal participle may raise
across adverbs to surface in different positiongh bacross languages and within one
language. The example below is from Italian (Cindue.). It is showns here that the verbal
participle can appear in three different positiomsile the relative order of adverbials to each

other must remain fixed.

(2) a. Non hanno rimessodi solito piu tutto in ordine.
not have  put usually anymore everythimgrder
‘They haven’t usually put everything in ordeyyenore’
b. Non hanno di solitomessopiu tutto in ordine.
not have usually put anymore everythingrder
C. Non hanno disolito piu rimesso tutto in ordine.

not have  usually anymore  put everyghin order

Adverbials themselves may undergo only such movéroparations that are not directly
related to their adverbial status, but to geneat@cpurse-)semantic functions such as focus,
topic orwh-operator in questions. Another source may be thigiguity of certain adverbials,
for instance between a manner adverbial and a rsemtedverbial interpretation (e.g.,
cleverly), which classes of adverbials occupy distint pos# in the adverbial hierarchy.

In the cartographic approach, the adverbial hiérais modeled in terms of a fixed
and extremely articulate syntactic template ST wfcfional projections, each of which is
dedicated to host a given class of adverbialssispecifier, and the verb(al participle) in its

head position (Alexiadou 1997, and esp. Cinque 19%98e role of adjunction in this
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approach is diminished, or explicitly denied (indiwith Kayne’s (1994) theory of phrase
structure).

The major alternative that has been explored htpdsrive the ordering restrictions in
the positioning of adverbials from their semantioperties, including their semantic
selection properties (e.g., Ernst 2002) and theegétive or positive) polarity status (Nilsen
2003). As discussed in Chapter 1 above, to thenexterd order restrictions can be reduced
to properties relevant to interface componentse(h8EM), the syntactic template ST serving
to constrain possible orders becomes redundanthdfumore, to the extent we find genuine
flexibility in the ordering of adverbials, the madition for the postulation of ST is weakened.
This of course does not mean that such flexibiliydermines the assumption of those
portions of the full clausal ST that are indeperideinadverbial order (e.g., the portions
related to the positioning of the verb, the subgal other arguments in neutral clauses). For
instance, Costa (2000)and Svenonius (2001) adopt a semantically basgunettbn
approach, exploiting adjunction of (non-peripherdyerbials to only two clausal domains:
roughly speaking, VP and TP. On this genre of astunacceptable adverb positioning
with respect to core elements of the clause (ssdhn &John completely has read the bpok
Jackendoff 1972) can be ruled out by referencé¢osemantic type of the clausal domains
that the adverbial combines with. In this type pp@ach, a set of different types of semantic
domains need to be distinguished in the compositahe clause, each of which may or may
not correspond to a single type of syntactic dom@&ar instance, Tenny (2000) identifies six
semantic domains within the clause, with which efé#ht classes of adverbials can be
composed. Proponents of the approach notably ieclachst (2001, 2007) and Haider
(2004)?

1.2 Goalsand outline of the chapter

This chapter is no place to critically evaluaterent alternative treatments of the syntax of
adverbials in full, or even to attempt a sketchhig effect (see the special issue of Lingua
Vol. 114: 6 for a variety of different approachasd Alexiadou 2004 for a brief comparison).
The basic assumptions adopted in this book anctctitieal objectives it has set itself, as
outlined in Chapter 1, lead me to investigate tbofing two questions. First, can the
syntactic flexibility and the syntactic rigidity uolved in adverbial ordering be
simultaneously captured in a model that makes eafsy to the semantic properties of the
elements involved (in this particular case, thok¢he various adverbial classes, as well as

those of the clausal domain they semantically caapwith), but does not postulate a
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dedicated syntactic template to the same end? 8edoany of the apparently free word
order alternations that are found turn out to lwbcedly free (having no effect on semantic
interpretation), then can these alternations batécewithout positing feature-checking or a
choice in the presence versus absence of sometdrprietable) formal feature? If so, what
are these free alternations reducible to in a mafish model that incorporates generalized
Last Resort?
| address these questions based on data from Handay investigating the flexibility

involved in the pre-verbal syntactic distributiof adverbials, and the free word order
alternation that apparently exists between a prbalend a post-verbal positioning of some
adverbial types. This is a rarely researched amotlypainderstood aspect of Hungarian
syntax, and this chapter undertakes the modestdafagkesenting an outline of a possible
account. In Section 2 | review and briefly commEnKiss’s (2010) recent proposal to treat
the apparently free alternation between a pre-Venbd a post-verbal positioning of certain
classes of adverbials as well as their free permoatavithin the post-verbal field in terms of
linearization rules. In Section 3, three major séss of adverbials are isolated, whose
complex and partly flexible pre-verbal distributioa reduced to several syntax—SEM
interface configurations involving different advierb classes and semantic types
characterizing distinct clausal domains. Two ofstheemantic types of clausal domains turn
out to be relevant also to focus movement, while third plays a role in syntactic
topicalization. The free alternation between pned @ost-verbal positions of adverbials, on
the other hand, is approached in Section 4 in tednggntactic movement, triggered by SEM
interpretability needs, rather than by feature khepr | discuss the distribution of the
applicability of the individual movement types wiitthe clause, as well as the nature of the
relation of the operations themselves in the broadetext of the overall model. The account
is also extended to radically free scrambling, uksed in the previous chapter, with the result
that a proper trigger can be identified for thisveiment type as well. Section 5 adds some
further remarks on the structural analysis of verbmdifiers, and concludes with a

summary’
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2 A linearization based account

2.1 Thestructurebelow the surface position of the verb

It is by now a widely accepted view in the transfational generative literature that
Hungarian has an articulated and hierarchical pbalefield, in which different operator
elements with a logical or discourse-semantic fionct(including topics, increasing
distributive quantifier phrases, negation and idieational focus) occupy predetermined
positions (see particularly the works by E. Kissr¥th, Hunyadi, Kenesei, Maracz and
Szabolcsi from the 1980s). This field is often digsxl as the “discourse configurational”
part of the Hungarian clause due to the discourkass rof topics and focussed constituents
manifested here: it has a hierarchical (“configorsl”) structure, comprised by positions
determined by topic and focus roles, and by th@eanterpretation of quantifiers appearing
here? According to an empirical generalization of theeliof generative work cited above, the
structure of the pre-verbal field is strictly hieshical, and there is an isomorphy between the
surface structure hierarchical relations of preaeddements and the hierarchical relations in
semantic composition in SEM. This is most appamenihe domain of quantifier scope, with
different pre-verbal permutations of distinct iresang distributive quantifier phrases
(Quantifiers, for short) corresponding to distiscope interpretations holding between them.
Preverbal free word order is therefore only illysoit is not genuinely free, as each
permutation is associated with a different meaning.

At the same time, there is no consensus in thesftsemational generative literature
regarding the structural analysis of the postveskation of the Hungarian clause. The debate
on this matter in the 1980s and the 1990s (seeciadiyethe works by Brody, E. Kiss,
Horvéath, Kenesei, Maracz) ended without a conckisisult, nonetheless, it is E. Kiss’
(1987a, 1991, 1994a, 2002, 2003) non-configuratiamalysis that emerged as the most
elaborate and empirically best-supported accouthiclwhas had the greatest impact on
generative research on the structure of the Huagasiause. On this approach, Hungarian
Verb Phrases are flat, i.e., non-configurationathwadjuncts and complements appearing in
any order. Flat structure is also held respondiniehe lack of subject—object asymmetries —
including the subject-object symmetry regardingn€iple C of the Binding Theory
(Chomsky 1981, 1995) — and the identical scopepné¢ation options available to postverbal
quantifiers> For further details, and a thorough critical dission, see Chapter 4.

In Chapter 4 | presented an alternative approacteims of a hierarchicalP,

maintaining that the Hungarian clause is configara not only in its pre-verbal domain,
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but all the way down. | proposed a radically freeambling movement account, on which
permutations of nominal arguments differing frone tmear order determined by the basic
hierarchy are caused by movements. In particu@ensbling may optionally move a lower
argument above a higher one, resulting in diffepemmutations.

As far as the scope interpretations of postverbahtjfier expressions are concerned,
| argued in Chapter 2 for an approach based on tpearRaising (see also Suranyi 2003,
2004a,b), which (optionally either overtly or cowgr raises the Quantifier into its scope
position via an adjunction structure. In Chaptel &gued that Quantifier Raising may have
the spell out pattern of an overt movement in twees: if the Quantifier is a focus, or if is
interpreted as a topic. | gave these deviations ftovert QR a prosodically based account.

On the basis of morphosyntacitc (or, lexical) ddfa,Kiss (2008c) also adopts a
hierarchicalVP structure. E. Kiss (2008a, 2007a), drawing onn@y’s (2001, 2005) phase-
based minimalist approach, partly revises and yeetlefines the previous model relying on
a non-configurational (or flat) VP. In the novelpapach, the structure of thé is initially
hierarchical in Hungarian too (which causes themamgtries in anaphora binding), but it
becomes flat in the course of the syntactic deowatand this is how it is interpreted by the
interface components (excluding A-binding relatjonkhis means that after becoming flat,
the projection which is the complement of the fiorwdl head hosting the verb is seen by the
external interface components as having a flatcgira. At the syntax-semantics interface
this affects, for instance, the application of Bipte C and scope interpretation mechanisms;
while at the syntax—PHON interface flat structuesults in free linearization. For the full
details of the account, see E. Kiss (2008a, 2007a).

The essential difference between theories on Husgaostverbal “free” word order
based on “flattening” (E. Kiss 2008a, 2007a) ands¢éhbased on Scrambling movements
(Suranyi 2006a, b) should be clear: while the faramsumes that the syntactic structure is
non-configurational (non-hierarchical) at Spell-Ouhe latter postulates an apparently

optional movement.

2.2 Quantifier expressions and adverbials
E. Kiss (2008b, 2009b) extends her analysis basetflattening” towards adverbials and
guantifier expressions. Her three crucial assumptare the following:

(3) a. Quantifier expressions (via obligatory ov@uantifier Raising) and adverbials
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occupy their scope positions in surface structure.

Quantifier expressions and adverbials can pmret to any of the functional
projections constituting the predicate of the ataus left- or right-adjunction.

As a special property of the syntax—PHON mappnipe Hungarian clause, the

linearization of the major constituents to the tighthe verb is free.

These proposals capture the parallelisms in thed vooder of quantifier expressions and

adverbials in (4a) and (4b), which are illustrabgd(5) and (6) respectively. Each example is

followed by the schematic representation of itgveht interpretation. In (6), the first line

presents the actual word order, the fourth onaudgse) syntactic structure associated with

it, and the fifth one provides its interpretatiosehema. The ' symbol marks pitch accents.

4) a

5) a.

The surface order of preverbal quantifiggregsions and adverbials matches the
hierarchy of their interpretation.

There is no connection between the surfacer afdgostverbal quantifier
expressions and adverbials and the hierarchic#i@o®f their interpretation.

A tanar [ 'gyakran ['hangosan [fel olvast dolgozatokat]]]
the teacher often aloud vmread the papersec
‘The teacher often read the papers aloud.’
Interpretation ...(gyakran (hangosan (...)))
* A tanéar [ '’hangosan [ 'gyakran [ fel olvasta dolgozatokat]]]
the teacher aloud often vM read the paperscc
Interpretation *...(hangosan (gyakran (...)))
[Kétszeris [ minden gyereket [ AZ OSZTALYNOK latogatott meg]]]
twice also every childec the form.master visited vMm
‘It is the form master who visited every childi¢e.’
Interpretation (kétszer is (minden gyereket (...)))
[Minden gyereket [ kétszer is [ AZ OSZTALVRNOK latogatott meg]]]
every childacc twice also the form.master visited vm
‘It is the form master who visited every childi¢e.’
Interpretation (minden gyereket (kétszer is {)).
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(6) a. A tanar fel olvasta’'gyakran’hangosana gdpatokat
the teachevmread often  aloud the paperse
‘The teacher often read the papers aloud.’
A tanar [[[fel olvasta a dolgozatokat] 'hangosanjakran]
Interpretation ...(gyakran (hangosan (...)))

b. AZ OSZTALYFRONOK latogatott meg minden gyereket kétszer is

the form.master visited vm every childAcc twice also
‘It is the form master who visited every childi¢e.’
[[[AZ OSZTALYFONOK [latogatott meg]] kétszer is] minden gyereket]
Interpretation (minden gyereket (kétszer is (AZ OSZTALYROK (...))))

In accordance with (4a), the surface structure 5h i§ isomorphic with the semantic
composition. In (6a), both adverbials are righteampd to the appropriate functional
projection (therefore, the structure of (6a) arat tf (5a) are identical save for the direction
of adjunction), and the associated interpretatioseahema is isomorphic with this
construction. Due to the assumption of free pobulelinearization (see (3c)), any word
order could be associated with such a structureavbeth adverbials follow the verb. The
structure and interpretation of (6b) corresponthed of (5d), again save for the direction of
the adjunction of the raised quantifier expressiaes, the choice of linearizing the adjuncts
to the left (“left-adjunction”) or to the right (ght-adjunction”). According to (3c), the
linearization of right-adjoined quantifiers is free

It is important to note that E. Kiss’ (2008b, 20p@inalysis of the syntax of Hungarian
guantifier expressions and adverbials, as outlihede, is logically independent of her
account of the portion of the Hungarian postveffiEdt that is hierarchically “below” the
surface position of the verb (E. Kiss 2008a, 200{®&nce it is compatible with the
alternative approach in Suranyi 2006a, b). None#i®lboth analyses put forward that the
linearization of a given section of Hungarian cksiss free (in one of the two cases, this is
derived from the assumption of a flattened struetur

The two proposals together provide a model thatagable of describing a fairly
complex pattern of the relevant facts relying ofatreely few special assumptions. The
assumptions used, however, raise several issuéspttantially have their far-reaching
consequences. Putting any empirical questions ,asiad@ll mention only a few of the
conceptual issues here. First, one is left ondesihgther it would be possible to go beyond

the statement in (3c) and deduce it from indepeni@etors? Second, it seems to weaken the
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empirical basis of the proposal of a “flattenedusture below the actual surface position of
the verb that — according to (3c) — postverbal worder is free independently of
“flattening”? Third, it would lead to a more coretred theory if linearization of adjuncts
was restricted to the left. It would be desiralgiwen minimalist guidelines, to assume that
PHON exploits the asymmetry involved in the adjiortistructure between the adjunct and
its host for the purposes of linearization in tihatax—PHON mapping. Indeed, Costa (1997,
1998) argues on empirical grounds that adjunctibadverbials to functional categories is
universally linearized as adjunct > host of adjiorct Finally, it seems empirically
problematic to maintain that ‘flattening’ takes gqaafollowing head movement in all
constructions across languages. The question igeldewhat parameter dictates that verb
movement should result in ‘flattening’ in the Hunga clause. It is clear that these are all
intriguing questions, and although it is not deemtal to the account that they have not yet
been resolved, it certainly leaves room for anradtive. Indeed, this is what the rest of the

chapter seeks to develop.

3.  Major classes of adverbialsin the Hungarian clause

| hasten to note that it is not my aim to provide exhaustive, even if rough, syntactic
analysis of Hungarian adverbials; this is beyond Htope of the present chapter. My
ambition is more modest: it is to investigate thexibility involved in the pre-verbal
distribution of adverbials, and the free word ordiernation that apparently exists between a
pre-verbal and a post-verbal positioning of someedualal types. | do this with an eye to the
theoretical issues raised in the context of themmalist program in Section 1 above.

As a first step, | examine the distribution of prdal adverbials compared to other
preverbal elements and | will use the findings foe postverbal field (3.1). Second, |
investigate — within the postverbal field — the &@bur of the adverbials that are at the lower
end of the hierarchy (3.2). Finally, | put forwangy syntactic analysis of adverbials that
appear in the postverbal field while being intetpdeas “higher” than at least one elements in
the preverbal domain.

My account also adopts the structural analysisptiooal adverbials as being merged
in an adjunction configuration (e.g., Chomsky 19&@ntra the specifier analysis of
Alexiadou, Cinque, Laenzlinger and others; seei@edt1 above, as well as Chapter 1).
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3.1 Major adverbial classesin the preverbal field

The representation in (7) provides the structuréhefpreverbal field (see Section 1). Apart
from the verb, none of the elements is obligatomgation is omitted here; the asterisk (*)
marks iterable elements; the Quantifier position é&ely host phrases with the additive
particleis ‘also’ and monotone increasing distributive unsatrquantifiers. | will refer to the
embedded clausal constituents in (7a) as “TopPi5tfD and “FocP,” while the innermost
constituent of (7b) will be dubbed “AspP,” follovgna mainstream labelling convention.
Importantly, these names are merely descriptiveltabsed for the convenience of the reader
familiar with mainstream generative descriptiondHoingarian clause structure. Their use in
no way implies that | subscribe to the cartograpfinalysis of these clausal domains,
including the categorial nature and the existericeefunctional projections that these labels
correspond to in cartographic accounts. As theemeadll recall, quantifier expressions are
analyzed as adjoined constituents in Chapter 2pegxerbal focus is argued in Chapter 3 not
to occupy a special functional position dedicatedt.t The higher two positions (or rather,
fields) in (7) will be dubbed Topic and Quantifigields) in what follows, respectively. The
[Focus + Verb ...] complex will be referred to as tlbPredicate” and the [(Verb Modifier)

+ Verb ...] complex will be referred to as “NeutrakRicate.”

(7) a. [Topic* [Quantifier* [Focus Verb ...]]]
b. [Topic* [Quantifier* [(Verb Modifier) Verb ..]]]

It is important to note that, for ease of preseomatfor now | will adopt the common view

that Focus is hierarchically higher up in the stnoe than the (neutral) position of Verb
Modifier, even though only one of them can linegshecede the verb (see E. Kiss 1998b,
Puskas 2000, Suranyi 2003). On this point | divergen the analysis in Chapter 3, where
Focus occupies the same position as the Verb Mwdifppears in in a neutral clause (viz.,
specifier of TP). I will return in Section 5 to hothis latter structural analysis can be

reconciled with the results achieved in the presbapter.
To date, no sufficiently elaborate generative ssttaaccount of the syntax of

adverbials has been offered (e.g., E. Kiss (2002ip&r 2) differentiates between two broad

classes of adverbials from a syntactic point ofwithat of sentence-adverbials and that of
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predicate-adverbials). | begin my analysis with tfe@mulation of some empirical
generalizations.

Certain adverbials may appear in the preverbalmseof the hierarchy presented in (7),
above the topic (8a). In some cases, such adveraialtopics (for example, frame or scene
setting adverbials, as the locative at the begmnin(8a)); due to the discourse role of topics,
these are interpreted as specific (referentialpid@dverbials may be generated in topic
positions (as in (8a)); however, some adverbialg era up in topic positions via syntactic
topicalization (as in (8b), where the locative I targument of the verb). Naturally,
adverbials may undergo focalization or overt QuemtiRaising, if they fit the general
requirements of these operations (see, for exanipldiss 2002). | put these cases aside

here, as they are not directly relevant to my presencerns.

(8) a. Magyarorszagon a tokaji aszu vilaghak szamit
Hungarysup  the Tokajabiaszu world.famousAT count
‘Tokay is considered world-famous in Hungary.’
b.  Magyarorszagon tizmilli6 ember lakik.
Hungarysup  ten.million people live

‘Ten million people live in Hungary.’

Other adverbials preceding nominal Topics cannaelgarded as topics from the point
of view of information structure, as they do novédreference,” and cannot be interpreted

as being of an individual / entity type. Such atas are illustrated below:

(9) a. Szerencsére Janost  meghivtak az Unnepségre.
Fortunately Johmec vMm.invite-PAST-3RD-PL the ceremonysuBL
‘Fortunately John was invited to the ceremony.’

b. Allitblag Janost meghivtak az Unnepségre.
Allegedly Johnacc vm.invite-PAST-3RD-PL the ceremonysuBL
‘Allegedly, John was invited to the ceremony.’

d. Valoszitileg Janost meghivtak az Unnepségre.
Probably Johmcc vM.invite-PAST-3RD-PL the ceremonysuBL

‘Fortunately John was invited to the ceremony.’
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Based on the schema presented in (7), the follogamgeralizations can be made regarding

the adverbials appearing above a Topic, illustrate¢iLl1). It should be noted that out of

context the acceptability of the clauses decre@sesrious degrees) for some informants in

case these adverbials appear below (at least are)ti@er; degradation is mostly in the mild

to medium range. Acceptability increases eventies¢ informants, if an appropriate context

is given.

(10) If an adverbial can appear in the field abdepics, then

a.

b
C.
d

(11) a.

it can also appear between the Topic fieldthadQuantifier field (11f)

it can also appear within the Quantifier fi€lda, i)

it can appear between the Quantifier field tnedFocal Predicate (11c,h)

it can appear between the Quantifier field gnedNeutral Predicate (11b,d,e,q)

Janost  mindenki szerintem mindenhova mehiv (speech agt
Johnacc everyone according.to.meeverywhere invites

‘In my opinion, everyone invites John everywhere.

Janost  mindegyik Unnepségre szerencsére meighivigevaluative
JohnAcc every ceremonyuBL fortunatelyvm.invite-PAST-3RD-PL
‘Fortunately, John was invited to every ceremony.’

Janost  minden Unnepségre allitélag TE hivtad mévidentia)
Johnacc every ceremonguBL allegedly you calledvm

‘Allegedly, it was you who invited John to eveargremony.’

Janost  minden Unnepségre valaszim meghivtak dpistemig
Johnacc every  ceremonguBL probably  vM.invite-PAST-3RD-PL
‘John was probably invited to every ceremony.’

Janost  mindenomoke akkoribanki akarta ragni pdst tensp
Johnacc every  bossossthen VM wanted sacknF

‘At that time, every boss of John wanted to daick.’

Janost talan  mindenhova meghivjak irre@lis)
JohnAcc perhaps everywherem.call-PRES3RD-PL

‘Perhaps John is invited everywhere.’

Mindenkit  szikségszen le fognak egyszer valtamgcessity
Everyoneaccnecessarily vM will-3RD-PL once  replacenF

‘It is necessary that everyone will once be reg&a
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h. Ketten is esetleg JANOST tartanak alkalmaspais<ibility)
two also perhaps Jomec considereOND-3RD-PL suitablebpAT
‘Perhaps even two people consider John suitable.’

I. Janost is Altaldban mindenki meghivja halgitual)
Johnacc alsousually every vm.calls

‘Usually everyone calls even John.’

This “High Adverbials” — i.e., the type in (11) -ertespond to the highest adverbials in
Cinque’s (1999) hierarchy of adverbials (see Cinflbil: 106); the labels of the classes in
parentheses in (11) match Cinque’s own labels).

In Cinque’s hierarchy, the subsequent classes\adradcils may not appear above (non-
contrastive) topics; yet they can appear betweef tpic field and the Quantifier field:

(12) a. Janost feltétlentlén is meghivom modia)

Johnacc certainly | also/M.invite-1ST-SG
‘Certainly, | will also invite John.’

b. Janost  megint mindenki meghivta refetitive
Johnacc again everyone/Mm.invited-RD-SG
‘John was again invited by everyone.’

c. Janost gyakran mindenki meghivja frequency
JohnAacc often  everyonevM.invites
‘John is often invited by everyone.’

d. Janosszandékosan minden Unnepségre elmegy  volitiof)
John deliberately every ceremony goes
‘John deliberately goes to every ceremony.’

e. Janos gyorsan mindenkit megnyugtatott celgrative )
John quickly everyongec vMm.reassuredD-SG
‘John quickly reassured everyone.’

f. Janost  mar minden Unnepségre meghivtakantetior)®
JohnAacc already every ceremorguyBL VM.invited-RD-PL
‘John has already been invited to every ceremony.

g. Janost még mindig mindenhova meghivjak coninuativg
Johnacc still always everywherevm.invite-PRES3RD-PL

‘It is still true that John is always invited eyehere.’

166



| will refer to these as “Middle Adverbials”. Comroéng these, the following generalizations

can be made, exemplified below in (14a), (14b) @), respectively:

(13) If an adverbial can appear between the Tapid &ind the Quantifier field, then

a. it may appear in the Quantifiers field (betwago quantifier expressions).
b. it may appear between the Quantifier and theaFeredicate.
C. it may appear between the Quantifier and thatfdePredicate.

(14) a. Janost énis feltétlenilmindenhova meghivo

JohnAacc | also certainly everywhere invite-presyisc
‘Certainly, | also invite John everywhere.’

b. Janost mindenki megint KBSl hivta meg
Johnacc everyone again late inviteo
‘Everyone called John late again.’

C. Janost  minden Unnepségre mar meghivtak
Johnacc every  ceremonyusL already vMm.invited-3RD-PL

‘John has already been invited to every ceremony.

The members of a third class of adverbials — dubbhed Adverbials” — may appear
only below the Quantifier field and above the NalLiRredicate preverbally (see (15)). These
adverbials can never occur above a Focal Pred{sate for the intonational pattern typical
of contrastive topics; see (16)). In other wordsthie presence of Focus these adverbials may
appear only below the Focus field. The members haf tlass of “Low Adverbials”

correspond to those in the lowest segment of Cisduerarchy.

(15) a. Janosnak mindenki réviden elmondta a bajat (durative
JohnbAT everyone briefly vm.told the problenrossacc
‘Everyone briefly told his problem to John.’
b. Mindenki teljesen  atirta a fejezetét dedreé
everyone completelym.rewrote the chapterossacc
‘Everyone completely rewrote his chapter.’
C. Janos is j6l megoldottaa példat agéntive manner

John alsowellvm.solved the exercise
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‘Even John solved the exercise well.’

d. Janos is (tal) koran hazament celérative Il)
John also (too) early home.went
‘Even John went home (too) early.’

(16) a. *Mindenki teliesen  MAS FEJEZETET irta at
everyone completely other chapbterssacc rewrote vm
b. *Minden példat  jol JANOS oldott meg

every exercise well John  solvedm

A question is whether the members of the High anddM adverbial classes can also
appear below Focus if there is a Focal Predicatearclause (it has been shown that they can
appear above the Focal Predicate). The followiklgnuents specifically refer to the readings

with these adverbials interpretbdlowFocus:

(17) Middle Adverbials below Focus:

a. KET EMBERT hivtam szandékosan félre
two peopleacccalled-ET-sG deliberately vm
‘| called two people aside.’

b. HETVEN POLITIKUST valasztottak  megintbe az g#ighazba
seventy  politiciaracc elected-8bp-PL again vM the Parliament:L
‘Seventy politicians have been reelected as MesntieParliament.’

c. Csak KET helyre hivtak mar meg
only two placesuslL invited-RD-PL alreadym

‘He was invited only to two places.’

(18) High Adverbials below Focus:
a. *JANOS megy el szerencsére mashova
John  goes vm fortunately somehwere.else
b. *HETVEN POLITIKUST valasztanak be talan az Gglaazba
seventy politiciamcc elect-RD-PLVM perhaps the ParliamestsL

Three additional remarks should be made. Firsttaceradverbials are inherently

focused (see Suranyi 2003, E. Kiss 2002; for exapunt mostright now’), and their
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position is determined by their focussed stafuSecond, not every type of adverbials in
Cinque’s hierarchy has a Hungarian equivalent. dihgertain adverbials in Hungarian
behave differently from their presumptive countetpan Cinque’s system. For instance,
hamarosartsoon’ belongs to High Adverbials in Hungarian,ewbas its English counterpart
soonis the member of the Low class of adverbials. a#ilee adverbials can appear in two
places in Cinque’s hierarchy, and so ggorsan‘fast’ in Hungarian (see (12e) and (15d));
nonetheless koran ‘early’ is unambiguously Celerative Il-type only.sAfar as the
generalization in (13) is concernegorsancan be classified as a Middle Adverbfal:

(19) a. Mikor bemondtaa téve a hirt, gyorsamdenki bement a
when vm.said the telly the newsec fast everyonevMm.wentthe
munkahelyére
workplace-subl
‘When the news was on tv, everyone quickly wertheir workplaces.’

b. Gyorsan JANOST kiildtik be a tanart helyettasite
fast Johmcc sent-1sG vM the teachenccC substituteiNF
‘It was John who we quickly sent in to substittite teacher.’
C. Mindenki gyorsan megfésulkodott
everyone fast vm.combed
‘Everyone combed their hair quickly.’
d.  Mindenki gyorsan mindenkinek bemutatkozott
everyone fast everyormT VM.introduced
‘Everyone quickly introduced themselves to eaitten’
e. *Gyorsan Janos megfésiulkodott
fast Johnvm.combed

‘John combed his hair quickly.’

Majdnem‘almost’ also belongs to Middle Adverbials, altlghuit is a member of the Low

class of adverbials in Cinque’s hierarchy:

(20) a. Majdnem minden tanarsegédet ki kellett rugn
almost every lecturexec vM needed sachksr
de aztanvalahonnanszerzett pénztaz egyetem

but then somehow got monegcthe university
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‘Almost every lecturer had to be sacked, but thiea tiniversity got money
somehow.’
b. Majdnem JANOSNAK kellett &hdni a  végén
almost  JohmAT needed presemtF the endrPOSSSUP
‘It was almost John who had to present in the’end
c. Majdnem megtartottam helyette az orat,
almost  vM.gave-BT-sG instead.of.him the lessoxec
de aztdinnem mentem be a végén
but then not went vM the endrPosssupP
‘| almost gave the lesson instead of him, but theid not go in in the end.’
d. Majdnem megtartottam helyette az egészorat,
almost  vMm.gave-BT-sG instead.of.him the whole lessaac
de aztdn hamarabb abbahagytam
but then earlier finishedsI-sG
‘I almost gave the lesson instead of him, bubhthinished earlier.’
e. *Majdnem Janost kiragtak
almost  Johmcc sacked-8D-PL

‘John almost got sacked.’

On the basis of the foregoing, the following engaligeneralization can be made with

respect to the hierarchical distribution of advalbappearing preverbally:

(21) If a given Adverbial A can appear in a givessition P of the preverbal field of the
Hungarian clause, then A can appear in any posiiothe preverbal field that is

hierarchically lower than P.

The generalization in (21) is simple, hence it seafiractive. However, it does not cover all
of the data discussed so far due to the lineappetive. First, as the Verb moves above the
Verb Modifier in the presence of Focus, and thus Yrerb linearly precedes the Verb
Modifier, the above generalization does not cofrerfact that a Middle Adverbial may occur
below Focus. Second, High Adverbials appeart tamexception to (21), as they cannot
appear below Focus. The table below thereforepadth it might not be as elegant as the
generalization in (21), it is precise in coveringtlae data discussed above. In the rest of this

section, | seek to provide a model for the geneatibns summed up here:
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[ropp [ropp [oistp [oistp [Focp [aspp

Topic Topic Quantifier Quantifier Focus Verb Modifier...]]]]
HA | X X X X X
MA X X X X
LA X|

Table 1.The preverbal distribution of the three main abgssf adverbials

Before turning to develop an explanation, anotheregalization is to be noted. As the
above classes of adverbials practically span actbeswhole of Cinque’s articulated

hierarchy, (22) also seems to hofd:

(22) In Hungarian, there is no adverbial that mpyear only postverbally.

= Every adverbial that can appear postverballyatian appear preverbally.

It is somewhat surprising that (22) is true eventhe case of the adverbials that are
responsible for modifications internal to the evainticture, such asajdnemalmost’ ordjra
‘again.’ For example(jra is able to modify exclusively the result state comgnt of an

accomplishment event, and it can nevertheless quewerbally.

(23) Ujra kinyitotta az ablakot
again openedf®-sG the windowAcc

‘(S)he reopened the window.’

This fact seems to be unexpected by those appredchteconsider the Verb Modifier to be
placed outside the VP in a neutral clause (assuthigjra is always in its “scope” position
(von Stechow 1996)). A possible explanation of (s outside the scope of this chapter,
and will be set aside. Suranyi (2009a) presentanatysis of Verb Modifiers on the basis of
which (22) can be predicted.

3.2 A mini-calculus of clausal domain types
Returning now to Table 1, assuming that differedwesbials, as a function of their own

meaning, are able to modify constitutents of ddéfgrsemantic types (see Haider 2000, Ernst
2002, Frey 2003, a.0.), the distribution presemtedable 1 suggests that either each of the
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three major classes of adverbials in the Hungatlanse is able to modify more than one
semantic type of constituents, or else it doeshwdd that the different syntactic domains
(recursively embedded constituents) of the claw$e(7)) correspond to distinct semantic
types. If it is accepted that the semantic selaatigoroperties of different classes of
adverbials are invariant, this would speak in favibthe second solution; however, the “cost”
of this approach is that, in turn, the semantietgp clausal constituents embedded in each
other could no longer be taken as being invari@ertainly, one cannca priori choose
between this view and its opposite (i.e., on wiiloh type, or semantic selectional property,
of adverbials is flexible, whereas the semantietgb clausal constituents is constant); the
choice needs to be informed by empirical arguments.

For instance, coordination phenomena may provideargument in favour of the

variability of the semantic type of clausal consditts:

(24) a. Tudom, hogy [mindenki hazament] és [kettenott maradtak]

I.know that everyone home.went and two thergesta
‘I know that everyone went home and two peopdset there.’

b. Azt mondtad, hogy [mindenki hazament] és [dsak maradtal ott]
that you.said that everyone home.went and omy stayed there
‘You said that everyone went home and only yayed there.’

C. Ugy tudom, hogy [Janos kezdte el] és [Pétek dsefejezte]
so lLknowthat John starteth and Peter only finished
‘As | know, John started it and Peter just firidht.’

d. Ugy lattam, hogy [bejott  valaki] és [ketten &itiak]
so l.saw that vm.came someone and two stood.up

‘| saw as if someone came in and two people stgod

(24a) exemplifies the coordination of a DistP antiopP, (24b) that of a DistP and a FocP,
(24c) that of a FocP and a TopP and (24d) thahokspP and a TopP. These categories are
all each other’s alternatives as clausal argumehts verb (or a complementizer below the
verb). Coordination and selectional restrictionswgtthat these clausal categories can be
equivalent in terms of semantic types. | will motles type variability with type raising; for
example, a “DistP” behaves in the coordination ghanv(24a) as being of a “higher” type,

viz. a “TopP”.
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Let us consider the details of the proposal. F&908) and (Ernst (2002) use partly
overlapping inventories of semantic types to déscdifferent parts of the clausal hierarchy;
for instance, the hierarchy of types according tosEs so-called FEO calculus (Fact-Event
Object calculus) is comprised by the following setmatypes: fact> proposition> event>
specified event. These inventories could be adaatet] if necessary, adapted so as to be
applicable to the part of Hungarian clausal hidrgrdiscussed so far. Nevertheless, as
specific semantic types need not be defined prigdiseanalyze the data presented above, for
now | will neutrally designate the types of Hungariclausal constituents embedded in each

other with numerical labels, as shown below:

(25) [3 Topic [3 Topic [3 Quantifier B [2 Quantifier R Quantifier R Focus P [1 Verb
Modifier... J]111111]

Let us consider the Verb Modifier-initial PredicgtéM-Predicate, for short) Type 1. At
first, we might be tempted to think that Focus eaishis type to Type 2. However, this is
contradicted by the grammaticality of clauses coirtg (real) multiple foci (see E. Kiss
1998c, 2002, Suranyi 1999, 2003). If a Focus diskertéhe type of a clausal constituent from
Type 1 to Type 2, thethe samdype raising potential could no longer be assediatith a
higher focus. At the same time, it appears thatoeaF Predicate is higher than a VM-
Predicate, since Low Adverbials may modify only taeer, and not the former. Both of
these conditions can be taken into consideratianisfassumed that a Predicate with a Verb
Modifier may be raised to Type 2 without adding &®¢o the construction, although Type 2
is naturally the type of a Focal Predicate. It mheskept in mind that an adverbial capable of
modifying a clausal constituent higher than a Rrate with a Verb Modifier can also modify
a Predicate with a Verb Modifier. This means tHa type of a Predicate with a Verb
Modifier can be raised to higher types without addia Quantifier or a Topic to the
construction; let's call thisype conversionindicated as A m.** Based on the data presented
above, type conversion can only raise the typeadhasal constituent (e.g., a Focal Predicate
may behave as a DistP with regard to modifiability)t it cannot lower that (i.e., a Focal
Predicate may never behave as a Predicate with @ Wodifier with respect to
modifiability). As in view of the facts reviewed @e 2-1 conversion as well as-3®

conversion must exist, there is no need to assunmedapendent 3 1 conversion.
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Therefore, the basic type of a Focal PredicateyiseT2. Since Focus is a recursive
constituent (as has already been mentioned, Huargaioes indeed have real multiple foci;
see also Chapter 3), one Focus constituent doesaisat the type of the clause (i.e., it is
2~ 2). Similarly, the semantic type of a Type 2 cdnsint does not change either if a
Quantifier is added to the construction: a Quaartitan make a Type 2 constituent out of
another Type 2 constituent (i.e., it is alse-2, otherwise the type raising potential of
guantifiers could not be considered as identiaadl i& could hardly be explained why every
adverbial appearing just below a Quantifier cam @gpear just above it). At this point, the
guestion arises as to how it is possible that Badi Quantifiers are both-22. As a matter of
fact, the mini-calculus just presented above is exqtected to reflect and captuesery
semantic difference between preverbal elementy, thioise that the selectional properties —
and thus the distribution — of adverbials are semsto. Since every adverbial appearing just
above Focus may also appear just above a Quantinrel Middle Adverbials may appear
both just above and just below Focus, it is necgssam the perspective of the calculus of
adverbials that the constituent that FocP domin@AaspP), the Focal Predicate (FocP), and
the DistP constituent of the clause all be of th@e type. This falls into place in the context
of the results of Chapter 3, where it was arguealt fid-focus (=Focus) creates an
identificational predication structure, therebyiggy rise to a new proposition. It was argued
further that both id-focus and Quantifier raise ofitand adjoin to full propositional units
(complete with a time variable in the verbal pret#g. This type of unit is labelled as Type 2
in the mini-calculus above.

Thus far we have been looking at what goes on éngite logical predicate, or
comment. At a certain point the border of this doma reached (in (25) this happesn after
merging in not one but two Quantifiers). This i thtage where 32 conversion happens,
which closes off, and thus produces, the logicaldmate by raising the type of the clausal
domain to 3. Recursive topics do not raise the tfgtee domain they attacht to (i.e., they are
3~3). As for the Quantifiers appearing above High &dvals (see (11)), | suggested in
Chapter 2 that they are part of the logical subfeet, they are Topics) instead of the logical
predicate (see, for example, Suranyi 2003; a Qiiantin Topic position may precede
another, nominal phrase Topic as well). A Quantifiethe beginning of the predicate may
function as a short answer to a yes/no questioa.Qimantifier in (26a) can be found below a
High Adverbial, the one in (26b) is below a Midd\lverbial, while the one in (26c) is

above a Middle Adverbial. However, the Quantifieoae a High Adverbial cannot function
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as an answer to a yes/no question (in cases wierlile to appear in a yes/no question), as

can be seen in (27):

(26) a.
b.
C.
(27) a.
b.

A:

B1:

B2:

Altalaban mindenki eljon? B: Mindenki.
usually everyone comes everyone
‘Does everyone usually come?’ ‘Yes.
Még mindenkiitt van? B: Mindenki.
still everyone here is everyone
‘Is everyone still here?’ ‘Yes.’

Mindenki megint  elj6tt? B: Mindenki.
everyone again came everyone

‘Has everyone come again?’ ‘Yes.’

Mindenki altalaban ké&s érkezik? B1: *Mindenki. B2: Kés.

everyone usually late arrives everyone late
‘Does everyone usually arrive late?’ ‘Yes.’
Mindenkit  szerinted mindenhova meghivnak?

Everyoneaccaccording.to.you everywhergm.invite-3rRD-PL
‘Do you think that everyone is invited everywaer
*Mindenkit.

everyonexcc
Mindenhova.
everywhere
‘Yes.’

These Quantifiers will behave as Topics from thespective of our mini-calculus as well

(3-3).

Even though the calculus outlined above is likelypé overly simplistic, it is sufficient

for our present objectivé$.In terms of this calculus, the basic distribut@frthe three main

classes of adverbials in Hungarian is determinethbytypes of clausal domains selected by

these classes, as specified in (28) below. (28)oeareadily verified on the basis of Table 1

and the schema presented in (25). (29) shows #tebditions outlined in Table 1 integrated

into the schema displayed in (25).
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(28) The types selected by Hungarian Classes ot#uilals:
a. Low Adverbials (LA): 1
b. Middle Adverbials (MA):2
C. High Adverbials (HA): 3

(29) a. HA [3 TopicHA [3 TopicHA [3 QuantifierHA [3 [2 Quantifier ...]]]]]
...[3MA [2 QuantifierM A [2 QuantifierM A [2 FocusMA [2 [1 Verb Modifier...]]]]]]
...[3[2 Quantifier R Quantifier R Focus R LA [1 Verb Modifier...]]]]1]

o

The type raising potential of certain adverbialsx@éd included in this calculus. Even
though adverbials — being adjuncts — do not typiaalise the syntactic type of the modified
constituent, as it was emphasized in the Introduactd this chapter, the hierarchical order of
adverbials within any one of the main classes oktdulals is far from being free. According
to Cinque (1999), each class of adverbials categdrhere in terms of three major types
constitutes a class of its own, and their hierangsylts in a complete linear ordering within
the structure of the clause (e.g., the internakond the examples in (11), (12) and (15) all
follow Cinque’s hierarchy).

Nevertheless, there exist pairs of adverbials indgdwmian which can appear preverbally
in either order. (30) illustrates this fact withddie Adverbials, while (31) does so with High
Adverbials. (32a) and (32b) present two permutatioha High and a Middle Adverbial,

respectively. In each pair, the first version confs to the canonical hierarchy.

(30) a. Feltétlendl megintel akar jonni / Meggaitétlentlel akar jonni
definitely again vM wantscomenF again definitelwym wants comenF
‘He definitely wants to come again.’
b. Gyakranszdndékosan otthon marad / Szandékggakran otthon marad
often  deliberately home stays deliberately oftelmome stays

‘(S)he often stays at home deliberately.’

(31) a. Szerinted allitdlag otthon van / Allitolagerinted otthon van
according.to.you allegedly home is  allegedlyoadmg.to.you home is
‘In your opinion, (s)he is allegedly at home.’

b. Szerencsére altaldban igaza van / Altalabaesesére igaza van
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fortunately usually trutiross is  usually fortunately truthoss is

‘Fortunately, (s)he is allegedly at home.’

(32) a. SzlikségsZaern gyakran/ Gyakran szikségseer levaltanak valakit
necessarily often  often neaesy VM.replace-3rL someonexcc
‘Necessarily, someone is often replaced.’
b. ValGszifileg mér | Mar valosziiteg mindenki ismeri
probably already already probably everyone knowm®

‘Probably everyone has already met him/her.’

Each order in the examples above is associated amiifferent meaning, even if this
difference is not always completely clear: advdsba@e interpreted in their surface position.
There is no difference in (32b). Notice also thathbversions in (31a) are ambiguous: if the
second adverbial in either version is realized witharenthetical prosody, “scope” relations
get inverted. Parenthetical use, which is not asMalyial to detect in prosody, is a regular
possibility (especially in the case of High Advexls), and an independent factor in the free
order of adverbials. Adverbials of parentheticat should be taken as a separate case both
preverbally and postverbally. As for the preverparmutability of adverbials and their
restricted freedom of selectional properties inlitjet of (28), consult Suranyi (2008: Section
6).15

In this section, | have examined what kind of dfasation of adverbials is necessary,
and what kind of pattern they follow when appearingertain positions of the preverbal
field. | have argued that it is necessary to digtish three semantic types of clausal domains,
which the three major classes of adverbials séteatsee (28)). Flexibility in the pre-verbal
distribution of adverbials stems from two main s®&s (i) Elements selecting for the same
semantic type of clausal domain — including difféarsmembers of the same adverbial class,
as well as other elements of the clause, like Qfeandr Topics — may attach to it in a
relatively free order. (ii) The type of clausal dams is partially flexible, as summed up in
(29).

The remainder of the chapter investigates the ypedial behaviour of adverbials, as

well as the possible analogy with Quantifiers.
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4 Revisiting the post-verbal field: The view from adverbials

4.1  Theinterpretation of postverbal adverbials and quantifier expressions

The first and most straightforward generalizatitiowt the postverbal field is that the order
of adverbials here is fundamentally free. In a Oeydook at this filed, such a generalization

can be made about every postverbal element (Skis&1994a, 2002):

(33) Word order in the postverbal field is freeHangarian.

With respect to the arguments of the verb, tworadteve approaches to (33) were
summarized in section 1. One of them assumes tha#eliing” of the construction that is
below the verb already moved in the derivationh# tlause; that is, the structure becomes
non-configurational after the verb moves out @&it Kiss 2008a, 2007a). This is amended by
E. Kiss’ (2008b, 2009b) generalization in (3c)gktly reformulated here as (34):

(34) The linearization of the postverbal field b&étHungarian clause is free.

The model is complete with (3a) and (3b), and itkedhe way it was presented in section 2.

Here | will provide an alternative approach to pesbal adverbials, which does not use
the generalization in (34) or any similar principlénis approach is based on the account of
the permutability of arguments in the postverbeldfideveloped in Chapter 4, according to
which it is due to a scrambling movement operatamyvell as on the account of post-verbal
Quantifiers in terms of (covert) Quantifier Raisirtge approach advocated in Chapter 2. |
seek to find out whether any further principleswes are necessary to be introduced in order
to handle postverbal adverbials besides the twitastio movements just mentioned.

| begin with empirical generalizations. There maytwo other important observations
to be made. The first one complements (22):

(35) Every preverbal adverbial may appear postvigrba well.

Another generalization applies to the interpretatiof postverbal adverbials, and is
exemplified in (37). (37a) and (37b) both contaiboav Adverbial, (37c) and (37d) a Middle
Adverbial, and finally (37e) and (37f) a High Adbeal.
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(36) A postverbal adverbial A may be interpretedaapoint of the hierarchical clause

structure where A could appear preverbally.

(37) a. Ujrairta teliesen a cikket

rewrote-&D-SG completely the articlacc
‘(S)he completely rewrote the article.’

b. Teljesen Ojrairta a cikket
completely  rewrote+®-sG the articleacc
‘(S)he completely rewrote the article.’

C. Mindenkit megnyugtatott gyorsan
everonyAcc reassured+-sG quickly
‘(S)he quickly reassured everyone.’

d. Gyorsan mindenkit megnyugtatott
quickly everyonexCC reassured+3-sG
‘(S)he quickly reassured everyone.’

e. Szerinted otthon van allitélag
in.your.opinion home is  allegedly
‘In your opinion, (s)he is allegedly home.’

f. Allitélag szerinted otthon van
allegedly in.your.opinion home is

‘In your opinion, (s)he is allegedly home.’

The existential generalization regarding synonym{B86) could in fact be strengthened to the
force of a universal. (37¢) is synonymous not osith (37d) but also with (38a); also, (37€)
is synonymous not only with (37f) but also with 38The relevant empirical generalization

could in fact be formulated as can be seen in (39).

(38) a. Mindenkit gyorsan megnyugtatott
everyoneacc quickly  reassuredf®-sG
‘(S)he quickly reassured everyone.’
b. Szerinted allitélag  otthon van
in.your.opinion allegedly home is

‘In your opinion, (s)he is allegedly home.’
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(39) A postverbal adverbial A may be interpretechay point of the hierarchical clause

structure where A could appear preverbally.

Following E. Kiss (1992, 2002), (39) could also &&ted about Quantifiers (see
Hunyadi’'s (1999, 2002) prosody-based alternativeleh@f quantifier scope interpretation
and the prosodic conditions complementing (40)WElo

(40) A postverbal Quantifier Q may be interpretedagpoint of the hierarchical clause

structure where Q could appear preverbally.

Furthermore, (22) and (35) are true of Quantifeessvell:

(41) Every Quantifier that can appear postverbaldy also appear preverbally.

(42) Every Quantifier that can appear preverbalfyralso appear postverbally.

These parallelisms lead to an analysis in which gleeralizations about Adverbials (see
(22), (35) and (39)) as well as their counterpakisut Quantifiers (see (41), (42) and (40))
can be explained on the same basis. E. Kiss’ (200@0b) analysis based on left- and right-
adjunction summarized above is quite similar.

According to Suranyi (2003, 2004a, b), (i) thoseverbal Quantifiers that take their
scope in a position of the preverbal field moveaehaa Quantifier Raising, and (ii) although
Quantifier Raising is prototypically a covert sytta operation crosslinguistically, it is
optionally overt or covert in Hungarian (that isy&tifier Raising in Hungarian either affects
the word order position of the Quantifier (whemsibvert) or it does not (when it is covert)).
This casts some light upon the behaviour of then@iiers that are generated within the
postverbal field but are interpreted in a givenifas of the preverbal field (see (43b) for

overt and (43a) for covert Quantifier Raising).
43) a. Csak KET  gyereke szilletett mindenkinek

only two childposswas.born  everyoneaT

‘Everyone had only two children.’
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b. Mindenkinek csak KET gyereke  sziiletett
everyonebAT only two childPoss was.born

‘Everyone had only two children.’

Nonetheless, Quantifier Raising does not accounQigantifiers generated in the preverbal

field.t®

(44) a. Minden évben tavasszal é&sszel virdgba borul a kert

every yeamNE springiNsand falliNs flower-LL bursts the garden
‘The garden bursts into flower every spring aaidl'f

b. Tavasszal ésdésszel virdgba  borul minden évben a kert
springins and falliNs flower-LL bursts every yeawne the garden
‘The garden bursts into flower every spring aaidl'f

C. A tudosok Magyarorszagonis  megbecsilésnekndereek
the scientists HungaisuP  also appreciatioDAT rejoice-3°-pPL
‘Scientists are honoured also in Hungary.’

d. A tuddésok megbecsilésnek Orvendenek Magyargoszas
the scientists appreciatimaT rejoice-3°-PL Hungarysup also

‘Scientists are honoured also in Hungary.’

As can be seen in (44b) and (44d), such Quantifereerated canonically “high” may also
appear postverbally. Such Quantifiers appearingvpdsally may never be interpreted in
their surface position, as opposed to Quantifibeg tire generated postverbally and either
function as arguments or as adjuncts. The latearde trace interpreted as a variable after
they move to their preverbal scope position viarfiar Raising; this variable is interpreted
in situ (see, e.g., Heim and Kratzer 1998). We returhiissue of interpretation below. The
case of Quantifiers canonically generated, andpné¢ed, in a “high” pre-verbal position
while surfacing in the post-verbal field correspsrid the case of adverbials generated and
interpreted in the pre-verbal domain, but appeapogtverbally. The latter of the two is
exemplified in (18a) and (18b), in which the onbading that the High Adverbials can be

associated with is when they are interpreted abooeis:

181



(45) a. JANOS  megy el szerencsére mashova
John goesvMm fortunately somewhere.else
‘Fortunately it is John who goes somewhere else.’
b. HETVEN POLITIKUST vélasztanak be talan azstaghazba
seventy politiciamcc elect-Rp-PL vM perhaps the Parliameint-

‘Perhaps seventy politicians are elected to #midnent.’

It seems that one of the crucial properties of fmeed order in Hungarian is that under
certain circumstances a Quantifier or an Adverimaly be interpretedvholly in a position
distinct from its surface position.

() In all the cases discussed thus far, the sarfaasition is in the postverbal field,
while that of semantic interpretation is in theyandal field.

(i) According to the established generalizatiom the generative literature on
Hungarian, such a scenario may never oosithin the preverbal field: the structural
hierarchy of the elements projected in the preudriblal — corresponding to their linear word
order — robustly corresponds to the interpretatibtinerarchy of these elements with respect
to each other (see section 1; cf. the referencds. iiss (2002); see also E. Kiss 2008b,
2009b). This means that a given element in thegubal field cannot be interpreted at a
hierarchical point other than its surface position.

(i) A third case is when both the surface positiand that of the interpretation is
within the postverbal field. As far as Quantifier® concerned, E. Kiss (1991, 2002) shows
that a postverbal object Quantifier is capable aKing scope over a subject quantifier
preceding it. If we assume the existence of a cetalyl hierarchical structure (as in Suranyi
20064, b), this means that (covert) Quantifier Rgiglso works within the postverbal field
(as suggested by Suranyi (2003)). In fact, thikésnull hypothesis: Quantifier Raising is not
sensitive to the linear position of the verb; itith is an appropriate scope position (e.gR a
or the edge of a second FocP etc.), then the mavewfea quantifier expression via
Quantifier Raising into this position has to be gibke regardless of the surface position of
the verb. As for adverbials, examples similar twsthin (46) may help us find an explanation,
in which Middle Adverbials (MA) and Low Adverbial§LA) appear together in the
postverbal field, and both are interpreted witthe scope of Focus. Although LA precedes
MA, the hierarchy of their interpretation can omlg [MA [LA ...]] (as was presented in the

previous subsection).
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(46) Csak az ELS cikket irtam teljesen mar at
only the first articleacc rewrote-BT-SG completely alreadyvm

‘Only the first article has already been rewrittgnme.’

(iv) The reverse case of (i) is when a preverbad@ifier or Adverbial is interpreted in
a postverbal position. As far as Quantifiers areceoned, this is impossible not only in the
case of those undergoing overt Quantifier Raising dso in the case of those generated

“high” (see (47), compare (44)). Similarly, thisatso impossible in the case of adverbials

(see (47b), compare (47c)).

(47) a. Magyarorszagon is  KET nagy iranyzat  csapzé§Fokusz > Kvantor)
Hungarysup  also two big stream clashv
‘Two big streams clash also in Hungary.’
b. *Mar csak JANOS olvasta el a cikket

already only John read VM the articleAcc
c. Csak JANOS nolvasta  mar el a  cikket
only John read already vM the articleacc

‘The article has been read only by John.’

(48) summarizes the configurations detected so (#8d) corresponds to postverbal
Quantifier Raising. (In (48), precedence relati@ogncide with hierarchical relations; (X)

marks the position of interpretation of adverbialsd Quantifiers, while X their surface

positions.)

(48) a. OK (X) Verb X ()
b. * XY (X) Verb (i)
c. * X)Y X Verb (i)
d. OK Verb (X) Y X (iii)
e. * X Verb (X) (iv)

In case a Quantifier or an adverbial is not intetgd in the hierarchical position
corresponding to its surface position within thetgerbal field, besides the analysis shown in

(48d), its reverse could also be possible in ppiect this is represented by (49):
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(49) ?: Verb XY (X)

In (49), it is not the lower element that gets lipteted higher than its surface position, but
the other way round: it is the higher element thamterpreted lower than its surface position.
As pointed out in discussing (iii), the former mum& possible in the case of Quantifiers.
However, no empirical data has been found thatdcodé outthe availability of (49), i.e.,
the possibility to interpret a Quantifier or an adwal lower than its postverbal surface
position (e.g., to “reconstruct” it into a positidhat it occupied at an earlier stage of the
derivation). This is not possible when a Quantiéeertly moves via Quantifier Raising from
its base position into its postverbal surface pmsitthe movement of Quantifier Raising
cannot be reconstructed for the purposes of seasafas is shown by the scope interpretation
of quantifier expressions moved into a preverbalasg position by Quantifier Raising). As
movements universally move elements only upward®) (is not possible through
“downward” (covert) movement (“lowering”) either.oNetheless, if a Quantifier moves into
its postverbal surface position not via QuantiflRaising but via some other type of
movement, and this movement — as opposed to QiganRaising — can be reconstructed
(i.e., the moved element can be interpreted ibate position), then the configuration in (49)
is possible. If the same movement could be apphethe case of adverbials, then their
“scope” reconstruction would also be possible. |l wturn to this question later; for the time
being, | will leave the question mark in front dfet configuration in (49). In the next

subsection, | will be seeking an explanation ofghaeralizations discussed so far.

4.2 Raising

In the case of Quantifiers, the patterns presemigd8) can all be explained by Quantifier
Raising. For example, (48a) and (48d) include do@erantifier Raising; (48b) and (48c) —
on the basis of the consensus in the generatieatitre on Hungarian spelled out in (50)
below — fall under the scope of a broader genextadtin. However, the explanation of (50) is
far from being trivial; we return to this questibalow. As has been noted, Quantifier Raising
in (49) is impossible, as a Quantifier cannot bmnstructed for scope interpretation after it

has undergone Quantifier Raising.
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(50) The scope relations of the operators in tlewgnbal field (Focus and Quantifiers) with
respect to each otheorrespond to the hierarchical relations betweean dyntactic

positions they occupy in overt syntax.

Since the behaviour of Quantifiers and adverbialparallel from the perspective of
(48a-e), it is reasonable to assume that the samebanism applies in the case of adverbials
behind the generalizations presented in (48a-&) te case of Quantifiers. (Indeed, E. Kiss’
(2008b, 2009b) analysis — summarized in sectionbased on this assumption.) Based on
this consideration, my proposal is the followingce the patterns presented in (48a-e) can
be explained in terms of Quantifier Raising in tdase of Quantifiers, the same type of non-
correspondence phenomena involving the interpogtatnd the surface position of adverbials
are due to syntactic movements essentially sinol&@uantifier Raising. In order to flesh out
this proposal, the nature of Quantifier Raisingudtidirst be examined.

Following mainstream analyses, Quantifier Raisisgai syntactic tool to resolve
semantic type-conflicts. A Quantifier is of typece,t>,t>, which is not the type of, e.g.,
objects selected by verbs; such objects are usoéltype e (an individual; see Heim and
Kratzer 1998; May 1985). However, the trace (oryoleft by Quantifier Raising is a
variable of typee, which ultimately resolves the type-conflict. Camy to May (ibid.),
Reinhart (2006) proposes that Quantifier Raising maly serve the realization of broad,
non-surface scope (or inverse scope), and it cabeoused for an interpretation that
corresponds to the surface position of a Quantifier the latter case, Quantifiers are
interpretedn situ (e.g., this is possible via the type raising & tlerb: if the verb is of type
<e,<e,t>>, it may be raised to type<<e,t>,t><e,t>> |, which could directly combine with
a Quantifier of type<<e,t>,t>).}” Fox (2000) follows May (1985) in maintaining that
Quantifier can (and must) always be made interptetaia Quantifier Raising: for instance,
an object Quantifier must be raised at least todtige ofvP. According to Fox, it is a
requirement for a Quantifier Raising movement tedfonger” than the one that brings the
Quantifier to the closest possible position wheérbeicomes interpretable that this “longer”
than necessary Quantifier Raising should estalalisicope interpretation for the Quantifier
that would not be available without applying itgtprinciple of Scope Economy). | adopt
Fox’s Principle of Scope Economy applying to “lonQuantifier Raising in what follows; at
the same time, | subscribe to Reinhart’'s analysguantifiers interpretec situ (on which a

Quantifier may be interpretéd situ, with the verb undergoing type-raising, if necegs&
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The suggested movement of “Adverbial Raising” mikir to Quantifier Raising in a
number of respects: (i) the direction of movemenbnly upward, (ii) it may target any
position where the given adverbial is interpretaf@empare (39) and (40)), and (iii) it is
triggered by the fact that the given adverbial o imterpretable in its surface position (its
sister constituent is the of the (selected) seroampe that is required by the adverbial;
compare section 3.1). Nevertheless, it is diffefemrin Quantifier Raising inasmuch as (iv)
the raised adverbial can never be interpretedsirsutrface position. | suggest considering
“Adverbial Raising” as an operation that does eat/k an interpretable trace. The question is
whether it can be assumed that Adverbial Raisimgaur overtly in Hungarian, similarly
to Quantifier Raising. This is a viable postulatibrAdverbials are not interpreted in their
base position, as has been presurfied.

Let us look more closely at the property of AdvattRaising that the raised adverbial is
interpreted in the target position of its movemedhtis a common feature of adjuncts
discussed in this paper that they are not subcaregbfor. Therefore, the presence of
postverbal adverbials in question is not requirgdahy constituent of the clause. In this
respect, they resemble the postverbal Quantifier@l4b) and (44d), which are interpreted
only high: they cannot be interpreted postverbaeitiier, so they cannot leave a variable-type
trace. As a result, it can be concluded that ideaf both Adverbial Raising and Quantifier
Raising that they do not leave an interpretableetia the surface position of the elmenent
undergoing the movement operation if the elemenbtdnterpretable in that position.

As a matter of fact, the suggestion that theretexisvements without interpretable
traces left in the base position has been raisatiariterature in relation to A-movements
since the copy theory of movement (Chomsky 199placed the classical trace theory. As
opposed to A-bar (or operator) movements, A-movémapplied for arguments do not
create operator-variable dependencies: the mowsdegit does not include an operator. The
expressions moved by A-bar movements would nohtezpretable in their target position, if
their operator constituents did not bind a variabltheir nuclear scope. However, in the case
of A-movements, the question of leaving a boundaée is much more theory-dependent;
for example, Lasnik (1999) suggests that A-movemeltt not leave a “trace” (from the
perspective of the copy theory of movement: theebaspy is completely deleted, and A-
movement is not “reconstructable”). Son (2003) aeggthatwh-scrambling in Japanese does
not leave a trace either. Assume then that QuantRaising does not have to leave a trace
(interpreted as a bound variable) either (i.e.,liase copy of the Quantifier can be deleted

completely), in case the representation (in whialy ahe higher copy of the Quantifier is
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present, and it does not bind a variable) is im&dghble. This is possible in exactly those cases
in which the Quantifier is an adverbial expresssuth that it is allowed to appear in the
target position of the movement in the light ofts®t 3.1, since it is interpretable there (see
examples (44b) and (44d)). Adverbial Raising opegabn postverbal adverbials has the
same effect: the adverbials can fully be intermtetethe (preverbal) target position without
binding a variable in its base position (which wbilgad to uninterpretability). In view of
their symmetry, Quantifier Raising and Adverbiali$k@y appear to be one and the same
operation (henceforth referred to as Raising). dihgle difference between them (see (iv)) is
illusory, and they are subject to the same gerreital regarding the interpretation of their

“trace” copy.
4.3 Scrambling

Let us return at this point to (49). | claimed ttia scenario in (49) would be possible if there
were a movement operation within the postverbdd fieat would move the adverbial or the
Quantifier higher in the structure, while its irgegtation would occur in its original position.
As | pointed out, it is known that such so-callédll“reconstruction” is not available in the

case of (Quantifier) Raising.
(49) ? Verb XY (X)

However, “full reconstruction” is possible in thge of Scrambling found in Japanese (and
Korean etc.; save for the influence of other regmients, it is not obligatory). In actual fact,
this is the main idiosyncrasy of “Japanese-typeraBbling. In Chapter 4, | argued for an
analysis of nominal arguments in the postverbdt fief the Hungarian clause in which

Japanese-type Scrambling is typical of these ndnairguments. Nonetheless, Scrambling —
in the (partly) free word order languages thatallid — can typically apply not only to

nominal arguments but also to other categories al, wuch as a Prepositional (or
Postpositional) Phrase or a subordinate clauseth®rasis of the generalization in (33), |
conclude that the order of postverbal constituentBee in Hungarian, regardless of their
category’® Scrambling can be taken to apply to nominal camestits as well as Postpositional
Phrases, clausal arguments of the verb and adisrbraspectively of whether they happen

to be quantifier expressions or rft.
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The question arises, however, whether there isinomg evidence for the application
of Scrambling to adverbials and Quantifiers. Inestlwvords, it may be asked if the data
examined are simply compatible with assuming threega applicability of Scrambling (since
the operation Raising already covers every patteat could be created by Scrambling
applied to adverbials or Quantifiers), or there @ which could just be explained in terms
of adverbials or Quantifiers moved by Scramblingd(aeconstructed later).

There are two possibilities to answer this quesfidre first one is based on the fact that
it cannot be explained in terms of Raising if itfaund that an adverbial/Quantifier is
interpreted lower than its surface position (iia.the scope of another element, which is
lower in the structure) when this cannot be thelted the covert Raising of another element
(see (48d)) appearing between the position of pnétation and the surface position. Such a
construction could be considered as the realizaifo9), in which X moves higher than Y
via Scrambling, although X can still be interprebedow Y because of the availability of full
reconstruction. Another possibility is to find advarbial/Quantifier to which Raising cannot
apply, but which is still manifested higher thambiase position.

Raising, | have claimed, can apply to elements ttzatnot be interpreted in their
position. Nominal arguments that are not quansfige., their semantic representation does
not involve a generalized quantifier) are not aé tkind. For example, nominal expressions
containingkevésfewl/little’ (in positions other than that of tteecond focus of the clause) as
well as those containing bare nominals belong i® ghoup (see Szabolcsi 1997, as well as
Chapter 2). In (51b) below, thevésNP subject is preceded by a Quantifier object, tued
relevant reading of the clause is the one in wthehQuantifier has narrower scope than what
would normally correspond to its surface positioar{ainly the surface scope reading is also
easily available). Since scope reconstruction igassible in the case of Quantifier Raising,
and because thieevésNP subject is subcategorized for and it is notuar@ifier, Raising
cannot produce this reading. The expected readiagailable, if the Quantifier object moves
above the subject via Scrambling and then it iomsttucted. The same phenomenon is
illustrated by (51b), in which the adverbigfa ‘again’ can also be generated low (cf. von
Stechow 1996), which refers to the reconstructibthe earlier stage in the relevant reading
(restitutive reading; the meaning might be paragddlaas follows: “it is not the case that

there are only few people who restore their bigmas”).
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(51) a. Nem lattak minden filmet kevesen
not saw-8D-PL every filmAacc few
‘Not every film was seen by few people.’
(OK nem > kevés > minden / OK nem > minden > kevés)
b. Nem veszik fel Ujra kevesen az eredeti neviket
not take vm again few the original nanmassAcC
‘It is not the case that there are only few peapho restore their birth names.’

(OK nem > kevés > Gjra / OK nem > Ujra > keves)

The other test mentioned above is presented byexhenples below. A Quantifier and an
adverbial precede the subject in the two senteresgsectively, in spite of being generated
lower than the subject (the relevant readingjd ‘again’ is a restitutive reading again).

(52) a. A PARTIN mutatott be mindenkit Janos Makin
the partysup introduced-8D-SGVM everyoneacc John  MarypAT
‘It was at the party where John introduced eveeytm Mary.’
b. Felépitettek Ujra a helyieka foldrengés dkdiontott sziklaképimeényt
rebuilt-3°-pLagain the locals the earthquake by destroyedfarakationAcc
‘Locals have rebuilt the rock formation destroysdthe earthquake.’

As can be seen, there are empirical reasons toa8erambling operations to the set
of Quantifiers and adverbials as well. Tt may thenassumed that (fully reconstructable)
Scrambling can apply to every postverbal elemehichvgives an explanation of free word
order in the postverbal field. The pattern in (#9hus created by Scrambling.

To sum up, | have made the following proposal réga the syntactic analysis of
adverbials and Quantifiers and the syntax of thstyswbal field. (i) Quantifier Raising,
which is considered in Hungarian syntax as a mowtmgeration triggered by type conflicts
(see, e.g., E. Kiss 1991), and which is optionailgrt or covert (Chapters 2 and 3), can apply
to adverbials which are generated in positionsahnaically lower than their position of
interpretation, and thus they cannot be interpraétetheir base position. (i) Scrambling,
which | previously used in order to account for twesbal nominal arguments (Chapter 4),
can apply to other elements of the postverbal fieddluding postverbal adverbials and
Quantifiers. | argued that the peculiarities of ganan free word order discussed in the

present chapter can be explained in terms of ttvasenovement operations.
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4.4 Domains of application

The remainder of the chapter is dedicated to thmailos of application of Raising and
Scrambling. As will be clear from the data presédnte Section 3.1, Scrambling cannot be
responsible for any movement within the preverli@df nor for any movement from the
postverbal field to the preverbal one (otherwise thlative scope of preverbal elements
would be just as radically free as that of theistgerbal counterparts, since Scrambling is an
operation that can optionally be reconstructed)fgksRaising, it has been shown that is can
move elements not only from within the postverhglldfto the preverbal one, but also within
the postverbal field. On the basis of the estabtishmpirical generalization in the generative
literature on Hungarian that the mapping betweenstirface syntactic positions of preverbal
elements and their relative scope is an isomorgkg Eection 1), not only Scrambling but
also Raising should be inapplicabidthin the preverbal field® The distribution of the
Scrambling and Raising is shown in (53) and (54).

(53) Scrambling
a. * [ X<—----- Verb [------- X ]

b. * [ X<--X Verb[ 1l

c. OK [ Verb [ X<---X ]]
(54) Raising

a. OK [ X<------- Verb [------- X

b. * [ X<---X Verb]| 1

c. OK | Verb [ X<---X ]]

The scheme for Topicalization can be seen below:

(55) Topicalization
a. OK [ X<------- Verb [------- X
b. ? [ X<---X Verb|[ 1
c. * [ Verb [ X<---X 1]
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The topicalization of arguments shows that thiddkii movement is capable of moving an
element from the postverbal field to the prevervad (see (55a)), while it does not work
within the postverbal field (see (55c)). The schema(55b), marked by ?, represents
topicalization within the preverbal field: expresss undergoing this form of topicalization
are generated preverbally and can appear abovenabtopics: e.g., Quantifiers functioning
as topics (see (44)), or scene setting/frame teahpmr locative adverbials (see (8)). The
appearance of these elements in topic positions doeprove the existence of (55), as they
could also be base-generated there (note that laemare also interpretabie situin such
positions; compare subsection 3.2.2, especiallytnfie 20). However, the examples
containing a bound pronominal variable, such ag)%hd (56b), clearly show that these
Quantifiers or adverbials in topic positions cargioate in a position within the scope of
another Quantifier in the Quantifier field.

(56) a. Minden jelenl&y tanitvanyanak  Chomskyt = mindkét professzor
every attendant student-poss-dat Chomsky-acc botbrofessor
bemutatta
introduced-3sg
‘Both professors introduced Chomsky to the studéevery attendant.’

b. A hazajaban allitélag minden profétat  félredete
the homerossINE allegedly every prohetec misunderstandd.

‘Allegedly, every prophet is misunderstood in/hex home.’

Nevertheless, this still does not prove that thegpressions are base-generated in the
preverbal field, below Topic positions, since tloeyld also move out of the postverbal field
via Raising. If such an expression is generatedhan postverbal field, where it is not
interpretablein situ, then Raising may apply to it. Based on its eadiefinition, Raising
moves an expression from a position in which iinsterpretable to a position in which it is
interpretable. In the case of Quantifiers, Rais@ayes a trace in the base position, since (and
if) it is necessary for interpretability. As frarfeeatives or Quantifiers in examples similar to
(56a) and (56b) can easily be interpreted in T@ositions (such “high” Quantifiers may be
interpreted even without a trace left by movemesugh expressions could move from within
the postverbal field to a Topic position via Ragsas well.

Before concluding this section, let us briefly exaenthe distribution of the three

movement operations just summarized. In the absehcoegative evidence, | assume that
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Topicalization, similarly to the other two operais) cannot be applied within the preverbal
field (i.e., (55b) is likewise impossible, similgrito (53b) and (54b)). Consider now
Scrambling and Topicalization. It can be noticedttfa) both movements are categorially
non-selective, (b) both are recursive, and (c) baté restricted to overt syntax; their
distributions are different: (i) Scrambling canmobve anything from the postverbal field to
the preverbal one, whereas Topicalization can, @hdScrambling can occur within the

postverbal field, whereas Topicalization canfiotn short, the distribution of the two

movements with respect to the postverbal and pbaveields shows a complementary
pattern (save for the impossibility of movementhwitthe preverbal field). The assumption is
straightforward: these two types of movement are tealizations of one and the same
operation. This statement can be verified only & wan identify the independent factors
responsible for the differences between the twoaimns.

As for topicalization, Cinque (1990) shows thatdes not create a quantificational
dependency (as opposed to, for instance, focughanovement). The trace of topicalization
(as opposed to that of quantificational movemeistanaphoric (see Cinque ibid., Lasnik and
Stowell 1991, Rizzi 1997). The semantic type okthiace (as opposed to those left of
Quantifier Raising and other quantificational moesits), as an anaphor, corresponds to the
semantic type of the topicalized constituent itsatfcording to E. Kiss (1992, 1994a, 1995),
topicalization in Hungarian brings about a syntaaonfiguration of predicating over a
logical subject. In E. Kiss's (ibid.) view, topidzation differs from English-type NP-
movement only in terms of its locality conditiondué to independent reasons of Case
assignment), in case it involves long movemento@clause boundarie$).

Japanese-type local (short) Scrambling typical h& postverbal field in Hungarian
bears the properties of A-movement (NP-movemenge (Suranyi 2006a, b and the
references cited there), and it does not requiee rttoved element to be specific (or
“referential”). In the case of Hungarian, this istnsurprising (based on the Mapping
Hypothesis of Diesing (1992)) as Scrambling occuithin the functional projection
functioning as the logical predicate (AspP or Fo@®) a result, Hungarian Scrambling does
not divide clauses into logical subjects and prais. Certain Scrambling movements in
some languages tend to be analyzed as topicaliztdigeting a low, “middle field” topic
position; however, only nominal expressions witheafic reference may undergo this
operation.

As can be seen, (Hungarian) topicalization and @4dman) Scrambling are very

similar movement operations. The fundamental difiees between them are the following:
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(i) Topicalization does not occur within the logainge of the proposition (which differs
crosslinguistically; e.g., it can b or TP etc.), as it targets a position in the éidleld (i.e.,
it may be long movement), whereas Scrambling isoperation taking place within the
proposition, thus it is naturally local; (i) aspysed to Scrambling, topicalization creates a
logical subject—logical predicate articulation,which the topicalized element functions as a
logical subject (hence the specificity requiremehtopics). (i) and (ii) are closely related:
during topicalization, the syntactic configuratidescribed in (i) is interpreted in the manner
described in (ii).

From the perspective of the syntax-semantics iaterf | suggest the following

generalization:

(57) If a non-focus expression E is positioned idets clausal domain D of Type 3, and E
binds a D-internal variable of the same semantpe tgs that of E in the syntactic
representation, then D is interpreted as a pregliaatl E is interpreted as D’s logical

subject, i.e., as an aboutness topic.

Although we need not identify Type 3 in specifiersmtic terms for the model to get off the
ground, it may be noted that in view of the resit€hapter 3, Type 3 is at least as ‘big’ as a
tensed proposition, i.e., a proposition with a tiwaiable bound by an appropriate tense
operator?® Translating (57) into linear terms, on the badi§5¥), if an expression moves
from the postverbal field into the preverbal fidlthus it precedes the Verb Modifier or
Focus) leaving a trace (variable) in its base posithen it must be interpreted as a topic. A
SEM interface mapping rule in terms of the relateafiguration sketched in (57) may serve
as an appropriate trigger of topicalization movetsegiven the assumption of a generalized
Last Resort (see Chapter 1). Recall that an anaktgjeatment was advocated in Chapter 3
of id-focus movement.

Besides Scrambling and Topicalization, Raising disol an important role in the
analysis above. Raising — similarly to the otheo twovement types — can occur within the
postverbal field as well as move an element froengbstverbal field to the preverbal field.
The fundamental difference between Raising andother two movements is based on the
interpretability of the moved element in its basssipon: Scrambling and Topicalization
move elements that are interpretalbe situ, whereas Raising moves elements that are
uninterpretable in their base position. The twadkimf operations can apply to two disjoint

sets of elements. This is unsurprising in the cdntaf a Principles and Parameters
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framework: all movement transformations are simpBses of one basic operation of
movement, with differences between them followingnt the nature of the elements they
apply to, the nature of the positions they target,

The optional overtness or covertness of QuantiRaising was accounted for in
Chapter 3 in terms of an interaction of factorgluding the PHON interface condition
(Chapter 3, (48)), the PHON economy condtion (CéraBt (38)), and the syntax—-PHON
mapping rule (Chapter 3, (39)) below:

(58) Topics must not belong to the same IntP astmment.
(59) Minimize the number of IntPs.
(60) Adjunct phrases are mapped by default tmdapendent IntP.

It is these constraints that favor topicalizatioa,, a movement matching (57), to be overt. If
a covert spell out pattern is selected, then (58) only be satisfied by adding IntP
boundaries around the in situ topic phrase, wrsctostly, in view of (59). Taking topics to
be adjoined, rather than being hosted by a dedichatectional specifier in the syntactic
template of the clause, realizing the topicalizati@nsformation as overt movement satisfies
both (58) and (59) without having to overwrite défgprosodic structure. Topicalization is
correctly predicted to be limited to overt syntax.

| conclude this section by raising the possibitligt the pattern of movement in (48d),
repeated below as (61a), is realized not only byetoQuantifier Raising within the post-
verbal field, but in fact it is the proper analystsHungarian post-verbal scrambling, which |

proposed to analyze in Chapter 3 as realizing #teeqm in (49), reproduced as (61Db).

(61) Scrambling
a. Verb (X)Y X here
b. Verb XY (X) up to now (see Chapter 3)

In Chapter 3 | argued extensively that post-vesoahmbling involves a local transformation
with A-movement properties, and, following the doamt view of scrambling across
languages, | took this scrambling movement to bertam Hungarian too.

However, the results of Chapter 3 are preserverlaisan analysis of the kind in (61a),
taking scrambling to be a covert A-movement opergtiapplying in sentences with the

‘scrambled’ O>S surface order to the subject rathan to the object. Assume that what
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underlines the radical freedom of the positionifiguguments within the postverbal field is
analogous to what was proposed for post-verbal raihle that are interpreted in a pre-
verbal, “high” position in full; namely, base-geaton in a position lower than the position
of their interpretation.

Recall that an issue left open in Chapter 3 was dfidahe trigger of scrambling in
Hungarian. No trigger seemed identifiable as pesb& scrambling has no direct
interpretive effect in terms of specificity, infoation structure or the like. | suggest that if it
is assumed that Hungarian scrambling is an instaricé6la), then the trigger can be
identified: for instance, an agent generated Ia¥van the specifier position @P will need to
raise there to receive interpretation as a thenaagjument. As this movement is not triggered
to a strong feature-checking position, it will rémeovert, by default®

This alternative analysis of the scrambling movetmererms of low base-generation
plus covert movement (“inverse scrambling”) may cstight on a question left open in
Chapter 2, Section 5.5. Discussing examples likg éhd (62) (=Chapter 2, (40) and (41),
respectively), it remained an open issue why thtitus is only mildly degraded, on in the
case of (62), not degraded at all. In Chapter 2idggssted that A-movement cannot be
reconstructed across a focus, and adopted the thiatvdecreasing (and non-monotonic)
numeral indefinites, aka counters (Szabolcsi 198i,foci. This led to correct predictions
for the (non)availability of certain scope inteffatens in English. However, on an overt
movement scrambling account of postverbal O>S ontlas expected that the scrambled
universal quantifier object cannot reconstruct $oppe across the subject counter to get
narrow scope reading. The possibility entertained Ghapter 2 was based on the
independently motivated assumption that countetdungarian may function as id-foci. But
if the counter subject is interpreted as an id-focuthe examples below, then, given that
Hungarian has covert id-focus movement within thetywerbal field (see Chapter 3), which
can lead to wider than surface scope, inverse soelpgons are predicted to be available

below.

(62) MA oldott meg minden feladatot kevékdia 0O>S,??S>0
today solved PRT every exercise-acc few student

‘It was today that few students solved every esert

Nevertheless, | found no reliable way of contr@lifor (the lack of) an id-focus

interpretation in these examples, and it may edsily out that they may have an inverse
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scope interpretation even when the counters thegiva are not interpreted as an id-focus,
but merely as an ordinary (alternatives based)do@un the “inverse scrambling” analysis of
non-canonical argument order in the postverbatl fieht we are entertaining here, the option
of inverse scope is predicted not to be linkedrtadafocus interpretation of the counter. This
is because on this analysis it is not the objeat tmdergoes overt scrambling movement
across the subject counter, but it is the subjednter that undergoes covert scrambling
movement across the object, which may be an initiefin, as in (41bj’ Given the A-
movement properties of this scrambling discussddnsxely in Chapter 3, no intervention

effect is predicted to arié.

5 Closing remarks

| have argued in this chapter that the syntacgixiffiility and the syntactic rigidity involved in
adverbial ordering be simultaneously captured imadel that is based on the semantic
properties of the elements involved (hamely, thafsthe various adverbial classes, as well as
those of the clausal domains they semantically as®pwith). The radical freedom of the
choice between the pre- and post-verbal positioofredverbials, with no effect on semantic
interpretation, was derived as an instance of dioopo base-generate adverbials in a lower
position than their interpretive positions, fromewd they must undergo covert movement to
the syntactic site of their interpretation. No aedied syntactic templates, and no formal
feature checking was proposed to model aspectiseofigidity and partial flexibility in the
word order of pre-verbal adverbials, either. A pteed parametric property of Hungarian
that was not deduced from deeper principles of gramis that this language allows both
arguments and adverbial adjuncts to be base gedeeatd spelled out lower than their
position of semantic interpretation. This yieldegeaised account of the o radically free word
order alternations internal to the post-verbaldfieldentifying a proper trigger for the
movement operation underlying the permutations.

| conclude the chapter by returning to a looseadtirm the discussion of the relative
position of the Verb Modifier (VM) and fronted FacuThroughout the presentation | have
taken Focus to be higher in the structure thaméhral positon of VM. According to results
obtained in Chapter 3, the position of the VM ineautral clause and that of fronted Focus is
the same; it was identified as the specifier of WRere VM raises to in neutral clauses, and

which is occupied by the fronted Focus in clausés an id-focus, allowing VM to stay
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lower, in the specifier of AspP. It this is so, th@e lose our explanation of the fact that Low
Adverbs may precede the VM but they cannot preteel&ocus.

| suggest that the two types of results are nainsistent, if we assume that it is not the
VM element itself that raises from the specifietAsipP to the specifier of TP, but the whole
AspP projection. This movement is preceded by marsmremoving all the material to the
right of Asp from AspP, as Koopman and Szabolc§iO@® proposed. These ‘purging’
movements may be required precisely because itsigPAthat raises to [Spec,TP]: the
specifier of TP apparently does not tolerate pestchmaterial in the phrase that raises to it,
either in the case of elements functioning as Fouwsn the case of elements functioning as
VM. If a Low Adverb LA is adjoined to AspP, as thealysis in the present chapter has it,
then it raises together with AspP to [Spec,TP]. éwing on whether the verb is taken to
move by head movement separately to T, or stayshén AspP constituent raising to
[Spec,TP], we may generate the two structures ). (fhis resolves the technical point of
tension between the relevant outcome of the predepter and Chapter 3.
1
(41) a.  frlasppLA[aspp VMV ]I T[. . . ]]

b.  [rp [aspp LA [aspp VM =] [T V][ ... ]]

In fact, there may be indirect evidence for thelysis in (41a). E. Kiss (2002) points
out that coordination below the VM, including therlb and material following it, is
unacceptable, while coordination below the fronkedtus is possible. If neutral sentences
have the structure in (41a), then the resistencéh@fstring beginning with the verb to
coordination (and in fact to some forms of ellipsss predicted: this string does not form a

constituent under (41a).

Notes

1| concentrate in this chapter on optional advérh@juncts, and disregard obligatory adverbial
elements that function as a complement (i-ii) ocoselary predicate (iii), or must appear for
informations structural or other reasons (iv).

0] He treated her *(rudely)
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(i)  Janos *(rosszul)  viselkedett

J-nom badly behaved
‘John behaved badly.’
(i) A csapat a meccs végére *(laposra) verte  az ellenfelet
the team-nom the game end-poss-to flat-onto pastt- the opponent-acc

‘The team knocked the opponent out by the entd@bame.’
(iv)  This wine sells *(easily)
2 A semantic distinction between different typesadierbs is commonly accepted. For instance, a
basic distinction between sentence and verb or pbrase adverbs is generally assumed, though, as
Tenny (2000) notes, its nature and how it figuresamantic categorizations of adverbs has long been
a subject of discussion (e.g., Thomason and Steirek73, Lakoff 1973, McConnell-Ginet 1982).
% In what follows, | deliberately avoid relying omyatechnical apparatus that is not indispensable to
develop my proposal. As my proposal is compatibléghwa variety of formal semantic
implementations, in presenting the analysis | ieffeom explicitly adopting any one of the specific
possible alternative executions, since a choicengntioese will not be directly relevant to my cehtra
claims.
* These terms, even if commonly uses, are somewfatetise. Topic and focus elements are not
defined as such directly by their discourse rotdésthe “old” (“given”) vs. “new” status in termsf o
the Prague School). The crucial factor in the asEocus is the (logical) semantic identificational
logical predicate role (which also affects trutmdibions and involves the alternatives of the feaas
constituent; see E. Kiss 1998), whereas it is the played in the predication expressed by theselau
in the case of Topics (so-called “aboutness topissé Strawson 1964, Kuno 1972). These roles do
not strictly correlate with the concepts “old” (\gn”) and “new”.
®> To deduce the fact that the syntactic range cheriaed by free word order corresponds linearly to
the field that follows the verb, one of the follogi two generalizations needs to hold. (i) The verb
must stay within the VP in both neutral clauses aod-neutral ones (which include negatiorh-
expressions or Focus) in the surface word ord¢Mnen the verb does move out of the VP, no VP-
external constituent (e.g., an adverbial) may laeed between the surface position of the verb and
the left edge of the VP. This is necessary to atoé (false) prediction that such elements (if any)
would have to precede the arguments and optiofahetd positioned inside the VP. (i) is apparently
contradicted by the applicability of certain syttamperations (e.g., ellipsis, coordination) te th
whole of the post-verbal domain without affectihg werb (see, e.g., E. Kiss 2002, Suranyi to appear
a). Further, the status of the descriptive conditio(ii) is dubious.
® The term “Scrambling” is also used in a broadesdiiptive sense in the literature, to refer t@ fre
constituent permutation (e.g., E. Kiss (1994, 2GI®3) also uses it in this sense). In this dissiert

the term is used in a narrow sense of the optimalement account of Chapter 4.
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" The example in (5b) is ungrammatical due to theegaization in (4a): the adverbihhngosan
‘aloud’ is not interpretable as the modifier of tmnstituentdyyakran felolvasta a dolgozatokat
® As pointed out at the beginning of the currentisagit is not the aim of this chapter to provide
comprehensive discussion of adverbials in the elalike enumeration of High Adverbials as well as
of the types of adverbials listed below is far fremhaustive. As noted at the outset, | also puteasi
adverbials functioning as secondary predicates, (eegultative adverbials or the different types of
depictive adverbials), nor those selected as argtsne
° In the case of a negated verb fommér ‘already’ functions as the adverbial of future eirwith
respect to the reference time. Some speakers asaitligh Adverbial in this sense:
0] %Mar Janos nem jon ma el
already John not comes todam

‘John will not come today.’

(i) %A hatraléw idében mar az elnokot nem mondathattak le

the remaining  timenE already the  presidemecnot  depose VM

‘The president cannot be deposed in the rematirime.’

% An anonymous reviewer of a paper version of thispter suggested that adverbials like pre-Focus
épp(en)just’ andpont(osan)exactly’ can be placed only above FocP, and tleeecthey constitute a
separate, fourth group in Table 1. The group ohsadverbials may be defined in terms of their
sensitivity to Focus: they belong to the same chssssak ‘only’. However, it is not really clear
whether (a) these focus-sensitive adverbials moitti&/ focussed constituent itself, or (b) they are
adjoined to FocP.

In any case, they can certainly appear quite fanfthe focussed constituent, in the postverbal
field as well (see (i)-(iii) below). In the case @f), an explanation based on Stranding might be in
place, whereas in the case of (b) the analysieeofriovement defined as Raising in subsection 3.2.2
could be extended to them.

() JANOS késett épp el

John was.late just  vm

‘It is John who is late now.’

(i)  JANOSNAK arultam pont el

JohnpAT  disclosed-T-sc  exactly VM

‘It is John who | disclosed it to.’

(i) JANOS késett csak el
John was.late only vm

‘Only John was late.’
! Clauses containingyorsan‘fast’ are ambiguous. For instance in (i) eithee period of writing a
letter or the preceding period can be short. fioissible that this ambiguity does not simply depamd
the structural position afyorsan this adverbial may belong to both the High Advald and the
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Middle Adverbials (for further discussion, see Swi&o appear b). In the former case, the ambiguity
of the clause may be traced back to the type gaispportunity (2-1 here) of the calculus to be
presented later, while in the latter case it maybbeause of the flexible selectional properties of
gyorsan(selecting either type 1 or type 2 here). In exanip) below, in whichgyorsanis focussed, a
third reading is also available, in which the adar modifies only the activity component of the
complex accomplishment event. The difference betwbe latter and the first reading mentioned
above is illustrated in example (iii).
() Gyorsan megirtam a levelet.

fast vMm.wrote-£-sGc  the letteracc

‘| wrote the letter fast.’
(i)  Gyorsan irtam meg a levelet

fast wrote-i-sc vm  the letteracc

‘The way | wrote the letter was fast.’
(i)  Gyorsan megirtam a levelet, annak ellendogy nagyon lassan irtam.

fast vMm.wrote-Tlsg the lettemcc despite that very slowly wrote’isc

‘| quickly wrote the letter, in spite of the faitiat | wrote very slowly.’
12t is important that the generalization in (22)insindependent of operator movements (including
Topicalization, Quantifier Movement or Focus Movaravhich all target a position in the preverbal
field) or the movement of ‘incorporation’ into tipesition of the Verb Modifier. In other words, eyer
(free) adverbial may appear preverbally withouhigenoved by operator movement or incorporation.
The exact opposite is supposed to be true of anguattverbials (see (i) below). This is follows from
the assumption that (a) arguments are generatgd amd that (b) the verb always moves outhfl
am not aware of examples contradicting the gerztadin in (i).
()  Anargument adverbial may precede the verb drityis moved there by operator movement or

incorporation.
¥ In a semantically based theory of adverbials inictvhthe types selected by adverbials are
invariable, the types of modified constituents maisb be constant. This may be available via type
shifting (e.g., Ernst 2002), or it may also be a®=d that there is an abstract element with no
phonological realization in the syntax (for exammeclause with no Quantifier in it may still be
considered a “DistP” type of domain, if an adverlmathe clause is supposed to be able to modify
“DistP” type domains only; that is, it selects tgpe “DistP”).
! Bernardi and Szabolcsi (2008) provide a compralersemantic (and syntactic) analysis of the
Hungarian preverbal field based on a proof-theorediculus. The mini-calculus designed to analyze
the syntax of different classes of adverbials presk above could, in theory, be transposed into
Bernardi and Szabolcsi’'s model.
13 |f an adverbial that typically selects Type 2.(iieis a Middle Adverbial) may marginally select

constituents that are of Type 1 for some speakers if it can also function as a Higher Adverpjal
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then it may marginally appear above topics (s§ei)ch variation is discussed in Suranyi (to appea
b: Chapter 6).
(i) %Gyorsan Janos mindenkit  megnyugtatott.
quickly John everyongecvm.reassured

‘John quickly reassured everyone.’
According to an anonymous reviewer of a paper wvarsif this chapter, the grammaticality of the
examples similar to the ones in (ii) below is dwisip(s)he also remarks that my model predicts them
to be grammatical (compare (11a, i) and (27)).
(i) a. Janost  mindenki szerintem mindenhova mgghiv

JohnAcc everyone in.my.opinion everywhekav.invites

‘In my opinion, everyone invites John everywhere.’

b. Janost minden Unnepségre  valdgetm meghivtak.

JohnAccevery ceremonguBL probably  vM.invited-3PL

‘John was probably invited to every ceremony.’
By searching fofmindenki(t) valészifileg” ‘everyone-Acc) probably’ or“mindenki(t) szerintem”
‘everyone-AccC) in.my.opinion’ in Google’s online search engireedessed on 20 October 2008),
there are a number of search results in which thvesd strings can be found in the preverbal fidld o
the clause, as can be seen below:
(i) llyenkor mindenki valészitileg magat adja

this.time everyone probably  herself/himself gives

‘Probably everyone shows her/his true self undese circumstances.’
(iv)  Miniszter 0r, mindenkit szerintem napok ota z a izgat, hogy 6n talalkozott

minister mister everyonecc in.my.opinion days since that excitesthat you -Bi&sG

Kulcsar Attilaval vagy sem?

Kulcsar AttilaiNs or  not

‘Mr. Minister, | think everyone has been excitdmbat whether you met Attila Kulcsar or not for days
6 Even though it is not straightforward that thigss of Quantifiers exists, temporal adverbials
similar to that in (44a) and frame/scene settirgatives similar to that in (44b) are here regarded
members thereof. It is doubtful whether these dulaby are generated just above the position of Verb
Modifiers or above (the surface position of) Fodndact, as far as the narrow scope of the Quantif
is concerned, these adverbials in (i) and (ii) wetoe supposed to be generated below (the surface
position of) Focus.
0] A Ml kertlink szokott minden évben tavasszal ésszel viragba borulni

the our gardemOSSAUX-HABITUAL every yeanNE spring+Nsand falliNs flower-LL burstiNF

‘It is our garden that bursts into flowers evepyisg and autumn.’
(i) Csaka TUDOSOK orvendenek Magyarorszag nagy megbecsiltségnek

only the scientists  rejoicé®3pPL Hungarysup  also big appreciationAT

‘Only scientists are honoured also in Hungary.’
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" A subject Quantifier may be interpretiedsitu even without type raising: subject Quantifiers afre
type <<e,t>,t>, while predicates are of typee,t> (since there is only one argument missing, which
is the subject) (see, e.g., Heim and Kratzer ibiQyantifiers generated in topic positions (if they
exist) may be interpreted in the same way.

1t must be underscored that Quantifier Raising ey apply to an expression that is
uninterpretablén situ (even though it may become interpretable via ype taising of the verb). This
means that a non-quantifier nominal expression ighatiterpretablén situ (e.g., DPs containing an
indefinite article or a weak numeral) cannot unde@uantifier Raising, even if this would result in
inverse scope.

19 Boskovic és Takahashi (1998) (B&T) and Boskovi6(Q@) propose the opposite of what has just
been presented to handle Japanese (non-local) BlangmAccording to B&T, in the case of
semantically vacuous Scrambling the given elemgttaise-generated in its surface position; i.e., if
the element is an argument, it is generated highan its argument position or that of its
interpretation, and it is later lowered into it.€l'tway my proposal deals with postverbal adverbials
interpreted above the surface position of the verlthe opposite: as these elements are not
interpretable in their hierarchical positions i thostverbal field, they are raised into their poiss

of interpretation. In this case, similarly to B&Tépproach, there is nothing to be interpreted &ir th
surface positions.

? This freedom is syntactic in nature: the relapsition of certain constituents may be affected by
prosodic (including the phonological length of thenstituent), parsing etc. factors (see, e.g.,
Behaghel’s Law cited by E. Kiss (to appear d, e)).

L The assumption that adverbials can undergo Sciagnbés long been disputed in the literature. For
example, it has been proposed that adjunct adverliaGerman (Frey 2003, Pittner 2004) and
Russian (Bailyn 2001, 2004) can undergo Scramblmgl so can Japanese selected adverbials (as
pointed out by Yokota 2004). Shields (2007) readhessame conclusion about both Japanese and
Russian, and Alexiadou (1997) also argues for tssipility that Scrambling can apply to adverbials.
According to Grewendorf and Sternefeld (1990), mmati projections (except VPs and IPs) can
undergo Scrambling in general.

22 0n the basis of the proposed analysis, this iregglity may be due to the fact that all advergjal
Quantifiers and topics appearing in the pre-vefteddl are adjoined to AspP/FocP representing the
predicate. For, it is generally impossible to maveonstituent from the adjunct position of a given
category to another adjunct position of the santegcay.

2 When describing the categorial selectivity of &unting, Miiller (1995: Chapter 3 section 6) argues
that in this respect there is no fundamental défiee between Scrambling and Topicalization (and

wh-movement) in German. This holds of Hungarian al& we
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4 “Topicalization” is a term that does not coverriform class of operations across languages. While
topicalization is recursive in Hungarian, only adopic is allowed per clause in V2-type languages
(such as German and Dutch) or in Japanese. Hunganécalization does not show “topic island”
effects, unlike its English or German counterpSete the works by E. Kiss cited above for further
discussion. Unlike Scrambling, topicalization tegg verb movement and is in complementary
distribution withwh-movement in V2-type languages, whereas both topateon and Scrambling are
independent ofvh-movement and neither of them triggers verb movemen
0] *That man we know that this book Mary gave to
(i) OKAnnak az embernek tudjuk, hogy ezt a konyvélari odaadta

thatDAT the persomAT know-1"-pL that thisacc the bookacc Mary gave-8’-sG

‘We know that Mary gave this book to that man.’
% This general analysis may be implemented in a muno ways as to the identification of the
semantic types involved. For example, Gunji (19B70) does not consider constructions involving
(aboutness) topicalization to be a combination gbradicate and an individual, but takes such
constructions to involve a relation between anvimlial and a proposition containing an individual.
That is, the semantic value of a topic+comment igsmit a proposition; this is exemplified in (i).
() R(Ken’s room, The aunt cleaned Ken’s room)
% It may be assumed that thematic role assignerduingarian have “weak” theta-features (see
Suranyi 2003), which do not require the relevaguarent category to fill their specifier position in
overt syntax. This parameter may work for argunsenambling, but unfortunately it does not readily
extend to adjunct scrambling within the postvefladl or to Adverb Raising.
" Indefinites are not quantificational interveneBsit examples where the object is a quantificational
element (a potential intervener) are no differeititee: A-movement is not normally sensitive to
guantificational intervention.

See Lasnik (1999) for data that can be interprageishvolving covert A-movement of the object
in English, with the familiar effect of A-movemenn scope interpretation, binding, etc. Lasnik’s
(ibid.) evidence to analyze this A-movemenbhaligatorily overt is inconclusive.

% Covert scrambling, as covert A-movements in gdnésarestricted to a local domain, perhaps
corresponding to Chomsky’'s (2001) phase. Therafioreovert long scrambling from an embedded

finite or subjunctive clause can be generated ectly.
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Chapter 6

Conclusions

The present monograph has sought to contributehéo itvestigation of two broad,
complementary but interrelated themes in the stfdgatural language syntax, examining
them in the context of the current minimalist reskhaprogram (MP) of transformational
generative grammar (TGG). These are: (i) the amalg$ apparently free word order
alternations, and (ii) the account of word ordestnietions. The particular research questions |
have investigated concern three related outstanaspgcts of the approach: (a) the role of
feature checking and Last Resort, (b) the roleyntactic templates, and (c) the Uniformity of
Grammars.

In Chapter 2 of the dissertation | looked at thmif@ of movements and positions that
are related to scope-taking possibilities of défarkinds of noun phrases in the clause. | have
outlined a possible deconstruction of part of timetactic template involved in cartographic
approaches to the phenomena, suggesting thatemnadlte, and in fact more conservative,
approach that directly draws on the semantic ptegseof the elements involved is not only
less stipulative, but it also fares empiricallytbetin accounting for the differential scope-
taking options — and consequently: LF positionwailable to the various classes of syntactic
elements involved.

| advocated the following two points. First, thebar feature checking approach to Q-
scope, which involves directed movements to fumetigositions in a pre-fabricated syntactic
template, is both conceptually and empirically peatatic (and Hungarian is far from
supplying evidence in its favour). Second, whenoeebine the independently motivated
covert scopal mechanisms of (i) QR, (ii) existdntlasure, and (ii) A-reconstruction, which
is constrained by quantificational interveners likeus and by the Mapping Hypothesis, then
the intricate pattern of Q-scope interactions igaxly predicted in an elegant manner. The
alternative account presented relies on a genetahlintion of Last Resort: QR of GQPs and
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covert id-focus movement of counters are triggemetl by abstract null morphosyntactic
features; rather, they are licensed by virtue efititerpretations they lead to.

A repercussion of these results is that QuantRarsing exists at the level of narrow
syntax — an assumption that has recently beentestigahallenged, perhaps most strongly in
the specialized quantifier-projections approach,aiso elsewhere. Further, if the analysis of
Q-interaction presented here is on track, then ddmetruction also must be available
(alongside A-bar reconstruction), contra Chomslg98) and Lasnik (1999).

Chapter 3 reviewed the mainstream feature-checkemgd hierarchical syntactic
template based approach to focus movement in Hiamggvointing out its weaknesses. An
alternative was developed that — in accordance aitentral objective of the dissertation —
restricts the role of syntactic templates (STs)wiwat is necessary independently of the
grammar of focus, arguing that both the (appargrgiytactic restrictions and the partial
word order flexibility that are witnessed can bdueed to properties of the mapping at the
interfaces to SEM and to PHON, respectively, withpostulating either a special absolute
syntactic position for focus in the clausal ST decking of an uninterpretable [foc(us)]-
feature. | extended the account to the apparemiipmal fronting of (non-topic) increasing
distributive quantifier phrases. | proposed thas tis due to the adjunct status of QR-ed
qguantifier phrase, which are therefore mapped se@arate IntP, taken together with the
economy preference of the syntax—prosody mappimgianize the number of IntPs.

An important result of Chapter 4 is that it hasmafiated an alleged residual
idiosyncrasy of Hungarian, the non-configuratiotyabif its verb phrase, which goes against
the Uniformity of Grammars hypothesis of the miniista research program, by
demonstrating systematically that a scrambling @ggn, based on a configurationdd, is
readily formulable, and what is more, it is empmlg superior. Modulo scrambling,
Hungarian is configurational not only in its lefenphery, but all the way down. It has also
been shown that postverbal object—subject reorgenirthis language is akin in particular to
short scrambling of the Japanese-type (and coatmstrucial ways with German or Slavic
scrambling).

The lack of a systematic semantic effect assocmtttdscrambling precludes a SEM-
interface based treatment of this apparently filésrration. Any semantic effects that are
found, including those involving A-binding possibéds and options of scope interpretation,
are those that arise as a by-product of being édcat the hierarchical positions that the
scrambled element subject to the alternation oesuipi relation to other elements. A feature-

checking based treatment is also unfeasible, becau#terpretable feature or property could
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be identified as a counterpart of a postulated terpnetable feature that would trigger the
scrambling movement. An provisional conclusion, etihwvas then addressed in the following
chapter, could be that in minimalist terms the p@sbal word order alternation under
scrutiny is radically free and untriggered.

In the last part, Chapter 5 | proposed to identtie trigger of the scrambling
movement, drawing on an intriguing analogy withtaier post-verbal uses of adverbials. |
argued in this chapter that the syntactic flexipiland the syntactic rigidity involved in
adverbial ordering can be simultaneously captuned model that is based on the semantic
properties of the elements involved (namely, thafsine various adverbial classes, as well as
those of the clausal domains they semantically @s@pwith). The radical freedom of the
choice between the pre- and post-verbal positioningdverbials, with no effect on semantic
interpretation, was derived as an instance of dioopo base-generate adverbials in a lower
position than their interpretive positions, fromew they must undergo covert movement to
the syntactic site of their interpretation. No deded syntactic templates, and no formal
feature checking was proposed to model aspectseofigidity and partial flexibility in the
word order of pre-verbal adverbials, either. A ptated parametric property of Hungarian, to
be deduced from deeper principles of grammar iaréutvork, is that this language allows
both arguments and adverbial adjuncts to be basergied and spelled out lower than their
position of semantic interpretation. This yielderbgised account of the o radically free word
order alternations internal to the post-verbal dfieidentifying a proper trigger for the
movement operation underlying the permutationgtims of generalized Last Resort.

In investigating apparently free word order altéioress and word order flexibility, this
monograph, drawing on trends in both non-generdtiveuding functionalist) and in recent
generative work, has presented an approach to ctyntstructure that shifts as much as
possible of the burden of the explanation of wordeo facts from a fixed hierarchical
syntactic template ST of absolute positions ananfittie postulation of narrow syntactic
agreement of abstract features to the particuladsi@f the individual elements themselves
that constitute the sentence and to the interpoetathey give rise to. In the main, adopting
the basic guidelines of the minimalist researchgam, these needs are imposed by the
semantic and the phonological subsystems of granmtexfacing with syntax by interpreting
its output. In broad terms, this work then is difedy a study in the deconstruction of ST,
which replaces the mainstream conception of absadyhtactic positions by a notion of

relative syntactic position. In other words, rattiean defining syntactic structure as fixed and
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absolute, syntactic structure is viewed as flexibia relativeab ovo, taking aspects of
rigidity of word order as the exception rather thiae rule.

This shift in perspective allows us to assign a benof requirements imposed by
the external interface systems of meaning, andesser extent, of sound, a more central, and
occasionally more direct, role than in mainstredtaraatives. Though departing from the
mainstream implementation in several ways, impdlgtathis approach is fully in line with
the minimalist research guidelines to reduce ashnmficarrow syntax as possible to syntax-

external factors.

207



References

Abusch, D. 1994. The scope of indefinitiigtural Language Semanti2g2). 83—136.

Adger, David and Gillian Ramchand. 20@3edication and equatior84.3:325— 359.

Aissen, Judith L. 1992. Topic and focus in Maylaanguage68, 43-80.

Akmajian, A. 1970. On deriving cleft sentences frgseudo-cleft sentencekinguistic
Inquiry 1: 149-168.

Akmajian, A. 1979Aspects of the Grammar of Focus in Englidlkew York: Garland.

Alexiadou, Artemis. 1997Adverb Placement: A Case Study in AntisymmetrictaQyn
Amsterdam: John Benjamins.

Alexiadou, Artemis. 2004. Adverbs across framewdrikgua Volume 114, Issue 6, June
2004, Pages 677-682

Aoun, Joseph and Y. A. Li. 1991. The interactioropérators. In: Freidin R. (ed?yinciples
and Parameters in Comparative Gramm@ambridge, Mass.: MIT Press. 163-181.

Ariel, Mira. 1990.Accessing Noun-Phrase Antecedehtsdon: Routledge.

Ariel, Mira. 1994. Interpreting anaphoric expresspA cognitive versus a pragmatic
approachJournal of Linguistic80: 3—42.

Bailyn, John. 2001. On scrambling: a reply to Badk@nd TakahashLinguistic Inquiry32:
635-658.

Bailyn, John. 2002. Scrambling to reduce ScrambBIgOT InternationalNol. 6. No. 4-5.

Bailyn, John. 2004. Generalized Inversiblatural Language and Linguistic Thea:1-49.

Baker, Mark C. 1988ncorporation: A Theory of Grammatical Function Ctgang Chicago,
IL: University of Chicago Press.

Baker, M.C. 1996T he Polysynthesis Parameté&xford: Oxford University Press.

Baker, Mark C. 2001The Atoms of Language: The Mind’s Hidden Rulesrafr@ar New

York: Basic Books.

208



Beaver, D., Clark, B., Flemming, E., Jaeger, T.aRd Wolters, M. (2007). When semantics
meets phonetics: Acoustical studies of second-oenue focusLanguage83(2):283—
341.

Beghelli, Filippo. 1993. A minimalist approach toamtifier scopeProceedings of NEL33.
GSLI, UNass Amherst.

Beghelli, Filippo and T. Stowell. 1994. The directiof quantifier movemenGLOW
Newslettei32: 56-57.

Beghelli, Filippo and T. Stowell. 1995. Distributiand negation. Ms, University of
California, Los Angeles.

Beghelli, Filippo and T. Stowell. 1997. The synt&distributivity and negation. In: A.
Szabolcsi (ed.Ways of Scope TakinDordrecht: Kluwer. 71-108.

Belletti, Adriana and Luigi Rizzi. 1988. Psych-Verbnd6-Theory. Natural Langauge and
Linguistic Theory 6: 291-352.

Bende-Farkas, Agnes. 2005. Negative Concord andsHocHungarian. In Paul Dekker (ed.)
Proceedings of the 15th Amsterdam Colloquium. [lLUGIversity of Amsterdam.

Bende-Farkas, Agnes. 200Bomparing English and Hungarian Focuds., IMS, University
of Stuttgart.

Bennis, Hans. 198&aps and Dummie®ortrecht: Foris.

Ben-Shalom, Dorit. 1993. Object wide scope and sgim&ees. In: Lahiri (edProceedings
of SALTIII.

Bernardi, Raffaella and Szabolcsi, Anna 2008 Qallity, Scope, and Licensing: An
Application of Partially Ordered Categoriedournal of Logic, Language and
Information 11(3).

Bobaljik, Jonathan David and Susi Wurmbrand. 2008rd order and scope: Transparent
interfaces and the % signatufds., University of Connecticut.

Bobaljik, Jonathan David. 1999. adverbs: the h@raparadoxGlot International4: 27-28.

Boeckx, Cedric. 2001. Scope reconstruction and Aenwent. Natural Language and
Linguistic Theoryl9: 503-548.

Boeckx, Cedric. 2003:ree word order in minimalist syntaxMs., University of Maryland.

Boskovi, Zeljko. 2000. What is special about multiple wbrting? In: Masako Hirotani,
Andries Coetzee, Nancy Hall, Ji-Yung Kim (edBrpceedings of NELS 3@mherst:
GLSA. 83-107.

Boskovi, Zeljko. 2002. On multiple wh-frontind.inguistic Inquiry33: 351-384.

209



Boskovi, Zelijko. 2004. Topicalization, focalization, lealcinsertion, and scrambling.
Linguistic Inquiry35: 613-638.

Bo3kovk, Zeljko and Daiko Takahashi. 1998. Scrambling bast ResortLinguistic Inquiry
29: 347-366.

Brandt, Patrick. 2003ipient PredicationUtrecht: LOT. (Published PhD dissertation)
Bresnan, Joan. 1995. Linear order, syntactic ran#f,empty categories: On weak crossover.
In: Formal Issues in Lexical-Functional Grammad. Mary Dalrymple, Ronald M.
Kaplan, John T. Maxwell, and Annie Zaenen, 241-&tdnford University: CSLI

Publications.

Bresnan, Joan. 1998. Morphology competes with gyftaplaining typological variation in
Weak Crossover effects. 1a the best good enough? Optimality and competition
syntax ed. Pilar Barbosa, Danny Fox, Paul Hagstrom, MakicGinnis, and David
Pesetsky, 59-92. Cambridge, MA: The MIT Press.

Brody, Michael. 1990a. Remarks on the order of el&s in the Hungarian focus field. In:
Istvan Kenesei (ed.) Approaches to Hungarian 3.1/ A9zeged. 95-121.

Brody, Michael. 1990b. Some remarks on the foceid ih HungarianUCL Working Papers
in Linguistics2, 200-225.

Brody, Michael. 1995. Focus and checking theoryAjpproaches to Hungariah, ed. Istvan
Kenesei, 29-44. Szeged: JATE.

Brody, Michael. 2003Towards an Elegant Syntaxondon: Routledge.

Brody, Michael, and Anna Szabolcsi. 2003. Overpscm HungarianSyntax6: 19-51.

Bruening, Benjamin. 2001. QR obeys Superiority:zZ€roscope and ACILinguistic Inquiry
32: 233-273.

Biring, Daniel. 2007 "Intonation, Semantics anainfation Structure”. In: Gillian
Ramchand & Charles Reiss (eds) The Oxford Handlbbddkiguistic Interfaces.

Biring, Daniel. 2008. Been There, Marked That — Wedry of Second Occurrence Focus.
Ms, UCLA. To appear in a volume edited by Makoto nEkaawa and
Christopher Tancredi.

Chtareva, A. 2005. An Experiencer Analysis of Sabjdioms in Russian. IRroceedings of
FASL 13. The Columbia Meeting0-91. Ann Arbor, MI: Michigan Slavic Publicatien

Choe, Hyon-Sook. 1989. Restructuring parameterssaraimbling in Korean and Hungarian.
In Configurationality: The Typology of Asymmetriesd. LaszI6 Mardcz and Peter
Muysken, 267—-292. Dordrecht: Foris.

210



Chomsky, N. 1971. Deep structure, surface structamed semantic interpretation. In
Semantics An Interdisciplinary ReaderD. Steinberg and L. Jakobovits, (eds.), 183-
216. Cambridge: Cambridge University Press.

Chomsky, Noam. 1976. Conditions on rules of graminaguistic Analysi:303—-351.

Chomsky, Noam. 1977. “On wh-movement”.Hormal syntaxed. Peter Culicover, Tom
Wasow, and Adrian Akmajian, 71-132. New York: AcailePress.

Chomsky, Noam. 1981 ectures on Government and Bindifgprdrecht: Foris.

Chomsky, Noam. 198@®arriers. Cambridge, MA: MIT Press

Chomsky, Noam. 1993. A minimalist program for lirgjic theory. InThe View from
Building 2Q ed. Kenneth Hale and Samuel Jay Keyser, Cambribige The MIT
Press. 1-52.

Chomsky, Noam. 1999.he Minimalist ProgramCambridge, MA: MIT Press.

Chomsky, Noam. 2000. Minimalist inquiries: The flawork. In: Roger Martin, David
Michaels, and Juan Uriagereka (edgp by Step. Essays in Honor of Howard Lasnik
Cambridge, Mass.: MIT Press. 89-155.

Chomsky, Noam. 2001. Derivation by Phase, in Kemsto (ed.), Ken Hale: A Life in
Language Cambridge Mass.:MIT Press, 1-52.

Chomsky, Noam. 2004. Beyond explanatory adequacStructures and beyondd. Adriana
Belletti, 104—131. Oxford: Oxford University Press

Chomsky, Noam. 2005. Three Factors in Languagegésinguistic Inquiry36:(1). 1-22.

Chomsky, Noam. 2007. Approaching UG From BelowUh:Sauerland, Hans Martin
Gartner (eds.Interface+Recursion=Language®ew York, Mouton de Gruyter, 1-29.

Chomsky, Noam. 2008. On phases. In Robert Frei@arlos Otero, and Maria-Luisa
Zubizaretta (ed.roundational Issues in Linguistic Theoyambridge, MA: MIT Press.

Chtareva, Angelina. 2005. An Experiencer Analysfs Smbject Idioms in Russian. In
Proceedings of FASL 13. The Columbia Meeti@@-91. Ann Arbor, MI: Michigan
Slavic Publications.

Chung, Sandra and William Ladusaw 2004. Restrichioth Saturation. Cambridge, MA: MIT
Press.

Cinque, Guglielmo. 1990 ypes of A’-dependencigSambridge, Mass.: MIT Press.

Cinque, G. 1993. A Null Theory of Phrase and Conmgb8tressLinguistic Inquiry24, 239-
298.

Cinque, Guglielmo. (1999)Adverbs and functional heads: A cross-linguistiesspective

Oxford: Oxford University Press

211



Costa, Joao, 1997. On the behavior of adverbsnitesee-final contexiThe Linguistic
Reviewl4, 1.

Costa, Joao, 1998. Word Order Variation: A ConsediApproach. Doctoral dissertation,
HIL/Leiden University.

Costa, Joao, 2000. Adverbs as adjuncts to non-savinctional categories: evidence from
Portuguese. In: Alexiadou, A., Svenonius, P. (Edglyerbs and Adjunction.

Linguistics in Potsdar, 19-32.

Corver, Norbert. and Henk van Riemsdijk. 1997. Ppbsition of the head and the domain of
scrambling, InTypology: prototypes, item orderings and universats B. Palek, 57-90.
Charles University Press: Prague.

Craenenbroeck, Jeroen van (ed.) 2009. AlternatieesCartography. Berlin: Moton de
Gruyter.

Dayal, Veneeta. 2002. Single-pair versus multipér mnswers: Wh-in-situ and scope.
Linguistic Inquiry33: 512-520.

de Hoop, Helen. 1992. Case Configuration and NFRrpnétation. Ph.D. dissertation,
University of Groningen.

den Dikken, M. 2005. Specificational copular sen&=n and pseudoclefts. In H. van
Riemsdijk & M. Everaert (eds)he Blackwell companion to syniaxol. IV. Oxford:
Blackwell.

den Dikken, Marcel. 2006a. Phase Extension: Costaira theory of the role of head
movement in phrasal extractiofhheoretical Linguistic83: 1-41.

den Dikken, Marcel. 2006Relators and LinkersCambridge, MA: MIT Press.

den Dikken, Marcel, André Meinunger and Chris Wild2000. ‘Pseudoclefts and Ellipsis’,
Studia Linguistica 54, 41-89.

Diesing, Molly. 1992Indefinites.Cambridge: MIT Press.

Diesing, Molly and Eloise Jelinek. 1995. Distrilgi Arguments. Natural Language
Semantics: 123-176.

Dobrovie-Sorin, Carmen. 1990. Clitic doublingyghr-movement, and quantification in
RomanianLinguistic Inquiry21: 351-397.

Dowty, David. 1979. Word Meaning and Montague GramnnThe Semantics of Verbs and
Times in Generative Semantics and in Montague's. Po@drecht: D. Reidel.

Drubig, Bernhard. 1994. Island constraints andsiyrgactic nature of focus and association
with focus Arbeitspapiere des Sonderforschungsberei@4€s Nr. 51.

E. Kiss, Katalin. 1987a. Configurationality in Hwargan. Reidel, Dordrecht.

212



E.Kiss, Katalin. 1987b. Is the VP universal? Approaches to Hungariarivol. 2., ed. I.
Kenesei, 13-85. Szeged: JATE.

E.Kiss, Katalin. 1991. Logical structure in syntacstructure: the case of Hungarian. In
Logical Structure and Linguistics Structure: Crdsguistic Perspectivesed. Huang,
C.-T. J. et al. Dordrecht: Kluwer.

E. Kiss, Katalin. 1992. Move-Alpha and ScramblimgHungarian. In Kenesei, Istvan and
Pléh, Csaba (edsfpproaches to Hungarian \6zeged: JATE. 67-98.

E.Kiss, Katalin. 1994a. Sentence structure and woddr. In: Kiefer, Ferenc and Katalin
E.Kiss (eds)Syntax and Semantics: The Syntactic Structure ofjbiian. New York:
Academic Press.

E.Kiss, Katalin. 1994b. Scrambling as the Base-gaioe of Random Complement Order. In
Studies on Scramblinged. Corver, N. and Riemsdijk, H. van. Berlin: Mou de
Gruyter. 221-256.

E.Kiss, Katalin. 1995. NP-Movement, WH-Movement aBdrambling in Hungarian. In
Discourse-Configurational Language®d. E. Kiss, K., 207-243. Oxford: Oxford
University Press.

E.Kiss, Katalin. 1998a. Identificational focus wessinformation focusLanguage74: 245—
273.

E. Kiss, Katalin. 1998b. Mondattan. In E Kiss, KistaKiefer, Ferenc and Siptar, Péter (eds.)

Uj magyar nyelvtanBudapest: Osiris Kiado.

E.Kiss, Katalin. 1998c. Multiple topic, one focus6ta Linguistica Hungaric&5: 3—29.

E.Kiss, Katalin. 2002The Syntax of Hungaria€ambridge: Cambridge University Press.

E.Kiss, Katalin. 2003. Argument scrambling in Huriga. In Word Order and Scrambling
ed. S. Karimi. Oxford: Blackwell Publishers.

E. Kiss, Katalin. (ed.) 2006&vent Structure and the Left PeripheBordrecht: Springer.

E. Kiss, Katalin. 2006b. Focussing as predicatidn..Molnar and Winkler, eds. The
Architecture of Focus, Mouton DeGruyter, pp.169-193

E. Kiss, Katalin. 2006c. J6| megoldottuk? Rossdbttuk meg? Az dsszefoglal6 és a
kirekeszb kifejezést tartalmaz6 mondatok szorendjének magydaMagyar Nyelv
102, 442-4509.

E. Kiss, Katalin. 2007a. Az ige utani szabad szdremagyarazataNyelvtudomanyi
Kdzleményekl04: 124-152.

213



E. Kiss, Katalin. 2007b. Topic and Focus: Two Stintal Positions Associated with Logical
Functions in the Left Periphery of the Hungariamt®ace. In Féry, C., G. Fanselow,
and M. Krifka (eds.)The Notions of Information Structu¢mterdisciplinary Studies on
Information Structure 6).

E. Kiss, Katalin. 2008a. Free word order, (non-jmpmationality and phasesLinguistic
Inquiry 39 (3): 441-474

E.Kiss, Katalin. 2008b. Substitution or adjunctioGantifiers and adverbials in the
Hungarian sentenckingua.118

E. Kiss, Katalin. 2008c. The structure of the Huiaa VP revisited. In Christopher Pinon
(ed.)Approaches to Hungarian 18udapest: Akadémiai. pp 31-58.

E. Kiss, Katalin (ed.). 2009adverbs and Adverbial Adjuncts at the Interfacéerlin:
Mouton de Gruyter..

E. Kiss, Katalin. 2009b. Syntactic, semantic anospdic factors determining the position of
adverbial adjuncts. In E. Kiss, Katalin (ed\jlverbs and Adverbial Adjuncts at the
Interfaces. Berlin: Mouton de Gruyter. pp 21-38.

E. Kiss, Katalin. 2009c. Structural focus and exstiaity. In: Information Structure.
Theoretical, Typological, and Experimental Perspas Ed. by Malte Zimmermann
and Caroline Fery. Oxford: Oxford University Press.

E. Kiss, Katalin. 2010. An adjunction analysis oBaqtifiers and adverbials in the Hungarian
sentencel.ingua120 pp506-526

Enc, Murvet. 1987. Anchoring Conditions for Tenlsiaguistic Inquiry 18, 633-657.

Enc, Mlrvet. 1991. The semantics of specifiditywguistic Inquiry22: 1-25.

Epstein, Samuel David, and T. Daniel Seely. 20Q82e Rpplications as cycles in a level-free
syntax. In Derivation and explanation in the MinlistaProgram, ed. by S. D. Epstein
and T. D. Seely, 65-89. Oxford: Blackwell

Epstein, Samuel David, Erich M. Groat, Ruriko Kahiaga, and Hisatsugu Kitahara. 1998.
Derivational Approach to Syntactic Relatiof@xford: Oxford University Press.

Ernst, Thomas. 2002 he Syntax of Adjunct€ambridge: Cambridge University Press.

Ernst, Thomas. 2007. On the role of semanticstimeary of adverb syntaxingua 117 (6):
1008-1033.

Everaert, Martin. 1993. Verbal Idioms, Subject fdand Theta-theory. IRapers From the
Third Annual Formal Linguistics Society of MidanwariConferenceed. L.S. Stvan et

al. Northwestern University, Bloomington: IULCP.

214



Fanselow, Gisbert. 2001. Features, theta-roles,freedconstituent ordet.inguistic Inquiry
32: 405-437.

Fanselow, Gisbert. 2004a. Cyclic Phonology-Syntagrhction: Movement to First Position
in German, In S. Ishihara and M. Schmitz (eds.}erbfisciplinary Studies on
Information Structure [Working Papers of the SFR 68|, Universitatsverlag, Potsdam.
1-42.

Fanselow, Gisbert. 2004b. The MLC and derivatioaebnomy. InThe Minimal Link
Condition,ed. Stepanov, Arthur, Gisbert Fanselow, and Raljelo74-123. Berlin: de
Gruyter.

Farkas, Donka. 1981. Quantifier scope and syntattiads. In: R. A. Hendrick, C. S. Masek
and M. F. Miller (eds.Papers from the Seventeenth Regional Meeting dElineago
Linguistic Society59—66.

Farkas, Donka and Anastasia Giannakidou. 1996. ¢lause-bounded is the scope of
universals? In: T. Galloway and J. Spence (e8l&)TVI. 35-52.

Féry, Caroline and Shinichiro Ishihara. 2009. Ipteting Second Occurrence Focidsurnal
of Linguistics45: 3.

Fodor, Jerry and Ivan Sag. 1982. Referential arashtificational indefinitesLinguistics and
Philosophy5(2): 175-234.

Fox, Danny. 1995. Economy and scofatural Language Semanti@s 283—-341.

Fox, Danny 1998. Locality in variable binding. Imthe Best Good Enough? Optimality and
competition in syntgxed. Pilar Barbosa, Danny Fox, Paul Hagstrom, MaMcGinnis,
and David Pesetsky, 129-155. Cambridge, MA: MITsBre

Fox, Danny. 2000Economy and Semantic Interpretati@@ambridge, MA: The MIT Press.

Fox, Danny and Jon Nissenbaum. 2002. Conditiond\saope reconstruction. Ms.
MIT/Harvard University.

Frey, Werner. 2003. Syntactic conditions on adjudetsses. In Ewald Lang, Claudia
Maienborn and Cathrine Fabricius-Hansen (et#oylifying Adjuncts Berlin: Mouton
de Gruyter. 163-2009.

Fukui, Naoki. 1993. Parameter and optionality grammar Linguistic Inquiry24: 399-420.

Gallego, Angel. 2006. V-movement and phase sliditrgsented at WCCFL 25 and LSRL 36,
and manuscript. Universitat Autonoma de Barcelona.

Gallego, Angel and Uriagereka. 2007. Defective @sBnted athe 2nd Brussels Conference
on Generative Linguistics: Alternatives to Cartoghg June 2007, University of

Brussels.

215



Gaspar, Miklés. 2005 Coordination in Optimality Theory. Ph.D. dissertation, EO6tvos
University, Budapest.

Gécseg, Zsuzsa and Kiefer, Ferenc. 2009. A new d&akformation structure in Hungarian.
Natural Language and Linguistic Thea?y: 583-622.

Geist, Ljudmila. 2007. Predication and equatiorapular sentences: Russian vs. English. In
I. Comorovski and K. von Heusinger (eds.), Exiseerf8yntax and Semantics, pp. 79—
105. Dordrecht: Springer.

Good, Jeff. 2007. “Strong linearity, weak linearignd the typology of templates. In Matti
Miestamo and Bernhard Waelchli (ed$\lew challenges in typology: Broadening the
horizons and redefining the foundatio®erlin: Mouton. 11-33.

Grewendorf, Gulnther, and Joachim Sabel. 1999. Sinmagnin German and Japanese:
Adjunction versus multiple specifierblatural Language and Linguistic Theoly: 1-
65.

Grewendorf, Gunther and Wolfgang Sternefeld (ed€90. Scrambling and Barriers
Amsterdam: John Benjamins.

Groenendijk, Jeroen and Martin Stokhof. 1997. ‘Qoes’, in J. van Benthem and A. ter
Meulen (eds.)Handbook of Logic and Languag€ambridge, Massachusetts, MIT
Press, pp. 1055-1124.

Gunji, Takao. 1987Japanese Phrase Structure Gramuniaordrecht: Kluwer.

Haider, Hubert. 198@eutsche Syntax — Generatiabilitation thesis, Vienna.

Haider, Hubert. 2000. Adverb Placement — Convergent Structure and Licensing.
Theoretical Linguistic26: 95-134.

Haider, Hubert. 2004. Pre- and postverbal advesimaDV and VOLingua114, 779-807.

Haider, Hubert. and Inger Rosengren. 2003. ScraimbNontriggered Chain Formation in
OV LanguagesJournal of Germanic Linguistick5: 203—-267.

Hale, Kenneth and Samuel Jay Keyser. 1993. On agurstructure and the lexical
expression of syntactic Relations. The View from Building 20: Essays in Linguistics
in Honor of Sylvain Brombergeed. Kenneth Hale and Samuel Jay Keyser, 53—-109.
Cambridge, MA: The MIT Press.

Hauser, Marc D. 200®loral Minds: How Nature Designed Our Universal S=p$ Right
and Wrong™New York: Ecco/Harper Collins.

Heggie, Lorie. 1988The Syntax of Copular Clausd2h.D. dissertation, USC.

Heim, Irene. 1982. The Semantics of Definite ardkefmite NPs. PhD Thesis. Amherst,
UMass.

216



Heim, Irene and Angelika Kratzer. 1998emantics in Generative GrammabDxford:
Blackwell.

Heller, Dorothee. 2005ldentity and Information: Semantic and Pragmaticpéds of
Specificational SentenceBh. D. thesis, Rutgers, The State University oNersey.

Herburger, Helena. 200W0hat Counts: Focus and QuantificatiavIT Press.

Heycock, Caroline. 1994. The internal structuresioiall clausesNELS 25 vol. 1, 223-238.
GLSA, University of Massachusetts, Amherst

Heycock, Caroline. 1995. Asymmetries in reconstamciLinguistic Inquiry26: 547-570.

Heycock, Caroline and Anthony Kroch. 1999. Pseusfo€onnectivity: Implications for the
LF Interface Linguistic Inquiry30.3: 365-397

Heycock, Caroline. and Anthony Kroch (2002). Topagus, and syntactic representations. In
L. Mikkelsen and C. Potts (EdsProceedings of WCCFR1, 101-125. Somerville,
MA: Cascadilla Press.

Higgins, F. Roger. 1979.he pseudo-cleft construction in Englidfew York, Garland.

Holmberg, Anders. 2000. Scandinavian stylistic fimgt how any category can become an
expletive.Linguistic Inquiry31: 445-483

Hornstein, Norbert. 199%.0gical Form: From GB to MinimalisnOxford: Blackwell.

Horvath, Jdlia. 1986Focus in the Theory of Grammar and the StructureHahgarian
Dordrecht: Foris.

Horvath, Julia. 1995. Structural focus, structwase, and the notion of feature- assignment.
In Discourse Configurational Languageatalin E. Kiss (ed.), 28-64. Oxford: Oxford
University Press

Horvath, Julia. 2000. Interfaces vs. computatiospdtem in the syntax of focus. In M.
Everaert and E. Reuland (eddnterface strategiesAmsterdam: Royal Netherlands
Academy of Arts and Sciences, 183-206.

Horvath, Julia. 2007. Separating ~"Focus movemé&oth Focus. In Simin Karimi, Vida
Samiian and Wend K. Wilkins (edsfhrasal and Clausal Architecture. Syntactic
derivation and interpretation. In honor of Joseph Emonds.Amsterdam: John
Benjamins Publishers, 108-145.

Huber, Stefan 200@Es-Clefts und det-Clefts. Zur Syntax, Semantiklnfatmations-struktur
von Spaltsatzen im Deutschen und Schwedischtkholm: Almquist and Wiksell
International.

Hunyadi, Laszl6. 1999. The outlines of a metricahitax of HungarianActa Linguistica
Hungarica46 (1-2): 69-93.

217



Hunyadi, Laszl6. 2002Hungarian Sentence Prosody and Universal Gramnfaankfurt:
Peter Lang.

Hunyadi, Laszl6. 2006. Grouping, the cognitive badirecursion in languagérgumentum
2:67-114.

Ishihara, Shinichiro 2001 Stress, Focus, and Sdiagiim Japanese IMIT Working Paper in
Linguistics 39: A Few from Building E3@amrbridge, MA: MITWPI, 142-175.

Ishihara, Shinichiro and Balazs Suranyi. 2009. &muRRrosody Mapping and Topic—
Comment Structure in Hungarian. Slides of talk arkghop on Prosody and Meaning,
Barcelona, September 17-18, 2009.

Ishii, Toru. 2006. A nonuniform analysis of ovart-movementLinguistic Inquiry37: 155—
167.

Ito, Junko and Armin Mester. 2007. Prosodic adjiamcin Japanese compounésrmal
Approaches to Japanese Linguistics: Proceedings?dl. 4 MITWPL 55: 97-112.
Jacobs, Joachim. 1984. Funktionale Satzperspeldtidelllokutionssemantik. Linguistische

Berichte.

Jelinek, Eloise. 1984. Empty categories, case,camndigurationality.Natural Language and
Linguistic Theor2: 39-76.

Johnson, Kyle and Satoshi Tomioka. 1997. Lowering @id-size clauses. In Graham Katz,
Shin-sook Kim, and Heike Winhart (ed€econstruction: Proceedings of the 1997
Tlabingen Workshogstuttgart, Universitat Stuttgart and Universitébingen. 185-206.

Johnson, Kyle. 2000. How far will quantifiers gaf?Roger Martin, David Michaels and Juan
Uriagereka (eds3tep by StegCambridge, MA: MIT Press. 187-210.

Kamp, Hans and Uwe. Reyle. 19%3om Discourse to Logidordrecht: Kluwer.

Kamp, Hans. 1981. A theory of truth and semanfcegentation. In: J. Groenendijk, T.
Janssen and M. Stokhof (edsgrmal Methods in the Study of Langualylathematisch
Centrum, Amsterdam. 277-322.

Karimi, Simin. ed. 2003Word Order and Scramblingxford: Blackwell.

Karttunen, Lauri. 1977. ‘The Syntax and Semantfa@westions’ Linguistics and Philosophy
1, 3-44.

Kathol, Andreas 200Rinear SyntaxOxford: Oxford University

Kaye, Jonathan. 198Bhonology: A Cognitive ViewHillsdale, NJ: Lawrence Erlbaum.

Kayne, Richard. 1994 he Antisymmetry of Synta@ambridge, MA: MIT Press.

Kawamura, T. 2004. A feature-checking analysis apahese scramblinglournal of
Linguistics40: 45-68.

218



Keneseli, Istvan. 1984. On what really figures inom-configurational languag&roninger
Arbeiten zur germanistischen LinguisB&: 28-54.

Kenesei Istvan. 1986. On the Logic of Word OrdeHumngarian. In: Werner Abraham and
Sjaak de Meij (eds.)Topic, Focus, and ConfigurationalityAmsterdam, John
Benjamins, 143-159.

Kenesei, Istvdn. 1989. On pronominal binding in glnan. In Configurationality: The
Typology of Asymmetriesed. Laszl6 Maracz and Peter Muysken, 223—-236di@oht:
Foris.

Kenesei, Istvan. 1992. Functional categories iméibgric. In K. Borjars and N. Vincent
(eds.),Complement Structures in the Languages of Eu(BpROTYP Working Paper
11/3), ESF, Strasbourg, pp. 22-42.

Kenesei, Istvan. 1998. Adjuncts and arguments iafadRs in HungarianActa Linguistica
Hungarica45: 61-88.

Kenesei, Istvan. 2006. Focus as identificationMaléria Molnar and Susanne Winkler (eds.),
The architecture of focu$jouton de Gruyter, Berlin/New York. 137-168.

Kenesei, Istvan. 2009. “Quantifiers, negation amcl$ on the left periphery in Hungarian.”
Linguall19 : 564-591.

Kitahara, Hisatsugu. 2002. Scrambling, case, an@rpretability. In Derivation and
Explanation in the Minimalist Prograned. S. D. Epstein et al. Oxford: Blackwell.

Keszler, Borbala. 2000. A hatarozok. In Keszler,riiada (ed.) Magyar Grammatika
Budapest: Nemzeti Tankonyvkiado. 423-443.

Ko, Heejeong. 2005. Syntax why-in-situ: Merge into [Spec,CP] in the overt syntibatural
Language and Linguistic TheoRB: 967-916

Koopman, Hilda and Dominique Sportiche. 1982. aga and the Bijection Principl&he
Linguistic Review2: 139-160.

Kratzer, Angelika, and Elisabeth Selkirk. 2007. $ththeory and prosodic spellout: The case
of verbs. The Linguistic Review 24: 93-135.

Krifka, Manfred. 1991. A compositional semantics fiaultiple focus constructions. ISALT
I. Cornell Working Papers 11, Ithaca. 127-158.

Krifka, Manfred. 1996. Frameworks for the repréagon of focus. Paper presented at
Formal Grammar Conference. 8th European Summerdbahd.ogic, Language and

Information, Prague.

219



Krifka, Manfred. 1999. At least some determinemndrdeterminers. In K. Turner (ed.), The
semantics/pragmatics interface from different powoftview. (= Current Research in the
Semantics/Pragmatics Interface Vol. 1). Elsevieerg® B.V., 1999, 257-291.

Krifka, Manfred. 2006. Association with focus pheasin V. Molnar and S. Winkler, eds.
The Architecture of Focu8erlin, NY: Mouton de Gruyter. 105-136.

Kuno, Susumu. 1972, "Functional sentence perspectivcase study from Japanese and
English"Linguistic Inquiry 3, p. 269-336

Kuno, Susumu. 1982. The focus of the question &edfacus of the answer. IGLS 18:
Papers from the Parasession on Nondeclarativé84-157. Chicago: Chicago
Linguistics Society.

Kuroda, Sige-Yuki. 1972. The categorical and thetithjudgment: Evidence from Japanese
syntax.Foundations of Languag®(2): 153—-185.

Kusumoto, Kiyomi. 2005. On the quantification ow#nes in natural languagéNatural
Language Semantids3:317-357

Ladd, Robert. 1986. Intonational phrasing: the cé&se recursive prosodic structure.
Phonology YearbooR: 311-340.

Ladd, Robert. 1998ntonational PhonologyCambridge , Cambridge University Press.

Lakoff, George. 1973Adverbs and Opacity: A Reply to Stalnaker. Blooniamy

Indiana: Indiana University Linguistics Club.

Lambrecht, Knud. 1994.Information structure and sentence formCambridge:
CambridgeUniversity Press

Lasnik, Howard. 199Minimalist Analysis Oxford: Blackwell.

Lasnik, Howard and Tim Stowell. 1991. Weakest Cogss.Linguistic Inquiry22: 687-720.

Lebeaux, D. 1988.anguage Acquisition and the Form of the Gramn®ir.D. dissertation,
University of Massachusetts, Amherst.

Lewis, David. 1975. Adverbs of quantification. B L. Keenan (edfrormal Semantics of
Natural LanguageCambridge University Press.

Liu, Fengh-hsi. 19905cope dependency in Englestd Chinese. PhD dissertation. UCLA.

Liu, Fengh-hsi. 1997Scope and SpecificitAmsterdam/Philadelphia: John Benjamins.

Mahajan, A. 1997. Against a rightward movement ysial of extraposition and rightward
scrambling in Hindi. Ir6crambling ed. S. Tonoike, 93-124. Tokyo: Kurosio.

Maracz, Laszl6. 198RAsymmetries in HungariaiPh.D. dissertation, Groningen University.

Marantz, Alec. 19840n the Nature of Grammatical relationS8ambridge, MA: MIT Press.

220



Marantz, Alec. 1997. No escape from syntax: deyp'tiorphological analysis in the privacy
of your own lexiconlUPenn Working Papers in Linguisticgol. 4.2. 201-225.

May, Robert. 1977The Grammar of Quantificatio®hD dissertation. MIT, Cambridge,
Mass. Reprinted by IUC.

May, Robert. 1989._ogical Form: Its Structure and Derivatio@ambridge, Mass.: MIT
Press.

McConnell-Ginet, Sally. 1982Adverbs and Logical Fornb,anguageb8:144-184

McGinnis, Martha. 2004. Lethal ambiguityinguistic Inquiry35: 47-95.

Mikkelsen, Line. 2004. Specifying Who: On the Stwme, Meaning and Use of
Specificational Copular Clauses, Ph.D.dissertatibmyersity of California, Santa Cruz.

Mikkelsen, Line. 2005. Copular Clauses. Specifarati predication and equation. John
Benjamins, Amsterdam.

Mikkelsen, Line. 2008. Nominal sentences. In Klaaa Heusinger, Claudia Maienborn, and
Paul Port- ner (eds.), Semantics: An Internatiodahdbook of Natural Language
Meaning. Berlin, Mouton de Gruyter, to appear.

Milsark, Gary. 1977. Toward an explanation of darfzeculiarities of the existential
construction in EnglishLinguistic Analysis3: 1-29.

Miyagawa, Shigeru. 1997. Against optional scrantblinnguistic Inquiry28:1-26

Miyagawa, Shigeru. 2001. EPP, scrambling, aeln-situ. InKen Hale: A life in Language
ed. M. Kenstowicz, 239-338. Cambridge, MA: MIT Fyes

Miyagawa, Shigeru. 2003. A-movement scrambling @piions without optionality. I'Word
Order and Scramblinged. S. Karimi. Oxford: Blackwell Publishers.

Miyagawa, Shigeru. 2005. On the EPP Plerspectives on Phased. Martha McGinnis and
Norvin Richards. MIT Working Papers in Linguisti®g|T.

Miyagawa, Shigeru. 2009Why Agree? Why Move? Unifying Agreement-based and
Discourse-configurational LanguaggSambridge, MA: MIT Press.

Montague, Richard. 1973. The Proper Treatment ainffication in Ordinary English.In:
Approaches to Natural Language, eds., J. HintikkaMoravcsik, and P. Suppes,
Dordrecht: D. Reidel.

Moro, Andrea. 1997Theraising of predicates: predicative noun phrases &mel theory of
clause structure Cambridge: CUP

Muller, Gereon and Wolfgang Sternefeld. 1993. Inpgro movement and unambiguous
binding.Linguistic Inquiry24: 461-507.

221



Muller, Gereon, and Wolfgang Sternefeld. 1993. loper movement and unambiguous
binding.Linguistic Inquiry24: 461-507.

Nakanishi, Kimiko. 2001a. Frozen scope and WealsS§ireer in Ditransitives. In M. Cuervo
et al. (eds)he Third Formal Approaches to Japanese Linguigi#sIL 3):MIT
Working Papers in Linguisticdl. Cambridge: MIT.

Nakanishi, Kimiko. 2001b. Indefinites and Frozem®ein Japanese: Restriction on QR and
Choice FunctionsProceedings of West Coast Conference on Formaluistigs
(WCCFL) 20, 456-469.

Neeleman, Ad and Hans van de Koot. 2008. DutchnSaling and the Nature of Discourse
Templates. To appear in Journal of Comparative @eitrlLinguistics 11.

.Neeleman, Ad and Tanya Reinhart. 1998. Scramblhtythe PF interface. [fhe Projection
of Arguments Lexical and Compositional Factad. M. Butt and W. Geuder, 309-353.
Stanford, Cal.: CSLI Publications.

Newmeyer, Frederick. 2008. On Split CPs and theféemess” of Language’. In Benjamin
Shaer, Philippa Cook, Werner Frey, and Claudia Mazoen (eds.), Dislocation:
Syntactic, Semantic, and Discourse Perspectivels140. London: Routledge.

Nichols, J. 1986. Head-marking and dependent-mgrframmarLanguaget2: 56-119.

Nilsen, @ystein. 200EIliminating Positions: Syntax and semantics of &iece modification
Ph.D. dissertation, Utrecht University, LOT.

Nouwen, Rick and Bart Geurts. 2007. At least et thle semantics of scalar modifiers,
Language 83(3), 533-559.

Nunberg, Geoffrey, Ivan A. Sag, and Thomas Was®®41ldiomsLanguager0: 491-538.

Ogihara, Toshiyuki. 1987. “Obligatory focus” in Zey@se and type-shifting principles. In
Megan Crowhurst (ed.RProceedingsof the Sixth West Coast Conference of Formal
Linguistics Stanford, Calif.: CSLI Publications.

Partee, Barbara H. 1973. Some Structural Analobpietsveen Tenses and Pronouns in
English.The Journal of Philosophy, 601-609.

Partee, Barbara H. 1986. Ambiguous pseudoclefts witambiguous be. IRroceedings of
NELS 16 ed. S.Berman, J.Choe, and J.McDonough, 354-36heist: GLSA.

Partee, Barbara H. 1987. Noun phrase interpretatiot type-shifting principles, in J.
Groenendijk, D. de Jongh, and M. Stokhof, eds.di8&iin Discourse Representation
Theory and the Theory of Generalized QuantifierRASS 8, Foris, Dordrecht, 115-
143.

222



Partee, Barbara H. 1998/2000. Copula inversion lpazn English and Russian. In Kiyomi
Kusumoto and Elisabeth Villalta (Eds.), Issues @m@ntics, Number 23 in University
of Massachusetts Occasional Papers in Linguistidd@P), 183—-208. Amherst, MA:
University of Massachusetts.

Percus, Orin. 1997. Prying open the cleft. In Pedasgs of NELS 27, ed. K.Kusumoto, 337-
351. Amherst: GLSA.

Perlmutter, David. 197Deep and Surface Structure Constraints in Syntsew York: Holt,
Rinehart and Winston, Inc.

Pesetsky, David and Esther Torrego. 2004. "TenseseCand the Nature of Syntactic
Categories", In Guéron & Lecarme (ed3he Syntax of Tim&€ambridge (Mass.):MIT
Press,495-537.

Pittner, Karin. 2004. Where syntax and semanticetmi&dverbial positions in the German
Middle field. In Jennifer R. Austin, Stefan Engeaipend Gisa Rauh (edsAdverbials:
The interplay between meaning, context and sywtasttiucture Amsterdam: John
Benjamins. 253-288.

Poletto, Cecilia. 2000rhe Higher Functional FieldOxford University Press, Oxford

Postal, Paul. 200&keptical Linguistic Essay€hapter 3. NYU, Ms.

Prince, Ellen F. 1992. The ZPG letter: Subjectdindeness and information structure. In
Sandra Thompson and William Mann, eds., DiscoursgcBption: Diverse Analyses of
a Fundraising Text, 295-325. Philadelphia: Johndems.

Puskas, Genoveva 2000jord order in Hungarian. The syntax of A' positioAmsterdam:
John Benjamins.

Reinhart, Tanya. 1981. Pragmatics and linguistiést analysis of sentence topics,
PhilosophicaVol. 27(1). Distributed also by Indiana Universitynguistics Club,
Bloomington, Indiana

Reinhart, Tanya. 1982naphora and Semantic Interpretatidondon: Croom Helm.

Reinhart, Tanya. 1993Vh-in-situ in the framework of the Minimalist PrograBistributed
by OTS Working Paper4,994. TL-94-003.

Reinhart, Tanya. 1995. Interface strateg@$S Working Papers in Linguistidd_-95-002,
University of Utrecht.

Reinhart, Tanya. 1997. Quantifier scope: How labalivided between QR and choice
functions.Linguistics and Philosoph®0: 335-397.

223



Reinhart, Tanya. 1998. Interface economy: Focusmarkedness. IThe Role of Economy
Principles in Linguistic Theoryed. Chris Wilder, Hans-Martin Gaertner, and Manfred
Bierwisch, 146-169. Berlin: Akademie Verlag.

Reinhart, Tanya. 200@nterface Strategies. Reference set computat@ambridge, MA:
MIT Press.

Richards, Norvin. 199AVhat moves where when in which languaBé® dissertation, MIT.

Rizzi, Luigi. 1997. The fine structure of the |p#riphery. In Haegeman, L. (edBlements of
grammar: A handbook of generative synta®1-337. Dordrecht, Kluwer.

Rizzi, Luigi. 2001. Reconstruction, weak island stwvity and agreement. Ir'semantic
Interfaces ed. Carlo Ceccheto, Gennaro Chierchia, and Megi@sa Guasti, 145-176.
Stanford: CSLI.

Rizzi, Luigi. 2004.The Structure of CP and IP: The Cartography of 8giit Structures
Vol. 2. Oxford: Oxford University Press.

Rochette, Anne. 1990 he Selectional Properties of AdverbsPapers fronthe 26th Region
Meeting ofthe Chicago Linguistics Sociesgdited by M. Ziolkowski, M. Noske, and
K.Deaton

Romero, Maribel. 2005. Concealed questions andifsgaimnal subjectsLinguistics and
Philosophy28(6), 687—737

Rooth, Mats. 1985Association with FocusPh.D. thesis, UMass Amherst

Rooth, Mats. 1996. "Focus.” In Shalom Lappin, ethe Handbook of Contemporary
Semantic Theor271-297. London: Blackwell

Ross, John R. 1972. ‘Act’, in D. Davidson and G.riHan (eds.),Semantics of Natural
Language Reidel, Dordrecht, pp. 70-126.

Rudin, Catherine. 1988. On multiple questions andtipie wh-fronting.Natural Language
and Linguistic Theorg: 445-501.

Ruys, Eddy. 1992The Scope of IndefiniteBhD dissertation. Utrecht University. Published
in the OTS Dissertation Series, Utrecht.

Ruys, Eddy. 1994. A global economy account of Wé&akssover.Linguistics in the
Netherlandsl994: 223-234.

Sabel, Joachim. 2002. A minimalist analysis of agtit islandsThe Linguistic ReviewW9:
271-315.

Saito, Mamoru. 1985. Some asymmetries in Japanedetheir theoretical implications.

Doctoral Dissertation, Massachusetts Institute efhihology.

224



Saito, Mamoru. 1992. Long distance scrambling ipadase.Journal of East Asian
Linguisticsl: 69-118.

Saito, Mamoru. 2003. A derivational approach to itmerpretation of scrambling chains.
Linguall3: 481-518.

Saito, Mamoru, and Naoki Fukui. 1998. Order in gbratructure and movemehinguistic
Inquiry 29: 439-474.

Samek-Lodovici, Vieri. 2005. Prosody Syntax Intéi@tin the Expression of Focusatural
Language and Linguistic Theqr3, 687-755.

Samiian, Vida and Wendy K. Wilkins (edsBhrasal and Clausal Architecture. Syntactic
derivation and interpretation. In honor of Joseph Emonds.Amsterdam: John
Benjamins Publishers

Sauerland, Uli. 199%yntactic economy and Quantifier Raisig. University of
Tuebingen.

Sauerland, Uli. 2005. Don't interpret focus: Whyprasuppositional account of focus fails,
and how a presuppositional account of givennesksvdn: E. Maier, C. Bary and J.
Huitink (eds.): Proceedings of Sinn und Bedeutu®g University of Nijmegen,
Netherlands, 370-384.

Schein, Barry. 1993RIurals and Event€Cambridge, Mass.: MIT Press.

Schlenker, P. 2003. Clausal equations (a note @n cbnnectivity problem).Natural
Language and Linguistic Theo®l (1), 157-214

Schwarzschild, Roger. 1999. Giveness, AvoidF arkroConstraints on the Placement of
Accent.Natural Language Semanti@s 141-177.

Selkirk, Elizabeth. 19842honology and Syntagambridge, Mass.: MIT Press.

Selkirk, Elisabeth. 1995. Sentence Prosody: IntonatStress, and Phrasing. In John A.
Goldsmith (ed.),The Handbook of Phonological Theorglackwell, Cambridge, pp.
550-569.

Sharvit, Yael. 1999. Connectivity in specificatibsantencesNatural Language Semantics
7: 299-339,

Sharvit, Yael. 2003. Tense and identity in copglamstructionsNatural Language Semantics
11(4), 363-393

Sharvit, Yael, and Elena Guerzoni. 2003. Reconstmu@nd its problems. IRroceedings of
the 14" Amsterdam Colloquiupred. P. Dekker and R. van Rooy, 205-210. Universit

Amsterdam,

225



Shields, Rebecca. 2007. Adjuncts can scramble, sor@dmbling obeys Relativized
Minimality. Manuscript. (submitted td.inguistic Inquiry). University of Wisconsin-
Madison.

Solt, Stephanie. 2006. Monotonicity, Closure arel $lemantics of few. IRroceedings of the
25th West Coast Conference on Formal Linguistied. Donald Baumer, David
Montero, and Michael Scanlon, 380-389. Somervilgi: Cascadilla Proceedings
Project.

Son, Gwangrak. 2003. Traces of Wh-ScramblBitgdies in Generative GrammaB (1): 99-
118.

Speas, Margaret J. 19%hrase Structure in Natural Languadgordrecht: Kluwer.

Spector, Benjamin. 2004. Pseudo Weak Crossoveranch Relative Clauses and Global
Economy. InActes des Journées d’Etudes LinguistiggedNantegJELO4), Nantes.
Stechow, Arnim von 1981. Topic, Focus, and LocdeRance. In: Wofgang Klein & Wim

Levelt (eds) Crossing the Boundaries in Linguistiddordrecht: Reidel. 95-130

Stechow, Arnim von. 1996. The different readingswiéder ‘again’: a structural account.
Journal of Semantics3: 87-138.

Stowell, Tim: 1995 ‘What Do the Present and Pastsés Mean?’ in P. Bertinetto, V.
Bianchi, Higginbotham, J. and M. Squartini (ed3.¢mporal Reference, Aspect, and
Actionality. Vol.1: Semantics and Syntactic Perspectives 38f—396. Rosenberg and
Sellier, Torino.

Strawson, Peter F. 1964. Identifying referencetaumth valuesTheoria3: 96-118.

Suranyi, Balazs. 2000. The left periphery in Hurayarthe division of labour between
checking- and scope-driven movement. Talk atteepheriesconference. York,
England, UK.

Suranyi, Balazs 2003 Multiple Operator Movementgiumgarian. Utrecht University, Ph.D.
dissertation published in the LOT series.

Surényi, Balazs. 2004a. Differential Quantifier fenQ-Raising versus Q-Feature Checking.
Empirical Issues in Syntax and Seman§ic215-240.

Suranyi, Balazs 2004b The left periphery and Cy8pellout: the case of Hungarian. In:
David Adger, Cecile de Cat and George Tsoulash)Basipheries: Syntactic Edges
and their Effects: Studies in Natural Language amdyuistic TheoryDordrecht:

Kluwer. 49-73.
Suranyi, Balazs 2006a. Hungarian as a Japanesestypenbling language. INELS 36:

Proceeding®f the 36th annualmeetingof the North EastLinguistics Society Vol. 2.

226



Chris Davis, Amy Rose Deal and Youri Zabbal (ed#\ass, Amherst: GLSA. 561-
574.

Surényi, Baldzs. 2006b. PP-hasadas és lancredukcialman, Laszlé (ed.XB 120. A
Titkos Kotet. Nyelvészeti Tanulmanyok Banréti 2088 Komlosi Andras Tiszteletére
MTA Nyelvtudomanyi Intézet/Tinta

Suranyi, Baldzs 2006c. Mechanisms wifrsaturation and interpretation in multipleh
movement. In: Lisa Cheng and Norbert Corver (edf¢t)-movement : Moving On
Cambridge, Mass.: MIT Press. 289-318.

Suranyi, Balazs 2006d. Scrambling in HungariAnta Linguistica Hungaric&3(4): 393—
432.

Suranyi, Balazs 2007. Focus structure and thepre&tion of multiple questions. In: Kerstin
Schwabe and Susanne Winkler (ed3r) Information Structure, Meaning and Form.
Amsterdam: John Benjamins. 229-253.

Surdnyi, Baldzs 2008. Hatarozoosztadlyok és momtiatt@nyok. Nyelvtudomanyi
Kdzlemények05: 163-192

Suranyi, Balazs. 2009a. Incorporated locative ddsbs in Hungarian. In E. Kiss Katalin
(ed.) Adverbs and adverbial adjuncts at the syntax/seitmimterface Berlin: Mouton
de Gruyter.

Suranyi, Balazs. 2009b. Verbal particles inside antsidevP. Acta Linguistica Hungarica
56: 201-249.

Suranyi, Balazs. to appear PP split and chainctemu In Dikken, Marcel den, and Robert
Vago (eds.Approaches to Hungariabl. Amsterdam/New York: John Benjamins.

Svenonius, Peter 2001. Subject Positions and teeRient of Adverbials I'8ubjects,
Expletives, and the EPRd. by Peter Svenonius. Oxford University Pressy Nerk.

Swart, Henriétte de. 2001. Weak readings of indesn type shifting and closurdhe
Linguistic Reviewl 8, 69-96.

Szabolcsi, Anna. 1994. All quantifiers are not dgdde case of focusActa Linguistica
Hungarica42: 171-187.

Szabolcsi, Anna 1981 The semantics of Topic-Foctisutation. InFormal Methods in the
Study of Language). Groenendijk et al. (eds). Amsterdam: MateroatSentrum

Szabolcsi, Anna. 1983. The possessor that ran &aayhome. The Linguistic Revies: 89-
102.

227



Szabolcsi, Anna 1997, 'Strategies for Scope TakingSzabolcsi, A. (ed.)Ways of scope
taking.Dordrecht: Kluwer. 109-154.

Szczegielniak, Adam. 1999. That-t Effects Crosgjlistically and Successive Cyclic
Movement. InPapers on Morphology and Syntax, Cycle OW€T Working Papers in
Linguistics, Vol 33. 369-393.

Szendéi, Kriszta. 2003. A stress-based approach to the@asyof Hungarian focus]he
Linguistic Review20(1), 37-78.

Tada, Hiroaki 1993A/A-bar patrtition in derivationPh.D. dissertation, MIT.

Tancredi, Christopher. 1990 “Syntactic Associatith Focus,” InProceedings from the
First Meeting of the Formal Linguistic Society ofdvAmericg University of Wisconsin
at Madison, 1990.

Tancredi, Christopher. 199Reletion, Deaccenting and PresuppositidfiT Diss.

Tancredi, Christopher. 2004. Associative opera@engo Kenkyd25:31-82

Tenny, Carol (2000): “Core Events and Adverbial Migdtion”. In: Carol Tenny and James
Pustejovsky (eds.Events as Grammatical ObjectStanford: CSLI Publications, 285-
334.

Thomason, Richmond, and Robert Stalnaker. 1873emantic Theory of Adverbs.

Linguistic Inquiry4:195-220

Truckenbrodt, Hubert. 19992honological Phrases: their Relation to Syntax, &cand
ProminencePh.D. Dissertation, MIT, Cambridge, MA.

Truckenbrodt Hubert 1999. On the relation betwegntagtic phrases and phonological
phrasesLinguistic Inquiry30. 219-255.

Ueyama, Ayumi. 2002. Two types of scrambling cangtons in Japanese. Anaphora: A
Reference Guideed. Andrew Barss. 23-71. Blackwell: Oxford.

Varga, Laszlo. 1981. A topicrol és a fokusz utdeimeek sorrendjérdl [On the topic and the
order of elements after the focuslagyar Nyeh27: 198-200.

Vikner, Sten 2001. Verb movement variation in Gammaand Optimality Theory.
Habilitation thesis, University of Tubingen.

Vogel, Irene. and Istvan. Kenesei. 1987. “The faf® between phonology and other
components of grammar: The case of Hungarian,hBlogy Yearbook 4, 243-263
Wagner, Michael. 200Prosody and RecursiorPh.D. Dissertation, Massachusetts Institute

of Techonology.

Wagner, Michael. 2006. Association by Movement.deéwice from NPI-LicensingNatural
Language Semantidst (4), pp. 297-324

228



Williams, Edwin. 1983. Semantic vs. syntactic cateégs.Linguistics and Philosoph§, 423-
446

Williams, Edwin. 1997. The asymmetry of predicatidaxas Linguistic Forur38, 323-333.

Wiltschko, Martina. 1998. Superiority in German.Rnoceedings of WCCFL l6stanford:
CSLI. 431-446.

Winter, Yoad. 1995. On the formalization of chofaections as representing the scope of
indefinites. In: G. V. Morril and R. T. Oehrle (egBormal Grammar, Proceedings of
the Conference of the European Summer School it Llognguage and Information.
Barcelona.

Yokota, Kenji. 2004. Towards a proper treatmenadjincts in Japanese. Broceedings of
the 18th Pacific Asia Conference on language, mfmron and computationVaseda
University, Tokio. 35-46.

Zamparelli, R. 2000Layers in the Determiner Phrasg’ublished by Garland], PhD Thesis,
University of Rocheste

Zubizarreta, Maria Luisa. 199&rosody, Focus, and Word OrdeCambridge, MA: MIT

Press.

229



Abbreviations

ECP

FL

GB theory
GQ
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iQP

LF
phi-features
PHON

PF
P& P
SEM

9 3

uG
UTAH
VM
WCO

Empty Category Principle

Faculty of Language

Government and Binding theory

generalized quantifier

identificational focus

increasing distributive quantifier phrase

Logical Form

number, person (and gender) features

the phonological interpretive subsystem interfacing with
syntax

Phonetic Form

Principles and Parameters

the semantic interpretive subsystem interfacing with
syntax

Surface Structure

(hierarchical) syntactic template (of absolute positions)
transformational generative grammar

Universal Grammar

Uniformity of Theta-Assignment Hypothesis
Verba Modifier

Weak Crossover
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