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Véalasz Dr.Tamas Gabor opponensi véleményére

El6szor is hadd kdszonjem meg Dr. Tamas Gabor egyétevai Urnak, hogy az MTA
doktora cimre benyujtott palyazatomban bemutatetiményeket elegefidek tartja e
cim odaitéléséhez, és tamogatja a nyilvanos vébiésdbba koszonom az idejét és
energiajat, amit a biralat elkészitésére szant.

Az opponens kérdéseire adott valaszaim:

1.Mi idézitheti a piramissejtek tlizeléséhez képestsdidenciaju interneuron akcids
potencialokat a gamma oszcillaciok soran?

Mivel minden gatlosejt tiizelését alapsen a rajuk érkezserkend bemenet hatarozza
meg, amely a CA3 piramissejtek tizeléséted, és a serkéhbemenetek fazisa nem tér
el az egyes gatlésejttipusok kozt (Oren et al.6206zért gy gondolom, hogy az egyes
gatlésejtcsoportoknal megfigyelt eldéaikcios potencial fazisok a gamma oszcillaciohoz
képest az eltérintegracios tulajdonsagokbdl fakad. Azaz abbdyhmilyen az egyes
sejttipusok EPSP-akcids potencial csatolasa (Fricke Miles, 2000).

Van-e korrelacié az axon mentén mért pirmaissegrimeuron tavolsag, az interneuronok
membran idallandoi, a rajuk érkez monoszinaptikus EPSP-k latenciai, ill ezen EPSP-k
kinetikaja kozt?

A kisérleteinkben mi az EPSC-k kinetikai tulajdoyesié vizsgaltuk, EPSP-ekét nem.
Annyi biztosan megéallapithatd, hogy az interneukoglté® membran idallanddja dord
szereppel bir abban, hogy az egyes interneuropaiamissejtekhez képest mikor
tizelnek. Véleményem szerint a CA3 région belldvaan mentén mért piramissejt-
interneuron tavolsag nem befolyasolja d@nmt a monoszinaptikus EPSP-k latencigjat. A
méréseink azt mutatjak, hogy a gamma oszcillaeiti alCA1 géatlosejtjei és a CA3
gatlosejtjei idben egyszerre kapjak az EPSC-ket a CA3 piramigséljit&z azt jelenti,
hogy még két hippokampalis régio kdzt meglez axonalis tdvolsdg sem a legfontosabb
paraméter, amely meghatarozza egyes gatlosejteletiének az tizitéset.

2. Az in vitro indukalt oszcillaciok stabilan fearthatok orakon at. Ismer-e ilyen
tulajdonsagokkal rendelkéoszcillaciot?

In vivo a gamma oszcillaciok altalaban révidtartalmaak, de egész agyban is kivalthato
farmakol6giai médszerekkeldben stabil oszcillacio (Sakatani et al., 2008) regkak
agyszeleteben. Az ében stabilan fenntarthato oszcillacio vizsgalatas&lla, hogy egy
adott idegsejt bemeneti és kimeneti tuljadonsdgdjuk azonos kortlmények kozt
tanulmanyozni, és az igy nyert ismereteket 6ssfjekuhasonlitani mas idegsejtek hasonlé
tulajdonsagaival. Az altalunk feltart eredményekj@s et al., 2004, Oren et al., 2006) jol
egyeznek azokkal az eredményekkel, amit a révid idetd gamma oszcillaciok
tanulmamyozasa kézben kaptak Tengis Gloveli és atanai (Gloveli et al., 2005). Ezért
szerintem nem hatrany, hanem inkakimgla reprodukalhatésag és dsszehasonlithatosag
szempontjabol az &ben stabil oszcillaciok vizsgélata. De mindenkégptéban kell lenni
azzal, hogy ez egy modell, amely segitségével sgdmazhanizmus feltarhatd, de pl. ezen
in vitro modelleknek az itheni stabilitasa nem vettléebssze az in vivo mért gamma
oszcillaciok idbeni lefutasaval.

Elérhet-e a disszertacidban vizsgalt karbakolos modelmekfeles, de endogén
neurotranszmitterrel, vagy azok kombinacijaval kivét6 oszcillacio?
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Uwe Heinemann professzor ur berlini laborjaborsmeEzo megfigyelések alapjan ugy
tanik, hogy kiviulsl adagolt acetilkolinnal gamma oszcillaciok valolkaélthatok
hippokampusz-szeletben, amely oszcillaciok igemhigsk a mi mérési korilményeink
kozt karbakollal indukalt oszcillaciokhoz (Deckéerag, 2009; Fano et al., 2011). Tovabba
megfigyelték, hogy az acetilkolin-észteraz gatidsmagaban is a gamma oszcillaciok
kialakulasat eredményezheti hippokampusz-szeldtbegel et al., 2002). Tehat endogén
neurotranszmiterrel is létrehozhaté a gamma oszaillszeletben.

Lehetségesnek tartja-e, hogy a karbakol és az émdkgjinerg traszmisszié eltéhatasu
a kosarsejt tipusok és az axo-axonikus sejtek seramnalisain?

A legfrissebb adatok alapjan nikotinikus acetilkaieceptorok lehetnek a PV-tartalmu
gatlésejtek axonvegrésein, amelyek segitheti a GABA urulést bizony@siknények

kozt (Tang et al., 2011). De mivel ez a nikotinikadés Ugyiinik elég rovid ideig tart,
ezért valoszitleg az oszcillacié kezdeti fazisaban lehet kiulégka&zott, hogy ha a
karbakollal vagy acetilkolinnal valtunk ki oszciiat, de tartdés agonista applikacio mellett
ez a kilénbség dihhet.

3. Mi lehet a szerepe a gamma ciklusok soran diegyéb interneuronoknak? Milyen
interneuronok kdzti kapcsolatok és glutamatergalgat mechanizmusok szabalyozhatjak
a periszomatikus és a tébbi interneuron tipus reldizelését?

A nem publikalt eredményeink szerint a dendritigatiosejtek képesek lehetnek az
oszcillacio frekvencigjat szabalyozni azaltal, hagyiramissejtek dendritjeinek az
aktivitasat kontrollaljak. A gatlosejtek tiizelésddpveben a serkeidtszinaptikus inputjuk
hatarozza meg, mig a rajuk érkezinaptikus gatlas dasgn nem befolyasolja a sejtek
kimenetét a karbakollal indukalt gamma oszcillacdatt (Oren et al., 2006). igy azt
gondoljuk, hogy az interneuronok kozti kapcsolatekn determinisztikusak az oszcillacio
keletkezésének szempontjabdl. Ezzel j6l egybecsgpagnegfigyelés, miszerint ha a
parvalbumin tartamu idegsejtekiszelektiven eltavolitjak a GABA receptorok egyik
alegységét, aminek a kovetkeztében a parvalburjtekse érked szinaptikus gatlas szinte
teljesen megsmik, a gamma oszcillaciok ebben a génmaodositottegenem valtoztak
(Wulff et al., 2009). Tehét a gatldsejtek kozti &aplatok normalis fikodése nem
eléfeltétele a gamma oszcillacidk kialakulasanak astietasanak. A kisérleti
eredményeink alapjan levonhat6 az a kovetkeztetig, a CA3 piramissejteltered
ritmikusan szinaptikus serkentés meghatarozza mitigasu gatlosejt tiizelését. Az egyes
membrantulajdonsagai.

4. Az opponens véleménye szerint csak akkor vanmatilna le azt a kbvetkeztetést, hogy
a gyorsan tizélkosarsejtek dkodése elégséges feltétele az oszcillacio kiakddiibz, ha

a DAMGO akkor is megszinteti az oszcillaciot, haxaxaxonikus sejtek kimenete is
megs#nik.

Ugy gondolom, hogy ha az axo-axonikus sejtek kirtérie megsintetné vagy legalabbis
tovabb csokkentené a DAMGO kezelés, akkor nem ti#itonbséget tenni a gyorsan
tlzeb kosarsejtek és az axo-axonikus sejtek funkciom. ktfa mindenkett sejttipus
kimenete gatlédik DAMGO kezelésre, akkor nem tudjaktvalasztani a két idegseijt
lehetséges szerepét. De mivel csak a gyorsarbtkasérsejtek kimenete gatldodott, mig az
axo-axonikus sejteké nem, és az oszcillacié mégikkent, mikbzben az idegsejtek
miikodése de-szinkornizalddott, tehat a csokkent kefiaés axo-axonikus kimenet nem
tudta a szinkron aktivitast fenntartani, igy azbdolom jogos levonni a kdvetkeztetést,
miszerint a gyorsan tuzekosarsejtek riikodése egyeddl is elégséges az oszcillacié
kialakulasahoz.

Az oszcillacios tevékenység kialakulasahoz a jaftdtai szerint a periszomatikus
aramgenerator funkcio esszencialis. Ha figyelemdssziik a gyorsan tideds az axo-
axonikus sejtek altal kialakitott szinapszisok s#@amn a kosarsejt dominanciat, érdekes



lehet, hogy elméletileg elegehdramgiriiséget biztosithat-e a fenti kisérleti variaciok
esetén egymagaban az axo-axonikus vagy a koskosejionens, vagy csak a Kett
kombinacioja hatékony.

Egyetlen gyorsan tuzgekosérsejt ill. egyetlen axo-axonikus sejt altéldeozott gatld
aram okozta extracellularis fesziltség-valtozaskézonos, ami kb. 15- 20 microV
nagysagu kontroll kérilmények kozt (Glickfeld et &009). A karbakol kb. felére
csokkenti a gyorsan tuZekosarsejtek kimenetét az M2 tipust muszkarinikggptorok
aktivalasan keresztull, igy karbakol mellett kb.OrdicroV feszlltség-véaltozast generalhat
egy ilyen tipusu géatlésejt. Mivel a karbakol enngéfjyobb, kdzel 2/3-0s csdkkenést okoz
az axo-axonikus sejtek kimenetében, ezért azokneéteckarbakolban kb. 5-7 microV-ra
csokkenhet. A mi mérési korilményeink kézt min.3MmicroV jeleket detektalunk, ami
kb. 3-4 db. szinkron kis@ilkosarsejtil eredhet, ill. 4-6 db. axo-axonikus séjttEzektHl a
becslésekti az kdvetkezik, hogy elméletileg par kosarsejtyago-axonikus sejt k6zos
tlizelése, esetleg ezen idegsejttipusok tiizekés@melinaciodja, elegeridaramsriiséget
biztosithat egy gamma ciklus kialakulasahoz. Deefiegalabb 4x annyi gyorsan ti&el
kosarsejt van a hippokampusz neuronhal6zataban axinraxonikus sejt (Baude et al.,
2007), ill. az axo-axonikus sejtek csak minden rdéscikluban tizelnek, ezért ugy
gondolom, hogy a gyorsan tuéeosarsejtek rikddésével sokkal egysigb a gamma
oszcillacidkat generalni a hippokampalis neurontetidan, mint csak axo-axonikus
sejtekkel onmagukban. Azt nem zarhatjuk ki, hogwez-axonikus sejtek
hozzajarulhatnak bizonyos korilmények kozt a perisatikus aram generalasahoz, de
donBen a gyorsan tuz&ékosarsejtek az aramgeneratorok karbakol induleditrga
oszcillacié alatt (Gulyas et al., 2010).

5. Hogyan befolyasolhatja a posztszinaptikus remegttelitettség az egyes interneuron
osztalyok fell érekz szinapszisok hatékonysagat gamma oszcillaciok?aldityen
kordlmnények kozott tartja elképzebretk, hogy a telfidés az alulsulyozott sejttipusok
szerepét megnoveli a ritmikugikddések soran?

A telitettség ndvekedése nagyobb aramgeneralasnére/ezhet, fliggetlendl attol, hogy
milyen sejttipustdl érkezik az adott szinapszisiajyobb &ram a GABA-A receptorokon
keresztil nagyobb amplitidéjut gamma oszcillaciétieményez. Patoldgiasikodés (pl.
ischemia, epilepszia) alatt ismert, hogy a GABAszporterek funkcidja csokken (Fueta
et al., 2003; Vemuganti, 2005). A GABA transzpagtemikddésének csokkenese
novelheti a receptorok telitettségét, és igy aikiaktivitdsok generalasateskgitheti.
Tehat kénnyen elképzelléethogy egyes patoldgias folyamatok allatt, amikor a
hiperszinkronizalt neuronalis aktivitas jellemziidegsejthalozatok fikodesét, a GABA-
A receptorok telitettségének fokozasa bizonyosrigatdsegitheti az oszcillaciok
kialakulasat, akar abnormalis mértékben is.

6. A biral6 véleménye szerint a CA3 és a CAL riégidi oszcillacos ikddés targyalasat
szerencsésebb lett volna kihagyni ,vagyke&lszletességgel targyalni (pl. mellékelt
kézirat).

Elfogadom az opponens vélemyét. A kéziratot mele¥kea valaszomhoz.

7. Abiralé a fenntiekkel dsszhangban Gugy gondbljgy a kannabinoidok hatasat a
gamma oszcillaciora szintén ki kellett volna hagyagy megfeléken alatamasztani.
Véleménye szerint ezedadtes eredmények nélkil egységesebb szinvonaldlietta
palyazat.

Elfogadom az opponens vélemyét, bar ugy gondoltergy ezen munkak eredményeinek
meégha roviden torténbemutatasa is, de néveli, €s nem csokkenti a patlyszinvonalat. A
kéziratot mellékelem a valaszomhoz, amely azétmeallasra kertlt a The Journal of
Physiology szaklapban.



Végul szeretném Ujbol megkoszonni, hogy az oppaénelvallalta a palyazatom
biralatat és 6rulok a pozitiv véleményének.

Budapest, 2011. szeptember 25.

Hajos Norbert
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ABSTRACT

Gamma-frequency (30-80 Hz) oscillations are accomggbwith attentive behavior
and memory processes. Such rhythmic activitiesbeagenerated intrinsically in the CA3
region of the hippocampus from where they readibppgate to the CAl area. To uncover
the synaptic mechanisms underlying the intrahippgea spread of gamma oscillation, we
recorded action potentials and synaptic currengatomically-identified CA1 and CA3
neurons during carbachol-induced gamma oscillatiomsouse hippocampal slices. The
firing of the vast majority of CA1 neurons and @A3 neurons was phase-coupled to the
oscillations recorded in CA1. During a gamma cybkedischarge of both CA1 and CA3
interneurons followed the firing of CA3 pyramidallis at latencies indicative of
monosynaptic connections, while CA1 pyramidal ciied earlier than CA3 pyramidal cells.
We observed significant differences in the amodipthasic excitation and inhibition received
by the different cell types. Interneurons in bothlCGand CA3 received prevailing synaptic
excitation, but the dominant synaptic input of pgidal cells was inhibitory in both regions.
The correlation analysis of the input-output feasuof the neurons suggested that the firing of
interneurons in both hippocampal areas was coattdil the discharge of CA3 pyramidal
cells. In contrast, CA1 pyramidal cells rather skdwonic firing, which was suppressed
temporarily by synaptic inhibition. Our results icate that the gamma oscillation generated
intrinsically in CA3 propagated to CA1 via feedsf@ard inhibition, i.e. the synchronous
activities of CA3 pyramidal cells rhythmically disezrge CA1 interneurons, and their synaptic
output generates the oscillatory activity in CAL.

INTRODUCTION

Temporally structured firing of neurons, which igqggal for information processing in

cortical networks, can generate oscillatory adggsgi{Paulsen and Moser, 1998). Gamma (30-
80 Hz) oscillations received particular attentisimce such synchronous network activities
were found to be associated with sensory encodidgremory storage or retrieval as well as
attentive behavior (Singer, 1993; Montgomery and<iki, 2007). Whilén vivo andin vitro
studies uncovered how gamma oscillations are gatevéthin the CA3 region of the
hippocampus (Csicsvari et al., 2003; Hajos anddeai2009), the cellular and network
mechanisms underlying their propagation to thelmmgng regions have remained largely
unknown.

One of the most widely used vitro models for studying gamma oscillations in the
hippocampus is the carbachol (CCh) induced netwsdilation (Fisahn et al., 1998). CCh, a
cholinergic receptor agonist can induce synchromatisities in hippocampal slices at
gamma frequencies that share many features of tgmppal gamma oscillations occurrinmg
vivo. Gamma oscillations are generated intrinsicallihaenCA3 region of the hippocampus
both in the behaving animal and undevitro circumstances. In both cases, the phase of the
oscillation reverses in the stratum lucidum of G&®l current-source-density analysis reveals
current sink-source pairs in the stratum pyramidaie the apical dendritic region of the
pyramidal cells. In addition, the firing propertiethe different cell types in CA3 are similar
duringin vivo gamma rhythms anid vitro induced oscillations. Pyramidal cells have a
propensity to fire at low frequencies (< 5 Hz) eds the trough of the oscillation, while
interneurons tend to fire at higher frequencigbatascending phase of the oscillation (Hajos
and Paulsen, 2009).

Studies of the CCh-induced gamma oscillations dhted that these rhythmic
activities in CA3 are produced by a synaptic feetdaop composed of CA3 pyramidal cells
and fast spiking basket cells (Mann et al., 2008ly&s et al., 2010). Durinign vitro gamma
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oscillations, the discharge of principal cells a&vgrned by perisomatic inhibition, whereas the
firing of GABAergic interneurons is driven by exatiory input (Oren et al., 2006). The
frequency and the magnitude of these oscillatioagpamarily determined by the decay
kinetics and the amplitude of perisomatic inhibjtourrents. (Fisahn et al., 1998; Oren et al.,
2010).

Much less is known about the properties of gamnaedlasons in the CAL region of
the hippocampusn vivo data suggest that gamma oscillations in CA1 axedby extrinsic
inputs either originating from the entorhinal carte from CA3 (Bragin et al., 1995; Colgin
et al., 2009), but the underlying mechanisms rerahisive.

The main goal of this study was to reveal how garosw@llations generated
intrinsically in CA3 spread to the CAl area. Tastnd, we investigated the relationship
between the firing activity and synaptic inputsddferent cell types during CCh-induced
network oscillations in hippocampal slices. By gmalg the input-output features of the
recorded neurons, we showed that gamma frequerdiatiens are propagated from the
CAZ3 to the CALl region via feed-forward inhibition.

METHODS

Animals were kept and used according to the regusitof the European
Community’s Council Directive of 24 November 1985/{609/EEC), and experimental
procedures were reviewed and approved by the Aniedfare Committee of the Institute of
Experimental Medicine, Hungarian Academy of Scien&udapest.

CD1 mice of both sexes (postnatal day 15-23) weesl in most of the experiments.
To measure selectively from cells containing thé"®anding protein parvalbumin (PV),
transgenic mice expressing the enhanced greerefioent protein (eGFP) controlled by PV
promoter (Meyer et al., 2002) were also used ig shiidy (postnatal day 15-21). The pups
were decapitated under deep isoflurane anaestidwarain was removed into ice cold
cutting solution, which had been bubbled with 95%6% CG (carbogen gas) for at least 30
minutes before use. The cutting solution contafredM): 252 sucrose, 2.5 KClI, 26
NaHCGQ, 0.5 CaCl, 5 MgCbh, 1.25 NaHPO,, 10 glucose, saturated with 95%-8%0 CQ).
Horizontal hippocampal slices of 450 um thicknesseacut using a vibratome (Leica
VT1000S). Exceptional care was taken to removeettterhinal cortical parts from the slices.

After acute slice preparation the slices were glanto an interface-type holding
chamber for recovery. This chamber contained stana@SF at 35°C that gradually cooled
down to room temperature. The aCSF had the follgwomposition (in mM): 126 NaCl, 2.5
KCI, 26 NaHCQ, 2 CaC}, 2 MgCl, 1.25 NaHPQ,, 10 glucose, saturated with 95%- 8%
CQo,. After incubation for a minimum of one hour, skosere transferred individually to a
submerged-style recording chamber. We used a neddifistom made recording chamber
with a dual superfusion system for providing bettetabolic supply for the slices (Hajos and
Mody, 2009). In this design, the slices were plage@ mesh and two separate fluid inlets
allowed aCSF to flow both above and below the slisgh a rate of 3-3.5 ml/min for each
channel at 30-32C.

Standard patch electrodes were used in all recgbnfigurations (i.e. whole-cell
patch-clamp, loose-patch and field potential recays). Pipette resistances were 3-@M
when filled either with the intrapipette solutionwith aCSF. The intrapipette solution
contained (in mM): 138 K-gluconate , 3 CsCl, 10odism creatine phosphate, 4 Mg-ATP, 0.4
Tris-GTP, 10 HEPES, 0.2 QX 314; pH: 7.38; 285 mMd&mFor later morphological
identification of the recorded cells biocytin it@ncentration of 3-5 mg/ml was added to the
pipette solution freshly before use.



Data acquisition. Data were recorded with a Multiclamp 700B ampitifilolecular Devices,
Sunnyvale, CA.). As a first step, two pipettesfillwith aCSF were placed into the
hippocampal slice preparation; one into the strgpyramidale of the CA1 area, and another
to the stratum pyramidale of the CA3b area. Affgsraximately 10-15 minutes of bath
application of 1QuM CCh, which was usually enough time to induce Ist@lersistent
oscillations in the slices (Hajos and Mody, 20@8, field potentials were recorded
simultaneously on two channels for at least 120ith, the aim to compare the local field
potential oscillations between the two regions.Ttiee electrode was removed from the CA3
area, while the electrode in CA1 was left in theasgosition. As a next step, in addition to
the recording of local field potential in CA1, awtipotentials were detected extracellularly
from individual neurons of CA1 or CA3 with the sedmipette filled with aCSF. The loose-
patch recordings were visually guided using diffitiad interference contrast microscopy
(Olympus BX61W), and action potentials were detgdébe 60-120 s, depending on the firing
frequency of the cell. This pipette was then wittvdn from the slice, and whole-cell patch-
clamp recordings were performed on the same cdlsaxnnew pipette filled with intracellular
solution. Access resistance was in the range @&f B¥@hm and was compensated (65-75%).
Only recordings, where the access resistance didhamge substantially (more than 25%),
were included in the study. Reported values ofagdtmeasurements were not corrected for
the junction potential. To record excitatory posigytic currents (EPSCs) and inhibitory
postsynaptic currents (IPSCs) cells were voltagepked at a holding potential of the
estimated reversal potential for IPSCs (~ -70 ramM) EPSCs (~ 0 mV), respectively. Both
field and unit recordings were low-pass filtere@ &Hz using the built-in Bessel filter of the
amplifier. Data was digitized at 6 kHz with a PQI4RE board (National instruments, Austin,
Texas) and EVAN 1.3 software, and was analyzedhefilvith Igor Pro 5.01 software
(Wavemetrics, Oregon) using either standard orocasnhade Igor Pro procedures.

Event detection and analysis. Recordings were further filtered offline using gitl,
bidirectional, phase-conserving filter. Field retiogs were low-pass filtered at 1 kHz,
extracellular unit recordings were high-pass fdteat 40 Hz to isolate spikes, while whole-
cell recordings of postsynaptic currents (PSCskevingh-pass filtered at 1 Hz to filter out
slow fluctuations in holding current.

The power of the field oscillation was calculateithvpower spectral density (PSD)
analysis of ~ 60 s long field recordings. Before Bast Fourier transform was performed,
time windows of ~ 1.5 s with 50 % overlap were nplikd by a Hanning window to
minimise the end-effects. The area under the pewectral density curve between 10 and 45
Hz was taken as the power of the gamma-frequengijaton.

To extract the magnitude and the phase of therdiftdrequency-components of the
field oscillation and to get information on changefrequency and amplitude of the periodic
signal with time, wavelet analysis using a Morletwelet basis was used. The wavelet
transform of the field recording was examined betw20 and 45 Hz with scales chosen to
reflect the equivalent Fourier frequency (Le Vary@uet al., 2001). For each time point, the
maximum of the wavelet transform magnitude was dhwamd the corresponding dominant
frequency identified. The phase of the time poiaswlefined in terms of the dominant
frequency. Phase was defined in radians suchthaas associated with the minimum of the
oscillation, and a full cycle ran frommto 1t Cells for which the wavelet magnitude of the
field oscillation changed by > 2 SDs between spiéign and PSC recordings were excluded
from the study.

Event times for action potentials were definednastime of crossing a voltage
threshold set by visual inspection to exceed theenlevel. Mean firing rate for cells was
calculated as the total number of events duringeberding epoch divided by the length of



the epoch. Normalized spiking frequency was catedldy dividing the mean firing rate by
the frequency of the oscillation. Event phases wiefened as the wavelet phase of the
dominant frequency at the time of the event. Tauale the probability of discharge of a
given cell group, the event number vs. phase hiatog of each cell in the group were
normalized, summed and divided by the number d$ aelthe given cell group. This
averaged phase histogram was then multiplied byntben of the normalized spiking
frequency for the given cell group. Event timesP&Cs were defined as time of peak
current per cycle of the oscillation, and theseenmmverted to wavelet phases of the
dominant frequency.

The cycle-averaged events (Figures 5, 6) (as wal@cycle averaged field) were
obtained by summing recordings over cycles, betweesndz and dividing by the number
of cycles. Each cycle was linearly scaled to sparadians regardless of the number of data
points.

Phasic charge transfer was calculated in the fatigwvay: an initial baseline estimate
was obtained by taking the maximum (for EPSCs) imimum (for IPSCs) of the cycle-
averaged events. Then for each 0.2 s epoch the ofi@dircurrent values exceeding this
initial baseline estimate was calculated. This m&as used as the baseline for the epoch. If
no current value was found to exceed the initigkliae estimate during the epoch, the
baseline estimate would increment negatively foBEPB and positively for IPSCs until such
current values were found. This calculation wasaggd for all epochs of the entire
recording. The integral from this baseline values walculated over each cycle, and the mean
of these integrals were taken as the phasic chieagsfer.

The cycle-averaged PSCs were converted to exgritéggrand inhibitory (9
conductances using

Ie/i
7 Ee“/a.l) (1)

wherel,; is the phasic excitatory/inhibitory curreM, is the holding potential, and

Qeri =

o is the reversal potential for the conductance t&rest. The conductances were used to
estimate the net apparent reversal potenEﬁI Y by solving
Isyn:g e(Ers)\//n-Ergv)-'-g i(Er:)\//n-Eriev ):O
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Satistical analyses. The phase coupling of the events was determinagsing circular
statistics. The strength of phase coupling wasutatied by summing all event phases within

an epoch as unity vectors and then dividing theltieg vector sum R) by the number of
events (Zar, 1999). The length of this normalizedter (“r") was taken as the strength of the
phase-coupling. If the phases of all unity vectmesidentical then r is equal to 1, while it is O
in a case of uniform distribution. The mean evdrdage was defined as the direction of the
resultant vector ).

The Rayleigh probability oR was used to determine the significance of theg@has
coupling. It was calculated by the following eqoati

72 oa7-1372+ 7@3- g4
p=e” E{sz 72 247-1372+ 7@3- &
4n 28&'12 (3)



wheren is the number of spikes, aden r? (Fisher, 1993). Events were considered to be
phase-coupled, if the Rayleigh test indicated tihey were not distributed randomly around
the gamma cycle (p< 0.01)(Zar, 1999).

The circular standard deviation was taken as

o =~-2Inr (4)
wherer is the phase-coupling strength (Zar, 1999).
For linear data that were normally distributedaadang to the Kolmogorov-Smirnov test (
p > 0.05), the equality of means of the measured variati¢ise different cell groups was

tested by ANOVA and the Bonferroni post-hoc teaswsed to find significant differences
between group means. For comparison of non-normdatyibuted linear data (p< 0.05;
Kolmogorov-Smirnov test) the nonparametric Wilcoxsgned rank test was used. To test
equality of means of angular variables the multiygle Watson-Williams test was used.

To correlate normally distributed linear-linear iadles the Pearson's correlation
coefficient was used. For variables from non-nordisiributions the Spearman’s rank
correlation coefficient was used. To correlate daguariables (a) with linear variables (X),
the parametric angular-linear correlation coeffitig, was used, which was defined as:

_ r)Z(C"'r)z(S_erCrXSTCS 5
ral - 2 1 ( )
1-1és

where k¢ is a coefficient for correlation between X andinasrxs is a coefficient for
correlation between X and sinand gsis a coefficient for correlation between the cesin
and sine ofx. The methods for determining these coefficienésdmscribed in Zar, 1999 (Zar,
1999).

The tests used in each case are specified inxhétalues are given as mean *
standard error of the mean (SEM), unless stateshotbe. All correlation coefficients are
guoted as R.

Anatomical identification of the neurons. The recorded cells were filled with biocytin during
the recordings. After the recording the slices wiexed in 4 % paraformaldehyde in 0.1 M
phosphate buffer (PB; pH=7.4) for at least 1 héallpwed by washout with PB several times
and incubation in 30 % sucrose in 0.01 M PB fdeast 2 hours. Then slices were freeze-
thawed three times above liquid nitrogen and tceati¢h 1 % HO, in PB for 15 minutes to
reduce the endogenous peroxidase activity. Recarel&iwere visualised using avidin-
biotinylated horseradish peroxidase complex readiector Laboratories Inc., Burlingame,
CA) with nickel-intensified 3,3’- diaminobenzidiras chromogen giving a dark reaction
product. After dehydration and embedding in Durcupells were morphologically identified
on the basis of their dendritic and axonal arbtinsa Representative neurons were
reconstructed using a drawing tube.

RESULTS

Gamma frequency oscillations in horizontal hippopahslices were induced by bath
application of 2QuM CCh. Two patch pipettes filled with aCSF weredisz monitor
simultaneously the local field potentials in thegwidal cell layer of hippocampal CAl and
CA3Db regions (Figure 1A). Power spectrum densi§iPanalysis of the extracellular
recordings revealed a peak in the oscillations@tstme frequency in both regions (mean
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oscillation frequency was 31.3 + 0.6 Hz in CA3 &1d4 + 0.6 Hz in CA1; n=24; p=0.313;
paired sample t-test; Figure 1C,E). On the othadhthe power of the oscillation was always
smaller in CA1 than in CA3 (738.3 (309.5-141Qu8Y in CA3 and 99.8 (56.2-195.5V/ in
CALl; median and interquartile ranges in parenthese®4,; p<0.001; Wilcoxon signed rank
test; Figure 1B,D). A strong correlation was folredween the frequency of the oscillations
recorded in CA3 and in CA1 (R=0.989, p<0.001, n=Rdarson’s correlation, data not
shown). In addition, the power of the oscillatiorasured in the two hippocampal regions
also showed a correlation (R=0.55, p<0.01, n=2&a8pan’s rank correlation data not
shown).

After the simultaneous recording of oscillatoryiaties in the two hippocampal
regions, the pipette from CA3 was withdrawn ands&patch recording from a neuron was
obtained, while gamma oscillation in CA1 was comtinsly monitored. Following the
recording the spiking activity of the cell, synapturrents from the same neuron were detected
in whole-cell mode using a different pipette filleith potassium based intrapipette solution.
The intrapipette solution also contained biocytvhjch allowed post-hoc identification of the
cell types based on their morphological charadiesis

Classification of the investigated cell types

Neurons recorded in CA1 were separated into foowmgs: 1) CA1 pyramidal cells (CAL1 PC;
n=21; Figure 2A); 2) PV-eGFP positive interneur@@¥+ IN; n=11; Figure 2B); 3) oriens-
alveus interneurons (OA IN; n=15) with soma anddilié@s located predominantly in the
stratum oriens (Figure 2C) and 4) radiatum interoesi (RAD IN; n=14) with soma and
dendritic arbor mainly in the stratum radiatum (Feg2D). PV+ INs were collected in slices
prepared from PV-eGFP mice.

The group of PV+ INs included basket cells, bisfieat cells and putative axo-axonic
cells. These cell types have similar physiologpralperties in terms of firing pattern and the
expression of different receptor types (Freund Bnzsaki, 1996) and we found that all PV+
IN showed similar input-output properties duringtGi@duced oscillations, therefore we
pooled these intreneurons into a single group. Neekess we cannot rule out the possibility
that these cell types can play different roledqamgeneration or maintenance of gamma
oscillations (see Discussion).

The group of OA INs included O-LM cells (n=11) afdR cells (n=4). The former
interneurons had axonal arbor predominantly insth@&um lacunosum-moleculare (McBain et
al., 1994), while the latter cells projected thakon collaterals into the strata oriens and
radiatum as well as toward the subiculum (Zemardowt al., 2010). The OA INs are
typically considered as feedback inhibitory cedisice their main excitatory input originates
from CA1 PCs (Blasco-lbanez and Freund, 1995).

The group of RAD INs included several differentl ¢gbes, such as radiatum-
lacunosum-moleculare cells (n=3), neurogliafornisc@l=2), Schaffer collateral-associated
cells (n=4), subiculum projecting GABAergic celis=5)(Somogyi and Klausberger, 2005).
Though the recorded neuron types formed a diveb@apulation based on their
morphological features, they are usually referrefead-forward inhibitory cells, since their
main excitatory intrahippocampal input is formedtbg Schaffer collaterals of the CA3 PCs
(Li et al., 1994).

In addition to CA1 neurons, we also obtained reicgs from CA3 pyramidal cells
(CA3 PCs, n=22) and CA3 interneurons (CA3 IN, nd&)ing CCh-induced oscillations
monitored in CAl. Here, the data of all types ofTAs were pooled, since we showed
previously that GABAergic cells in CA3 tend to fkcemparably at the ascending phase of the
oscillation with a monosynaptic delay after thénfirof CA3 PCgthough with different



frequency and precision)(Hajos et al., 2004). Qhbse cells were included in the study that
could be unequivocally classified into one of theategories based on their morphological
features, except in the group of CA3 PCs, whera dhspiking properties of cells identified
by only visual inspection were also included in dmalysis.

Firing properties of different cell types during carbachol-induced network oscillationsin CA1

To reveal the firing characteristics of CA1 celfsrelation to the ongoing network
oscillation recorded in CA1, the spiking activitlydifferent types of neurons was detected in
loose patch mode. The Morlet-wavelet based wavahetlysis was applied to reveal the
magnitude and phase of the different frequency amapts (10-45 Hz) of the oscillation. To
characterize the firing properties of the neurams, determined the following parameters:
firing frequency, phase-coupling strengtRe)r phase of action potentialéaf), and the ratio
of the firing frequency/oscillation frequency inethcase of phase-coupled cells. The
probability of discharge for each cell type at ataie phase of a gamma cycle was also
calculated (see Methods). The reported p valuethénfollowing sections regard to the
Bonferroni post hoc tests performed after ANOVAlgses in the case of linear data and to
the Watson-Williams tests in the case of circulaiad

By comparing the firing frequency of the cell type® observed that CA3 PCs fired
at the lowest rates among all the cell types; tived at significantly lower frequencies than
PV+ INs (p<0.01) , OA INs (p<0.001) and CA3 INs (&1). However, there was no
significant difference between the firing frequedyCA1 PCs, RAD INs and CA3 PCs
(CA3 PCvs. CAL1 PC: p=0.309; CA3 PC vs. CA1 RAD fi¥1; CA1 PC vs. RAD IN: p=1).
Some of the OA INs fired doublets of action potaistduring numerous gamma cycles,
which resulted in a rather high mean firing ratéhod group on average. RAD INs fired at the
lowest rates among INs, however, significant ddferes in the firing rates of different IN
types could be shown only between OA INs and RAB (pk0.001)(Figure 3B,E; Figure
4A,B; Table 1).

Most of the recorded neurons showed gamma-moduliziiegl according to the
Rayleigh test (Rp<0.01), only 6 out of 21 CA1 Pd &mout of 14 RAD IN were not phase-
coupled to the ongoing network oscillation. Theerawno significant differences in the firing
rate of phase-coupled and non phase-coupled celiswa cell group. The firing rate was
11.07+1.35 Hz for phase-coupled CA1 PCs (n=15)%86+2.52 Hz for non phase-coupled
PCs (n=6, p=0.624); and 8.71+1.42 for phase couRkD INs, (n=11) and 8.18+0.83 Hz for
non phase-coupled RAD INs (n=3; p=0.855).

Though the firing of almost all of the recorded res was modulated by the ongoing
field oscillation, there were some significant diffnces among them in the depth of
modulation depending on the cell type. CA1 PCs wegnificantly less phase-coupled than
PV+ INs (p<0.001), OA INs (p<0.01), CA3 PCs (p<@ptand CA3 INs (p<0.001). At the
same time, there were no significant differencesgdrbetween CA1 PCs and CA1 RAD INs
(p=0.714). Among CAL cells the firing of PV+ INs svthe most precisely phase-coupled to
the ongoing field potential oscillation. Beside thentioned differences in the coupling
strength of CA1 PCs and PV+ INs, the of the latter cell type was significantly highban
the np of OA INs (p<0.01) and RAD INs (p<0.001). Howevigrere were no significant
differences between the phase-coupling streng@Ad PCs, CA3 INs and PV+ INs (CA3
PCs vs. CA3 INs: p=0.91; CA3 PCs vs. PV+ INs: pSQ@;0CA3 INs vs. PV+ INs:
p=1)(Figure 3C,F; Figure 4C-E; Table 1).

Despite the fact that most of the recorded neufioed phase coupled, they did not
fire all at the same phase of the gamma cycle.eltvere systematic differences in the



preferred phase of the different cell types. CAk Ff2d mainly at the trough of the
oscillation, while both CA1 and CAS3 INs tended ite fat the ascending phase of the
oscillation. There were no significant differenaeshe preferred phase of different IN types
in CAL1 (PV+ INs vs. OA INs: p=0.295; PV+ INs vs. RANs: p=0.778; OA INs vs. RAD
INs: p=0.538) or between CA1 INs and CA3 INs (PWs lvs. CA3 INs: p=0.197; OA INs

vs. CA3 INs: p=0.059; RAD INs vs. CA3 INs: p=0.88€)A3 PCs fired also close to the
trough, but significantly later than CA1 PCs (p<0.@nd significantly earlier than INs within
a cycle (CA1 PCs vs. PV+ INs: p<0.001; CA1 PCSQA.INs: p<0.001; CA1 PCs vs. RAD
INs: p<0.01; CA1 PCs vs. CA3 INs: p<0.001). Whamsilating these phase differences to
time differences according to the mean oscillafrequency (31 Hz), we found that CA1 PCs
fired 5-6 ms earlier than INs, and 1-2 ms earl@ntCA3 PCs, while the time difference was
approximately 3-4 ms between the discharge of C&8 &d INs of both regions (Figure
3C,F; Figure 4C-E; Table 1).

The sequence in the discharge of the differenttges suggests that during CCh-
induced oscillations CA3 PCs could excite both G#8 CAL INs that fire at latencies
indicative of monosynaptic connections. On the stime, the firing of CA1 PCs was
presumably not driven by the discharge of CA3 Pbese data suggest that oscillations
generated in CA3 presumably propagate to CAL1 thrahg direct discharge of CA1 INs
driven by CA3 PCs.

The characteristics of synaptic inputsin the different cell types during CCh-induced gamma
oscillationsin CAL

In order to confirm the assumption that gamma lzmhs propagate from CA3 to
CA1 via feed-forward inhibition, we have to revedlat determines the firing properties of
the different cell types during oscillations. Tcsauer this question, we recorded the excitatory
and inhibitory postsynaptic currents of the samlks ckiring oscillations and compared them
to the firing activity of the neurons. EPSCs wezearded at the estimated reversal potential
of IPSCs (~ -70 mV), while IPSCs were recordechatdstimated reversal potential of EPSCs
(~ 0 mV). To characterize the postsynaptic currémta neuron, we determined the phase-
coupling strength of EPSCs and IPSGs(rd 1, respectively) as well as the phasic excitatory
and inhibitory charge transfer. In order to defittee phase-coupling strength of the
postsynaptic currents, the phase of the peak dufirenthe peak amplitude) recorded in each
cycle was calculated. The comparison of synaptut® in the different cell types and the
correlation analyses of synaptic inputs and firprigperties were carried out only on those
cells that showed significant gamma-modulatiorhigirt spiking activity.

We found that both EPSCs and IPSCs were stronglgeshkoupled in all neuron
types, and there was no difference in the streofjthe phase-coupling of postsynaptic
currents between the different cell types (FigugeFs Figure 6C,F; Figure 7D,E; Table 2).
However, there were significant differences indngount of phasic charge transfer. CA3 INs
received the largest phasic excitatory synaptiatigonong all cell types, while CA1 PCs the
smallest. Among CAL cells the largest phasic etaiyacharge transfer could be measured in
PV+ INs. Among CALl interneurons RAD INs received #imallest phasic excitation.
Significant differences in phasic excitatory chaf@e could be detected only between PV+
INs and CA1 PCs (p<0.001), CA3 INs and CA1 PCs (peD), CA3 INs and RAD INs
(p<0.001), and CA3 INs and OA INs (p<0.05) (FigbBC,G; Figure 6B,C,G; Figure 7A,
Table 2).

Phasic inhibitory charge transfer was larger in GX3 than in all other cell types
(p<0.001 between CA3 PCs and all other cell gron@sy possible comparisons). There was
no difference in the amount of phasic inhibitionvizeen cell types within CAL1 (p=1 in all



comparisons) or CA1 cells and CA3 INs (p>0.5 incalinparisons) (Figure 5E,F,G; Figure
6E,F,G; Figure 7B; Table 2).

To investigate how the amount of synaptic excitaaad inhibition related to each
other within a cell type, we calculated the ratighbasic excitatory to inhibitory charge
(Q/Q). Phasic inhibition exceeded phasic excitatioalipyramidal cells, in both CA1 and
CA3, and also in some RAD INs, whereas the domimgnit was excitatory in most of the
interneurons in both regions/Q; was significantly smaller in CA1 PCs than PV+ INs
(p<0.001), OA INs (p<0.05) and CA3 INs (p<0.01). £RCs and RAD INs also had a
significantly smaller QQ; ratio than PV+ INs (CA3 PCs vs. PV+ INs: p<0.0BAD INs vs.
CA1 PV+INs: p<0.05)(Figure 5G; Figure 6G; Figure; M@ble 2).

In all neurons the phase of the peak excitationguted the phase of the peak
inhibition. The peak excitation received by thdsbktween -1.5 and -0.6 radians on the
ascending phase of the field oscillation, while pleak inhibition were detected always
somewhat later between -0.6 and -0.2 radians, rctodbe peak of the field oscillation.
Comparison of the mean phases of the EPSC peaktadgs revealed significant differences
between PCs and INs. The phase of synaptic exaitatas significantly later in both CA1
PCs and CA3 PCs than in INs of both areas (p<® @l comparisons). On the other hand,
the mean phase of the IPSC peak amplitude wasemag® somewhat later in PV+ INs and
OA INs than in the other neuron types (p< 0.05lica@ses when comparing these two groups
with other cell groups)(Figure 5C,F, Figure 6C,gufes 11, 12; Table 2).

To clarify how the synaptic inputs influence théksm activity of the cells, besides
analyzing the timing and magnitude of the excitatmd inhibitory synaptic inputs, we
sought to determine also their combined effectsciaracterize the temporal relationship
between inhibitory and excitatory synaptic condocess, the net apparent synaptic reversal
potentialEgy; (see Methods) was calculatdf]yy, describes the effective synaptic
conductance during a cycle. There were clear diffees in the shape of thgy curve
depending on the cell type. To capture these diffegs, the half-width of the peak of the
Egyy curve was measured. This half-width was signifigamarrower in PCs in both CA1 and
CA3 than in INs of both regions (p<0.05 in all campons). This reflects also that the
dominant input received by PCs during the oscdlativas inhibitory (Figure 5H; Figure 6H;
Figure 7F; Table 2).

Correlations between firing properties and synaptic currentsin the different cell types

After obtaining these basic input-output charasters in different types of neurons during
CCh-induced oscillations, the firing features of fthase-coupled cells were correlated to the
properties of their synaptic inputs. The reporteand p values regard to Pearsons’s
correlation analyses for linear data and to thedirangular correlation analyses (see
Methods) for circular data.

As PV+ INs and OA INs fired at higher rates thanlJ2Cs and RAD INs, and the
phasic excitatory charge transfer was also largénase cells, it was plausible to hypothesize
that there is a correlation between excitatory gband firing rate. Indeed, when comparing
these quantities over all CA1 cells, we found argjrpositive correlation between @nd the
firing frequency (R=0.495, p<0.01, n=33)(Figure 8MYerestingly, no correlation could be
found between the excitatory charge transfer aaditimg rate, when it was tested for CAl
PCs only (data not shown, R=0.284, p=0.371, nsdif)the correlation between @nd
firing frequency reached significance, when it wested on CA1 INs (data not shown,
R=0.437, p<0.05, n=22). In addition, the ratio »ieatory and inhibitory charge (@) also
correlated to firing rate (R=0.401, p<0.05, n=38)(ffe 8B). In contrast, there was no
correlation between phasic inhibitory charge anddifrequency (R=0.063, p=0.728,
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n=33)(Figure 8C). These data suggest that thegfnate of the CAL inhibitory cells is
controlled primarily by their excitatory synaptigoiut.

In the case of INs not only the firing rate, bigaathe phase-coupling strength tended
to depend on the excitatory input. There was atipestorrelation between bothand pp
(R=0.675, p<0.001, n=22) and. @nd rp among CA1 INs (R=0.664, p<0.001, n=22)(Figure
9A,C). No correlation could be observed betwgemd kp (R=0.326, p=0.138, n=22) or, Q
and rp (R=0.255, p=0.251, n=22)(Figure 9B,D). The santeatations were found, when it
was tested for all CA1 cells including INs and Kfs and g R=0.586, p<0.001p and Q:
R=0.596; p<0.001;sp and - R=0.105, p=0.596;ap and Q: R=0.055, p=0.762; n=33, data
not shown). However; in the case of CA1 PCs, wiells usually tended to fire less phase
coupled than INs, we could not reveal any corretetibetweenap and their synaptic inputs
(rap and g R=0.359, p=0.278p and Q: R=0.357; p=0.281;ap and 1. R=0.147, p=0.666;
rap and Q: R=0.255, p=0.251; n=11)(Figure 9E-H).

To see whether the temporal interaction of phasig&ion and inhibition is
important in controlling the spike time, the widthE;;} was correlated to the phase-coupling
strength of the action potentials. The correlabetween these values reached significance
only, when it was tested for all CA1 neurons, inlthg both PCs and INs. Thg-rwas
usually higher in INs, and this correlated wellwihe broadeE(y; curve observed in these
cell types (R=0.474, p<0.01; n=33)(Figure 9I).

These correlation analyses show that the moregweaid robust excitatory input a
CAL1 IN receives, the more precisely it will firerthg a gamma cycle, while no such
correlation could be observed in the case of CA%.PC

Similar correlations were found between the phdsegiog and the synaptic inputs.
The phase of firing correlated well with both theaunt of excitation (@ and the excitatory-
inhibitory charge ratio (@Q;), when tested in all CA1 neuronsaé and Q: R=0.503, p<0.05;
dap and QQi: R=0.484, p<0.05, n =33)(Figure 10A,C), whereasmwelation could be
observed between;@nddap (R=0.308, p>0.05, n=33)(Figure 10B), panddp (R=0.374,
p>0.05, n=33)(data not shown). The phase of fishgwed a positive correlation also with
the width of theEy; curve. Cells with broadefsyy curve tended to fire not only more
precisely, but also later in the cycle (R= 0.633).,05, n=33)(Figure 10D). Interestingly,
correlation between enddap reached statistical significance only in the cafsSiNs
(R=0.522, p<0.05, n=22)(Figure 10F), but failedhow a correlation when tested over all
CA1 cells (R=0.310, p>0.05, n=33)(Figure 10E).

These results indicate again that the firing of idNprimarily driven by their excitatory
synaptic inputs. Although CA1 PCs receive theiritory input with equally high temporal
precision, the amount of excitation is presumatlaifystrong enough to control their spike
timing.

Phase and time relations between firing and synaptic inputs in the different cell types

Finally, we compared the phase of the analyzedts\igure 11; Tables 1, 2) and found that
the phase of peak excitation always preceded thsegbf peak inhibition in each cell both in
CA3 and CAL. The peak of phasic excitation occumnetthe ascending phase of the field
potential oscillation, while the peak of phasicibition was observed close to the peak of the
field potential oscillation. The phase of actiorigadials was slightly before or after the phase
of the EPSC peak in the case of PV+ INs, OA INsmandt of the RAD INs as well as in all
CA3 INs. These phase differences translate to a diffierence of 1-2 ms between the peak
excitation and the action potentials of these @alsording to the mean oscillation frequency
of 31 Hz. However, the phase of action potentiatsuored much earlier in CA1 PCs and
some RAD INs than the phase of peak excitation éntlwetn 8 ms earlier). CA3 PCs also fired
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earlier than their peak excitatory input, but déter in the cycle than CA1 PCs (2-3 ms later).
The phase of peak inhibition occurred always latex cycle than the phase of the action
potentials in each recorded cell independentihefdell type or the region (always 2-5 ms
later than the peak excitation in a given cell).

In summary, these data collectively suggest th#t B&€s and INs of the CA1 subfield
received the same excitatory input from CA3 PCawaSchaffer collaterals, however, only
the discharge of the CA1 INs was driven by thehlht discharge of CA3 PCs (Figure 12).
These results indicate that the oscillation propegytom the CA3 region to the CAl via
feed-forward inhibition, whereby CA3 PCs excitelb@A3 and CA1 INs that fire at latencies
indicative of monosynaptic connections. The spiloh@Al PCs was less precisely
controlled; they probably fired persistently anopgted spiking, when they received a strong
synaptic inhibition during an oscillation cycle.

DISCUSSION

By analyzing the input-output characteristics @& thifferent cell types during CCh-induced
network oscillations, we found that these osciblasi in CA1 emerge from the synchronous
firing of local INs driven by the rhythmic excitagoinput originating from CA3 PCs.

The CCh-induced gamma oscillations in CA1 sharedynfi@atures of then vivo
recorded gamma oscillations in the hippocampusc@®atri et al., 2003). First, the firing of
both PCs and INs tends to be phase-locked to gamsniations, and the proportion of
gamma-modulated cells is higher for INs in CA1 cangol to CA1 PCs both in the behaving
animal and in our in vitro oscillation model. Sedpthe sequence of the discharge of the
different cell types during a gamma cycle obselivedvo is similar to what we found in our
study. The spiking probability of CA1 PCs in thergaa cycles reaches its maximum earlier
than INs in this region. While both CA1 and CA3 Itischarge after CA3 PCs with time lags
accounting for monosynaptic delay, the time lagveen the discharge of CA1 PCs and CAl
INs is too long to be taken as a monosynaptic atoit, as CA1 PCs fire earlier than CA3
PCs within a cycle. Finally, PV+ INs show strongpé-coupling to the ongoing gamma
oscillation both in vivo and during in vitro experents (Bibbig et al., 2007; Tukker et al.,
2007). These observations propose that CCh-induewdork oscillations can model in vivo
hippocampal gamma oscillations that are generateidsically in the CA3 region and
propagate to CA1 (Bragin et al., 1995; Csicsvadlet2003; Isomura et al., 2006; Colgin et
al., 2009).

When comparing the synaptic inputs of the diffeieit types during oscillations, we
found the most striking difference in the amounsyrfiaptic excitation received by the PCs
and the INs in CALl. The largest excitatory currenta given gamma cycle were measured in
PV+ INs. This observation is in line with previogsults obtained in CA3 (Oren et al., 2006).
In addition, the analysis of the timing of the etgeshowed that the phasic excitation always
preceded the phasic inhibition in all cells. Thalpef synaptic excitation could be observed
at the ascending phase of the oscillation. Thet&xry inputs arrived in comparable phases
to all cells, though the phase of peak excitatiocuored slightly later in PCs than in INs.
Systematic differences have been reported in thetiki parameters of the excitatory
postsynaptic currents between PCs and INs (Gletell., 2005), showing that EPSCs in PCs
have slower rise and decay kinetics than in INsilRoand Scanziani, 2001). In addition to
the larger number of AMPA receptors at glutamatesgnapses onto INs (Geiger et al., 1995;
Nusser et al., 1998), the postsynaptic currentsrded in these cells also show faster kinetics
due to their different molecular compositions (@eigt al., 1997). Since in contrast to INs,
PCs receive their excitatory inputs mainly on tligindritic spines (Gulyas et al., 1999;
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Megias et al., 2001), space clamp limitations cal$w influence our measurements.
Nevertheless, it is striking that neither CA1 amd3@Cs nor CA1 and CA3 INs showed any
significant differences in the phase of their pea&itatory input. We can presume, therefore
that the slight differences observed in the pha$ése excitatory events primarily arises from
the synaptic properties, and both PCs and INsvedheir excitatory inputs from a common,
single phase-coupled source, namely the CA3 PGstiiirte differences between the EPSC
peaks in CAl neurons and the firing of CA3 PCs tlwedsimilarities between the shape of the
event phase histogram of the spiking activity of3J2Cs and the excitatory events of all CA1
cells also supports this conclusion. Finally, thet that no difference was found in the
precision of EPSCs of the investigated cell tygeslso in alignment with this assumption.

Surprisingly, even OA INs appeared to receive th@m excitatory input from the
same source, i.e. from CA3 PCs during the CCh-iadygamma oscillation. OA INs are
usually considered as feed-back inhibitory cells;es they receive 60-70% of their
glutamatergic inputs from their main target celks, CA1 pyramidal cells (Blasco-Ibanez and
Freund, 1995). However, it seems like that underecording conditions their phase-locked
firing during oscillation is primarily driven by éhphasic excitatory input originated from
CA3 PCs. In a recent study (Croce et al., 201@) atithors revealed th@A3 PC feed-
forward and CA1 PC feed-back synapses onto OA Iffisrdd in their receptor expression
pattern and also in their plasticity propertiese3é cell type- and afferent-specific rules of
synaptic transmission and plasticity suggest thails might be recruited into network
activities in various ways depending on the circiamses.

Although cholecystokinin expressing interneuronrsnfa significant population of
inhibitory cells in the hippocampus (Freund and &ki, 1996), we did not investigate their
input-output properties in this study. The reasmmieglecting them was that these
interneurons have been shown to release only d amalnt- if any- of GABA from their
axon terminals in the presence of CCh (i.e. underecording conditions), therefore they
were not expected to contribute significantly te tscillogenesis(Fukudome et al., 2004; Neu
et al., 2007; Gulyas et al., 2010). CCh activatdg3vnuscarinic receptors located on the
membrane surface of pyramidal cells, inducing #lease of endocannabinoids from these
neurons, retrograde signaling molecules that ndB1 cannabinoid receptors located at the
presynaptic terminals of CCK- expressing internaard he CB1 receptor activation mutes
the synaptic output of CCK-containing interneurgmeventing them of substantially
influencing oscillatory activities in this in vitnmodel (Gulyas et al., 2010).

By comparing the inhibitory inputs of the neurowg, found that the absolute
inhibitory charge was much larger in CA3 PCs thaany other cell types. This observation
is in agreement with the recurrent model of gamswllogenesis in CA3 (Oren et al., 2006).
While the amount of phasic inhibitory charge waslen in CA1 PCs than in CA3 PCs, no
significant difference could be found in the ratigphasic excitatory to inhibitory charge
between the two PC populations. INs are likelyetwerve synaptic inhibition from numerous
subpopulations of GABAergic cells, yet the inhilbytanputs were rather homogenous among
them in both precision and timing. Though the mefgpeak inhibition was somewhat later in
OA INs and PV+ INs in CALl than in the other cepég, these differences could be explained
by the diversity of IPSC kinetics of the varioupég of hippocampal INs (Hajos and Mody,
1997).

The analysis of the firing behavior revealed thatspiking of CA1 INs strongly
correlated with the properties of their excitatorguts, but showed no correlation with their
precisely timed inhibitory inputs. These resultggest that the behavior of these GABAergic
cells during CCh-induced oscillations is primaxdgtermined by their excitatory drive
received from CA3 PCs. In contrast, neither thatatary nor the inhibitory synaptic input
properties correlated with the firing activity oAC PCs. Although the dominant input
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recorded in CA1 and CA3 PCs during ongoing osaifatvas inhibitory as well as the ratio
of the phasic excitation and phasic inhibition wamparable in both cell types, their firing
properties were quite dissimilar. One factor thatld underlie the different spiking behavior
may derive from the distinct effect of cholinergeceptor activation on the excitability of
CA1 and CA3 pyramidal cells (Dasari and Gulledg¥, D). In addition, the difference in the
absolute charge of phasic inhibition received ®séneuron types could also contribute to
their distinct discharge features. What might leeatlvantage of the weakly phase-coupled
firing of CA1 PCs during CA3-driven gamma osciltat? The weak coupling might be
important for making these cells capable of respunceadily to excitatory input originating
from the entorhinal cortex (Moser et al., 2008)] &mus can promote the creation of temporal
neuronal ensembles during attentive network s{&tasis and Thiele, 2011).

In conclusion, our findings support a hypothesa the intrahippocampal spread of
gamma oscillation from CA3 to CALl is accomplishedeed-forward excitation of CA1
interneurons. The synchronized inhibitory postsyicaqurrents originating from the rhythmic
discharge of CA1 INs probably play a major roleha generation of oscillatory activities
detected in the local field potential, similarlyiagias shown in CA3 (Oren et al., 2010). The
results stress the importance of synaptic inpuégulating the firing activity of CA1 neurons
during gamma oscillations. The uncovering of threwst mechanisms of gamma oscillation in
CAL1 driven by CA3 may further our understandingtaf role of the functions of oscillations
in different brain operations.
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Table 1.Firing properties of the different cell types dygi@Ch-induced gamma oscillations.
Data are presented as meantSEM.

rate (Hz) spike freq./osc freq. lap Dy (rad)
CA1 PC (n=15) 11.07+£1.35 0.33+0.04 0.21+0.02 -2.25+0.23
PV+IN (n=11) 15.65+2.18 0.54+0.08 0.75+0.04 -1.13+0.06
OA IN (n=15) 24.79+3.37 0.78+0.11 0.49+0.07 -1.22+0.07
RADIN (n=11) 8.71+£1.46 0.28+0.05 0.36+0.06 -1.03+£0.37
CA3 PC (n=22) 4.44+0.46 0.14+0.01 0.54+0.03 -1.72+0.04
CA3 IN (n=8) 17.2614.14 0.76+0.31 0.69+0.08 -0.97+0.13

Table 2. The properties of synaptic inputs of the differeell types during CCh-induced
gamma oscillations. Data are presented as mean+SEM.

Etshhw
fe r Q. (pC) Q; (pC) Q./Q; @, (rad) @; (rad) (rad)
CA1PC
(n—ll) 0.5+0.05 0.69+0.06 0.29+0.04 1.27+0.15 0.24+0.04 -0.64+0.15 -0.18+0.12 1.04+0.25
CAl
PV+IN 0.66+0.04 0.66+0.06 1.59+0.19 1.061+0.31 2.00+0.36 -1.16+0.11 -0.62+0.12 3.65+0.37
(n=9)
CA1O0A
IN (n—6) 0.50+0.11 0.53+0.11 1.01+£0.16 0.92+0.18 1.23+0.20 -1.52+0.08 -0.54+0.08 3.2940.5
CAl
RAD IN 0.53+0.08 0.62+0.09 0.6+0.11 0.94+0.13 0.75+0.16 -1.2340.15 -0.19+0.14 2.52+0.34
(n=7)
CA3 PC
(n—6) 0.67+0.04 0.86+0.03 1.24+0.25 4.02+0.40 0.32+0.06 -0.66+0.09 -0.2340.14 0.91+0.11
CA3IN
(n-6) 0.64+0.09 0.67+0.09 2.28+0.59 1.83+0.45 1.35+0.21 -1.21+0.11 -0.17+0.12 3.01+0.21
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Figure 1. Comparison of field potential oscillations recordedracellularly from the stratum
pyramidale of the CA3 and the CA1 region of theploipgampus after bath application of 10
uM carbachol(A) Raw traces recorded simultaneously from the straggyramidale in CA3
and CAL1 after bath application of CQB) Cycle average of the field potential oscillations
showed in part B. Note that the shape of the @mh was usually also somewhat different in
the two areas, and this difference could be obseeven on the cycle averaged phases
profiles.(C) Power spectral density function of the tracea showing a peak in gamma
frequency bandD, E) Comparison of power (D) and frequency (E) of datdns in CA3

and CAl. Means are indicated with red dots.
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Figure 2. Light microscopic reconstructions of representatiglts of the investigated cell
groups recorded in the CA1 region of the hippocasnf\) A CA1 pyramidal cell (PC)B) a
parvalbumin expressing basket cell (PV+ I{g) an oriens-alveus interneuron (OA INR)

a radiatum interneuron (RAD IN). Dendrites are espnted in black and axons in grey. s.I-
m., stratum lacunosum-moleculare; s.r., stratunataoh; s.p., stratum pyramidale; s.o.,
stratum oriens.
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Figure 3. Spiking activity of the different cell types duri@Ch-induced oscillation@\,D)
Extracellular recordings of field potentials in thteatum pyramidale of CA1B, E)
Simultaneously recorded spike trains from a repradiwe cell of each group (losse-patch
recordings)(C, E) Spike-phase histograms of the same neurons shdhengumber of
events vs. the phase of the field potential ogmitaduring a 60-s-long recording epoch.
Dotted line: average gamma cycle. Scale bars: & vartical), and 0.1 s (horizontal).
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Figure 4. Firing properties of the different cell types dgri@Ch-induced gamma oscillations.
(A) Firing frequency of the different neuron typesa&#coupled cells (Rp<0.01) are
indicated with solid symbols and non-phase coup#dl$ with open ones. Means are
indicated with red dotéB) The normalized spiking frequency of the phase-taipells of

the different cell groupgC) The phase-coupling strenght of firingH) for each phase-
coupled neuron is plotted as a function of the ngganma phas€D) The probabilty of
discharge for CA1 PCs, CA3 PCs, CA1 INs and CA3dNs function of a gamma cycle.
Here, the data from all CA1 IN were pooled. NotattGA1 PCs tended to fire at the trough of
the oscillation, CA3 PCs fired somewhat later, ehibth CA3 and CA1 INs fired mainly at
the ascending phase of the oscillatfgh As in D, but here the spiking probabilities of
distinct CA1 IN types are shown independently. &int symbols and colours mark different
cell types, coding is included in the figure. Ddttdue line shows the averaged field
oscillation.
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Figure 5. Postsynaptic currents of the different cell typasry CCh-induced oscillations I.
(A, B) Simultaneous recordings of field potential ostitias in the stratum pyramidale of
CA1 (A) and excitatorpostsynaptic currents (EPSCs) recorded from a septative CA1

PC, PV+ IN and OA IN(B)(the same cells as in FigByeEPSCs were recorded in whole-cell
voltage clamp mode at the estimated reversal pat@itiPSCs (~ -70 mV)C) The EPSC-
phase histogram of the cells showing the distrdyutf the EPSC peak amplitudes during a
30-s-long recording epocfD, E, F). The same as in A, B and C, but for IPSCs thaewer
recorded at the estimated reversal potential of &S 0 mV). Dotted line in C and F:
average gamma cycl@s) Cycle averaged PSCs in the given CA1 PC, PV+ IN@A IN.
Dotted line: EPSC, solid line: IPSCH) The net apparent synaptic reversal potentidl) as

a function of an oscillation cycle. Arrows indicadhe half-width of the&Eg;;, curve. Note the
differences in the half-width digy; curve between PC and most of the INs (see alsaré-ig
6). Scale bars: 0.1 mV (vertical), and 0.05 s @untal) for field potential traces; and 100 pA
(vertical), and 0.05 s (horizontal) for currentcea.

23



RAD IN CA3 PC CA3IN

Number of events

2 0 2 2 0 2 2 0 2
Phase (rad) Phase (rad) Phase (rad)
P |
E
F o
]
[=4
g
>
w
g
o
]
-
£
3
4
G
<
2
O
v
o
H 2 0 2 4 6 8
;‘ 1 -204 04
E -40- A 404 \ AV
85601 60 50
w80

2 0 2 4 6 8 -2 6 é 4 é 8 2 0 2 4 6 8
Phase (rad) Phase (rad) Phase (rad)

Figure 6. Postsynaptic currents of the different cell typagry CCh-induced oscillations 1.
Panels are the same as in Figure 5 but from reqeses cells of the remaining groups: RAD
IN, CA3 PC, CA3 IN. Data are from the same cellgnasigure 3. Dotted line in C and F:
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Figure 7. Properties of the postsynaptic currents measurdtkidifferent cell typegA, B)
The phasic excitatory (QA) and inhibitory charge transfer (@) in the different neuron
classes. The differences in f@ached significance between CA1 PCs and PV+pk6.001)
and CA1 PCs and CA3 INs (p<0.001), RAD INs and GX8 (p<0.001), and OA INs and
CA3 INs (p<0.05); while CA3 PCs had a largertlaan all other cell types (p<0.001 in all
comparisons between CA3 PCs and other cell tyj@@sphasic excitatory/inhibitory charge
ratio (Q/Qy) in the different cell types. CA1 PCs had smaegQ; than PV+ IN (p<0.001),
OA IN (p<0.05) and CA3 IN (p<0.01), and the diffece between gQ; also reached
significance between PV+ IN and RAD IN(p<0.05) &\ IN and CA3 PC (p<0.001D,

E) The phase-coupling strength of the peak EPSCB)fand IPSCs {rE) in the different
cell types as measured by the phase of the peak Mmsignificant differences could be
detected between these values of the differengeellps(F) The half-width of theEZ;;
curve of the different cell groups. The half-widtas significantly smaller in both CA1 and
CA3 PCs than in the INs (p<0.05 in all comparisbesveen PC and IN pairs; ANOVA with
post hoc Bonferroni test). Means are indicated wathdots.
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Figure 9. Correlations between the strength of action patéptiase coupling {¢) and the
synaptic inputs of the CAL1 cellgA-H) The phase coupling strength of the action potentia
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phasic excitatory (@ and inhibitory charge transfer j@or individual CA1 INs (A, B, C, D
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between the properties of excitatory inputs (betimd Q) and the sp of INs. (1) Significant
correlations could also be shown betwegnand the half-width of theés s> curve, when it
was tested over all CA1 neurons. Different celletyare marked with different symbols
(Pearson’s correlation).
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Figure 10.Correlations between the phase of action poter(pafg and the synaptic inputs

of the CA1 cells(A-C) The phase of the action potentials plotted agaihasic excitatory

(Qe A) and inhibitory charge transfer (@) and phasic excitatory/ inhibitory charge tif@ns
ratio (Q/Q;, C) for individual CA1 cells. Significant correlans could be shown between the
dap and Q and phase AP andJQ; when tested over all CA1 neurofi3) The half-width of

the Egyy, curve also correlated withnp, when it was tested over all CA1 neurofis. F) The

dap plotted against the phase-coupling strength oEfR8C peaks for all CA1 neurons (E)
and for only CA1 INs. Interestingly, the correlatibetweendanddap reached significance
only, when it was tested for INs (F), but failedré@ach significance, when it was tested over
all CA1 cells (E). The presented R and p valuesrrief the linear-angular correlation test (Zar

1999), a least-squares fit line is shown for ilason. Different cell types are marked with
different symbols.
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Figure 11.Phase of firing (AP), peak excitation (EPSC) anakpehibition (IPSC) in phase-
coupled neurons. Note that all neuron types botbAd and CA3 received both EPSCs and
IPSCs in comparable phases of the gamma cyclesadilen potentials tended to appear just
after the peak excitation in the majority of INewever spiking occurred much earlier than
the peak excitation in the case of CA1 PCs, CA3 &ttksome RAD INs. Means are
indicated with red dots.
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Figure 12.The time differences between the action potensiatbthe synaptic events
recorded in the different cell types indicate tift gamma oscillation propagates from the
CA3 to the CAL region of the hippocampus via feexvard inhibition. According to our
results the average time difference between fiohGA3 PCs and INs in CA1 and CA3is 2.9
ms, however the time difference between the fiogh@Al PCs and INs is 5.7 ms on average.
These results indicate that the discharge of CAgl-4hke CA3 INs —is driven directly by

their excitatory inputs from CA3 PCs. Symbols iradecthe mean phases (xSEM) of the
action potentials, peak excitation (EPSC) and pefaibition (IPSC) in the different cell
groups. Dotted blue line shows the averaged fistdllation in CALl. Dashed lines indicate
the mean action potential phase of the four magtrgroups. PC: pyramidal cell, IN:
interneurons.
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