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Figure 1. Barbara McClintock –
Nobel Prize 1983

1 INTRODUCTION

1.1 Discovery of transposable elements

Transposable genetic elements (“jumping genes”) were first discovered by Barbara

McClintock in the 1940s. She found that certain spontaneous mutations in enzymes required

for the productions of the purple anthocyanin pigment in maize are due to “controlling”

elements that could apparently move from site to site in

different chromosomes. This idea of jumping genes ran

contrarily to the traditional view of the age that genomes are

stable and static entities. The possibility that pieces of DNA can

“jump around” in a genome was viewed by biologists with much

skepticism. Therefore, McClintock’s observations were thought

to be rare phenomena and not of general interest. In fact, at a

historic Cold Spring Harbor meeting 1951. McClintock's work greeted with "stony silence." It

took nearly 30 years until McClintock’s conclusions from the 1940s were confirmed by

findings in bacteria (insertion sequences) and Drosophila melanogaster (hybrid dysgenesis),

and another ten years until she was rewarded for the discovery of transposable elements

with the Nobel prize in 1983 (Fig. 1).

With the great advances of the molecular biology in the 1970s, it turned out that

McClintock’s discovery was just the tip of an iceberg. Mobile element were found to be

widespread not only in maize but in all kingdoms of living organisms from bacteria to

humans. It turned out that transposable elements are indeed so abundant that they form a

major fraction of the eukaryotic genome [1]. However, most researchers still assumed that

repetitive DNA elements do not have any function: they are useless, selfish DNA sequences

[2]. The term “junk DNA” coined by Sozumu Ohno repelled mainstream research from

studying repetitive elements for many years [3]. As Doolittle and Sapienza termed in Nature

in 1980: transposons’ “only «function» is survival within genomes”…“thus no phenotypic or

evolutionary function need to be assigned to them”.
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This view started to change in the 1990s, when it became evident that transposons

are important integral components of eukaryotic genomes with deep impacts on the host

evolution. It turned out that they interact with the surrounding genomic environment, and

increase the ability of the organism to evolve [4].

Since their discovery, transposable elements have been broadening the scope of

many fields of modern biology ranging from evolutionary genetics to gene therapy. There are

numerous aspects of viewing transposable elements as subjects of scientific investigation.

Transposons are of interest for genome annotators, for structural and evolutional geneticists

who investigate the role of mobile elements in chromosome/genome dynamics and their

different contributions to host evolution. The ongoing studies of molecular biologists are

continuously increasing our understanding of the mechanism transposition. Moreover,

experimental geneticists use transposons routinely for insertional mutagenesis, gene

tagging, germline transformations, gene trapping, and gene therapy. Their experimental

model organisms range from bacteria to mammals. Due to the discovery of a variety of

different prokaryotic and eukaryotic transposons, they are now routinely used as genetic

tools in functional biology. Thus, repetitive elements are relevant to a wide scale of genetic

studies, and transposons begin to be viewed as genomic treasure [5, 6].

1.2 Classification of transposable elements

Discrete DNA sequences that possess an intrinsic capability to change their genomic

locations are called transposable elements (TEs). TEs are distinguished whether their

movement relies exclusively on DNA intermediates or includes an RNA stage. Transposons

that move exclusively through a DNA intermediate are referred to as DNA elements. Mobile

elements that move through an RNA intermediate (RNA elements or retroelements) are

transcribed, reverse transcribed and integrate as double stranded cDNA. These elements

include retroviruses and the retrotransposons. DNA elements can be found in both

prokaryotic and eukaryotic organisms, whereas RNA elements are restricted to eukaryotes.
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1.2.1 RNA elements

Based on their structural properties and evolutionary relationships those transposable

elements that can mobilize themselves through an element-derived RNA intermediate are

grouped to those with long terminal repeats (LTR-retrotransposons and retroviruses) and

those without (non-LTR retrotransposons).

A common feature of LTR-retrotransposons and retroviruses is that their coding

region is flanked by LTRs (Fig. 2C). These sequences contain important control sequences

e.g. promoter, enhancer and polyadenylation (polyA) signals. The coding sequences are

divided into at least two open reading frames (ORFs). The first ORF encodes the group-

specific antigen (gag) protein, required for the assembly of the RNA transcript into

cytoplasmic particles. The second ORF constitutes the pol gene, encoding a polyprotein,

which consists of a protease (PR), a reverse transcriptase (RT) and an integrase (IN). The

difference between retroviruses and LTR-retrotransposons is that retroviruses not only

possess the capability to move between DNA molecules like other transposons, but they can

leave their host cells too and integrate into new genomes. Nevertheless, retroviruses and

LTR-retrotransposons are derived from a common progenitor [7].

LTR-retroelements can be subdivided into three families based on homologies within

the RT gene. The first two groups are named after their founding members found in yeast

and Drosophila, Ty1/copia and Ty3/gypsy [8]. The Ty3/gypsy elements form two subfamilies

based on the presence or absence of a third ORF, env, encoding for envelope-like proteins.

Retroviruses cluster into the third family of LTR-elements; they always possess a completely

functional env gene for their viral life cycle. Many retroviruses, for example human

immunodeficiency virus type 1 (HIV-1), contain additional proteins [9]. Endogenous

retroviruses (ERVs) appear to have been recently active in the mammalian genome. LTR-

retrotransposons are widely destributed in eukaryotes, and make up about 8% of the human

genome. Retroviruses were for long thought to be restricted to vertebrate genomes until it

was shown that the gypsy retrotranspsoson is indeed an infectious retrovirus of Drosophila
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Figure 2. Structures and organization of the main types
of transposable elements. (A) Non-LTR retrotransposon.
The element consists of a 5’ untranslated region that has
promoter activity (arrow pointing towards the downstream
genes), which is required to drive transcription of the
element-encoded genes. ORF1 encodes a nucleic acid
binding protein. ORF2 encodes an endonuclease (EN) and
a reverse transcriptase (RT). The element has a polyA tail.
(B) A typical SINE. The element is a small, RNA-derived
pseudogene, which is transcribed from an RNA polymerase
III promoter within the element (arrow). The element has a
polyA tail. (C) LTR-retrotransposon. The element consists of
long terminal repeats (LTRs) similar to those of retroviruses.
The LTRs flank two open reading frames. ORF1 encodes
the group specific antigen (gag), ORF2 encodes a protease
(PR), an integrase (IN), and a reverse transcriptase-
RNaseH (RT-RH) function. (D) DNA transposon. The
central transposase gene (yellow box) is flanked by terminal
inverted repeats (IRs, shown as black arrows). The IRs
contain the binding sites for the transposase and sequences
that are required for transposase-mediated cleavage. (E)
Composite bacterial transposon. The element consists of
antibiotic resistance genes (red box) flanked by two copies
of an insertion sequence (IS) element that contains the
transposase gene (yellow boxes). The arrows underneath
indicate the inverted orientation of the IS elements.

melanogaster [10]. Transposition occurs through reverse transcription of the retrotransposon

RNA, and integration of the resultant cDNA into a new location by the integrase protein.

The most abundant transposable elements in mammalians are non-LTR

retrotransposons represented by the long interspersed nuclear elements (LINEs) and the

short interspersed nuclear elements (SINEs). Although LINEs are especially abundant in

mammals (they make up 26% of the human X chromosome alone) [11], they have also been

found in protozoan, insects, reptiles and plants [12]. The major LINEs in humans (LINE1 or

L1) are 6 kbp long and contain two ORFs (Fig. 2A). These encode for a nucleic acid binding

protein and an enzyme with endonuclease (EN) and RT activity, respectively [13]. EN

generates a single-stranded nick in the target

DNA, and RT uses the nicked DNA to prime

reverse transcription from the 3'-end of the L1

RNA [14]. Because reverse transcription is

frequently incomplete, the majority of L1s is

truncated, and thus nonfunctional.

Consequently, even though L1 has about 5 x

105 copies in the human genome, thereby

making up about 17% of human genomic

DNA [11], the vast majority of these elements

are inactive: in humans there are only 30-100

potentially active copies of L1 [15].

SINEs are short (about 100–400 bp)

retrotransposable elements that encode no

proteins; therefore, all of them are non-

autonomous (Fig. 2B), and thought to use the

enzymatic machinery of LINEs for

transposition [16, 17]. The vast majority of

known SINEs are derived from tRNA
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sequences, with the exception of the human Alu element, which is derived from the 7SL

component of the signal recognition particle [18]. Alu elements were originally identified as

repetitive DNA elements in human DNA renaturation curves, and contain a recognition site

for the restriction enzyme AluI. Alu elements are represented in the human genome with >1 x

106 copies which make up about 11% of the total genome. Alu is the only active SINE in

humans. Full-length Alus are 280bp long, contain promoter sequences for RNA polymerase

III (Pol III) [19] and a polyA tail (Fig. 2B). The transcripts of Pol III-transcribed Alus terminate

at Pol III termination signals fortuitously present in the 3’ flanking DNA. Rarely, RNA

polymerase II (Pol II)-derived host gene transcripts can also be trans-mobilized by functional

LINE proteins. These transposition products are named processed pseudogenes. They lack

promoters, introns and end in a polyA tail. Only short target site duplications flanking these

sequences provide evidence that these integrants are in fact transposition products.

1.2.2 DNA elements

These TEs can loosely be defined as sequences of DNA that can excise and insert into a

variety of sites of a target DNA without the need to be reverse transcribed to cDNA. The

simplest DNA elements are the insertion sequences (ISs) that were first characterized from

bacteria in the late 1960s. Since then, approximately 800 ISs were identified (http://www-

is.biotoul.fr). ISs are short (<2.5 kbps) and carry no genetic information except that

necessary for their mobility. Thus, they are composed of a single gene coding for the

transposase enzyme responsible for moving the element and of terminal inverted repeats

(IRs) flanking it at both ends (Fig. 2D). The IRs are often called terminal inverted repeats

(TIRs) or inverted terminal repeats (ITRs). The IRs contain the recombinationally active

nucleotides at the very tips and specific recognition sequences for the transposase enzyme

within.

Though most of the ISs are prokaryotic, a significant number of eukaryotic IS has also

been documented. The largest and best-known group of these is the Tc1/mariner like

elements that are structurally the closest to bacterial ISs (see more detail in the next section)
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[20]. Another well-characterized member of the eukaryotic ISs is P element from Drosophila

melanogaster.

Recently, new families of DNA elements have been identified from eukaryotes. The

Helitron elements lack IRs and move by the rolling circle mechanism, similarly to the

replication of plasmids, and together with their descendants they represent 2% of the

Arabidopsis thaliana and the Caenorhabditis elegans genomes [21]. Polintons are a newly

discovered, self-synthesizing, complex family of DNA transposons that possibly derived from

ancient LTR retroelements [22]. The elements are very large (~20 kb), with IRs of several

hundred bp in length and encode several proteins: i) a protein-primed DNA-dependent

polymerase, ii) an ATPase, iii) a protease (not always), iv) an integrase, and 4-6 additional

ORFs for proteins with unknown function. The 300,000 DNA transposon fossils in human add

up to around 3% of the genome [11].

It became evident in the 1960s that genes responsible for antibiotic resistance in

bacteria can move between DNA molecules in a process analogous to the movement of ISs

[23]. It was suggested that mobile elements that carry one or more genes that encode other

functions in addition to those related to transposition should be called transposons (today,

the term „transposon“ is used in a wider sense, however: authors call all DNA elements,

including ISs, transposons). Since these elements carry additional DNA they are usually

larger than ISs (approximately 2.5-7 kbp). In some of these elements, called composite

transposons, there are two complete ISs flanking a functional gene (Fig. 2E). This element

can move as one functional unit, but also one or both of the bordering ISs can mobilize itself

independently. There is a characteristic feature that distinguishes eukaryotic TEs from ISs

and transposons in bacteria: the presence of a large number of inactive transposon copies

that can in many cases be mobilized in trans by a limited number of active transposases [24].
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Figure 3. Phylogeny of the Tc1/mariner superfamily.
DDE-containing recombinases are grouped into two
major clusters: a DNA-transposon group and a
retroelement group. Bacterial IS elements are DNA-
transposons, but certain elements such as IS3, IS911
and IS30 are grouped together with the retroelement
group, whereas the position of IS630 is close to the
Tc1/mariner superfamily (green box) in the phylogenetic
tree. The Tc1, mariner and pogo transposon families are
probably monophyletic.

1.2.2.1 The Tc1/mariner superfamily of transposons

When David Hirsch and Scott Emmons discovered the Tc1 transposable element in 1983 as

a repeat sequence in the genome of Caenorhabditis elegans [25], they probably did not

realize how large the iceberg was of which they had found the tip. We now know that

homologs of Tc1 and those of the related mariner transposon found in Drosophila mauritiana

[26], are probably the most widespread DNA-transposons in nature, and can be found in

fungi, plants, ciliates and animals, including nematodes, arthropods, fish, frogs and humans.

Together with related pogo transposons [27, 28], Tc1 and mariner elements are members of

a large superfamily of transposable elements, the Tc1/mariner superfamily [29-31], so named

after its two best studied members. Tc1/mariner elements are about 1300-2400 bp in length

and contain a single gene encoding a transposase enzyme which is flanked by IRs. Although

quite divergent in primary sequence (about 15% amino acid identity between the

transposases of the different families [30]), members of the Tc1/mariner superfamily are

probably monophyletic in origin (Fig. 3) [30, 32],

and have similar structures and molecular

mechanisms of transposition. As shown in Fig. 3,

a more remote similarity exists between the

above mentioned transposons and several

bacterial IS elements, LTR-retrotransposons and

retroviruses [33]. The recombinase proteins

encoded by these diverse genetic elements are

all related and contain a signature of three acidic

amino acids (DDE or DDD, Fig. 2) with a

characteristic spacing [32, 33].

1.2.2.1.1 Structural and functional components of Tc1/mariner transposons

1.2.2.1.1.1 The transposase

As discussed above, transposons are very diverse genetic entities; however, their enzymes

carry out similar chemical reactions e.g. hydrolysis for strand cleavage and transesterification
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for strand transfer. The similar activities of TEs are manifested in the remarkable overall

structural similarity of the transposition proteins.

Both the transposases of ISs and transposons and INs of retroelements show

structural similarities for their functional organization. Most of them can be divided into

topological distinct functional domains. Partial proteolysis experiments revealed that the

transposon-specific DNA-binding domains are generally localized in the N-terminal part,

whereas the catalytic domain responsible for the strand cleavage and transfer is located in

the C-terminal of the transposase protein (Fig. 4) [34, 35]. One possible explanation for this

characteristic arrangement in prokaryotic elements is that during translation the N-terminal

part of the premature transposase protein can fold independently of the C-terminal catalytic

domain, and interact with its specific transposon binding sites close to the point of synthesis.

This hypothesis is reinforced by the observation that the presence of the C-terminal part of

some bacterial transposases decreases the affinity of IR binding [36]. This arrangement can

facilitate that the transposase is going to act on the transposon that produced it (a

phenomenon called cis-preference) [37].

The DNA-binding domain

It is a key feature of all transposases that they recognize their specific transposon ends. TEs

that move by transposon-specific transposases possess recognition sequences in their IRs.

The majority of ISs has simple, 10-40 bp long IRs, while others exhibit long and complex IRs.

Most transposon ends are composed of two functional parts. The 2-3 terminal base pairs of

the ends are the recombinationally active sequences involved in the cleavage and the strand

transfer reactions. The other functional part is situated within the IRs and it ensures the

sequence-specific positioning of the transposase on the transposon ends [38, 39]. ISs have

single transposase binding sites whereas for example M u  and T n 7 have complex,

asymmetric recognition sites [40, 41]. The bi-functionality of the transposon ends is reflected

in the arrangement of the transposase on its cognate transposon. Due to the flexibility of the

transposase, the N-terminal region of the enzyme attaches to the inner segment of IRs while
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the C-terminal contacts the external ends. The sequence-specific DNA-binding of both

eukaryotic and prokaryotic transposases is often carried out by a helix-turn-helix (HTH) motif.

This domain can be simple as it is the case of IS transposases [42], or can be complex and

bipartite as found in Ac, Mu or in Tc transposases [29, 43]. The catalytic C-terminal domains

of transposases are also involved in DNA-binding, however, this activity is not sequence

specific and contributes to the correct positioning of the transposon end into the catalytic

pocket [44].

The overall domain structure of the transposase is conserved in the entire

Tc1/mariner superfamily [20]. Specific substrate recognition is mediated by an N-terminal,

bipartite DNA-binding domain of the transposase (Fig. 4) [45-47]. This DNA-binding domain

has been proposed to consist of two HTH motifs, similar to the paired domain of some

transcription factors in both amino acid sequence and structure [47-49]. The modular paired

domain has evolved versatility in binding to a range of different DNA sequences through

various combinations of its subdomains (PAI+RED) [50]. The nucleotide sequences

recognized by the composite paired domain are degenerate, the DNA-binding specificity is

relaxed [51]. The origin of the paired domain is not clear, but phylogenetic analyses indicate

that it might have been derived from an ancestral transposase [52].

The first of these HTH motifs, similar to the paired domain of some transcription

factors (Fig. 4) [48, 49], has been crystallized in complex with double-stranded DNA

corresponding to the termini of Tc3 transposons in C. elegans [53]. The crystal structure

indeed showed a HTH fold, and a dimer of transposase subunits bringing together the two

DNA ends. The paired-like domain is followed by a second HTH motif embedded in a

homeo-like DNA-binding domain (Fig. 4). Secondary structure predictions indicate that

mariner transposases might also contain such a bipartite DNA-binding domain consisting of

two HTH motifs (Fig. 4). Pogo and certain bacterial transposases [54] contain "solo" HTH

motifs (Fig. 4). We found that a GRPR-like sequence between the two HTH motifs is

conserved in Tc1/mariner transposases (Fig. 4). The GRPR motif is characteristic to

homeodomain proteins [55], and mediates interactions with DNA in the Hin invertase of

Salmonella [56] and in the recombination activating gene (RAG1) recombinase that evolved
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Figure 4. Functional domains of Tc1/mariner transposases. Modular
structure of Tc1/mariner transposases and topology of their major functional
domains in comparison with other DDE recombinases and DNA-binding
proteins. Tc1/mariner transposases have an N-terminal DNA-binding domain
followed by a nuclear localization signal and a C-terminal catalytic domain.
DDE recombinases have a DDE signature-containing core catalyzing
polynucleotidyl transfer reactions. The catalytic core acquired different DNA-
binding modules during evolution to give rise to a diverse family of
recombinases.

from a DNA transposable element [57-59], and has been “domesticated” (as discussed in

section 1.5.2.1.1) [60] to carry out recombination reactions to generate immunoglobulin and

T-cell receptor gene diversity in jawed vertebrates [61-63]. The relatedness of DNA-binding

by Tc1 transposase and RAG1 recombinase is further supported by DNA sequence

similarities between their binding sites [64]. Members of the retroviral integrase family carry a

combined motif of a zinc-binding domain [65] and an HTH motif (Fig. 4) that resembles the

Tc3 paired-like structure [66].

The catalytic domain

The second major domain of the transposase has been referred to as the catalytic domain,

because it is responsible for the DNA cleavage and joining reactions of transposition. The

majority of known transposases and INs possess a well-conserved triad of amino acids,

known as the aspartat-aspartat-glutamat, in short the DDE motif (actually, more of a

signature than a “motif” in a usual sense) in their C-terminal catalytic domain (Fig. 4) [67].

The DDE motif is found in a large group of recombinases, including retrotransposon and

retrovirus integrases, bacterial IS element transposases [33] and RAG1 [33, 68, 69].

Structural analyses of HIV-1 INs

and mutational studies revealed

that the DDE triad lies in the

heart of the catalytic domain of

transposases and INs [47, 70].

These amino acids play

essential role in catalysis by

coordinating, in general, two

divalent cations necessary for

activity. Retroviral INs were

shown to be able to coordinate

Ca++, Zn++ and Mn++ ions, but
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Figure 5. Architecture of the Mos1 paired end complex. (A and
B) Orthogonal views of the PEC crystal structure. Transposase
monomer A is colored orange and monomer B blue. The two major-
groove DNA-binding motifs contain HTH1 (residues 24–55) and
HTH2 (residues 89–110). The minor-groove binding motif
comprises residues 63–71. The two DNA duplexes bound by the
DNA-binding domains are labeled IR DNA and the two extra DNA
duplexes are labeled FL DNA. (C) Schematic diagram of the
structure. An arrow indicates the 3’ end of each DNA strand and a
black dot indicates the 5’ phosphate of the NTS. The purple sphere
indicates the metal ion in active site A.

the biologically relevant cation is thought to be Mg++ [71, 72]. One metal ion acts as a Lewis

acid, and stabilizes the transition state of the penta-coordinated phosphate, the other one

acts as a general base and deprotonizes the incoming nucleophil during transesterification

and strand transfer [44].

The C-terminal half of Tc1/mariner transposases was initially proposed to be the

catalytic domain based on the presence of the characteristic DDE (or DDD in the case of

mariner and pogo) motif (Fig. 4). Site-directed mutagenesis of these positions in the Tc3

transposase confirmed that these three amino acids are essential for all catalytic activities

[73]. Interestingly, a change of the exceptional third D of mariner, turning the DDD into the

canonical DDE, inactivates the transposase [74]. This is most easily explained by assuming

that the catalytic role of either aspartic or glutamic acid is similar, but that the precise spatial

position within the transposase fold requires the presence of the correct residue.

The crystal structure of the Mos1 mariner transposase from D. melanogaster has

recently been solved [75]. The structure contains a dimer of transposase and four DNA

duplexes. Two of these duplexes are recognized by the N-terminal DNA-binding domain of

the transposase and are held in position in the catalytic domains as if they have just been

cleaved (Fig. 5). In striking contrast to the anti-parallel orientation of transposon ends in the

Tn5 synaptic complex, these duplexes

are approximately parallel. The N-

terminal domain of the transposase

(residues 1–112) comprises two HTH

motifs linked by a minor groove binding

motif. Residues 113–125 form a linker

between the DNA-binding domain and

the catalytic domain (residues 126–161

and 190–345). Residues 162–189 form

a clamp loop extending out from the

catalytic domain making key interactions
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with the linker of the other transposase monomer in the complex (Fig. 5). Two additional

DNA duplexes are bound by the catalytic domains in positions that could represent binding

sites for DNA flanking the transposon. The catalytic domain has an RNaseH-like fold. In

addition to Mos1  and other DDE-containing transposases and integrases [70],

crystallographic analyses of the catalytic domains of proteins whose functions are not

obviously related to transposition, such as RNAaseH [76] or RuvC [77] have revealed a

remarkably similar overall fold.

The emerging picture reinforces the notion of a common structural motif that

catalyses polynucleotidyl transfer reactions in diverse biological contexts [65, 70], and that

the different specificities in binding to DNA might have evolved by the apparent acquisition of

different DNA-binding domains, and combinations thereof, in the evolution of DDE

recombinases [33].

1.2.2.1.1.2 The transposon inverted repeats

Tc1/mariner elements have a roughly uniform size of approximately 1.6-1.7 kb, indicating a

natural selection in genomes for this particular size. The transposons are bracketed by IRs

that contain binding sites for the transposase. IRs vary in length and contain transposase-

binding sites in different numbers and patterns in the Tc1/mariner family (Fig. 6). Tc1 and

mariner elements are the simplest and have repeats of less than 100 bp and a single binding

site per repeat (Fig. 6) [47, 78]. Tc3 elements have IRs of more than 400 bp in length, each

of which contains two binding sites, but the internal pair is not required for transposition (Fig.

6) [79]. A third subgroup of the Tc1/mariner superfamily is named IR/DR, and has a pair of

transposase-binding sites at the ends of the 200-250 bp long IRs  (Fig. 6) [80]. The binding

sites contain short, 15-20 bp direct repeats (DRs). This structure can be found in several

elements whose inverted repeats are not significantly similar at the DNA sequence level,

such as Minos and S elements in flies [81, 82], Quetzal elements in mosquitos [83], Txr

elements in frogs [84] and at least three Tc1-like transposon subfamilies in fish [49], including

Sleeping Beauty, a reconstructed transposon of the salmonid subfamily (Fig. 6) [85].  There
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Figure 6. Structure of Tc1/mariner transposons. The central transposase
genes (tnpase) are flanked by terminal inverted repeats (TIR) that contain
binding sites for the transposase. TIRs come in different lengths and contain
binding sites in different numbers and patterns in the Tc1/mariner superfamily.
Dotted lines in Bari elements indicate that certain versions of these transposons
have long inverted repeats. Actual or putative transposase binding sites are
indicated as yellow arrows near the ends of the elements.

are two types of Bari elements

in Drosophila; those that have

short IRs similar to Tc1, and

those that have IR/DR

structure [86]. However, both

types of Bari element have two

putative transposase-binding

sites flanking their transposase

genes (Fig. 6). This suggests

that it is not the long IRs per

se, but the multiple binding sites for the transposase that are essential for the mobility of

these elements.

Similar to the DNA-binding domains, the approximately 30 bp binding sites for Tc1-

like transposases have a bipartite structure in which the 5'-part of the binding site is

recognised by the homeo-like domain, whereas 3'-sequences interact with the paired-like

domain of the transposase [47]. The binding sites for mariner transposase are also around

30 bp in length, supporting the hypothesis that these transposases also have bipartite DNA-

binding domains. In contrast, pogo elements have binding sites of 12 bp within their short

inverted repeats [87], consistent with the predicted single HTH motif in their DNA-binding

domains. These binding sites are repeated either in direct or in inverted orientation at the

ends of the element (Fig. 6), but it has not been determined whether they are required for the

mobility of pogo elements. Taken together, the Tc1/mariner superfamily contains some

simply structured elements in which the transposase gene is flanked by a pair of transposase

binding sites, and more sophisticated ones with multiple binding sites that might impose

some control over the timing and specificity of the transposition reaction.
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Conservative transposition
(cut-and-paste)

Replicative transposition
(copy-and-paste)

Excision Replication

Integration into target DNA

Figure 7. Schematic representation of the two major mechanisms of transposition.
During conservative transposition, the element is excised from the donor DNA (red line), and
integrates into a new target DNA (green line). The broken donor DNA has to be repaired by
host factors, and this process can result in a small “footprint” (black dot) that marks the
former presence of the element in that site. Replicative transposition requires amplification of
the element either by replication or by copying of the element through transcription followed
by reverse transcription. The amplified element gets inserted elsewhere in the genome.

1.3 Modes of transposition

The sum of molecular events involved in the movement of a transposable element from one

chromosomal location to another is defined as transposition. There are two types of

transposition reaction distinguished by whether the TE is replicated during the process or not

(Fig. 7).

During the vast

majority of replicative

(copy-and-paste)

transposition events,

the transposon does

not get excised from

its donor locus, but

instead a copy of it is produced that subsequently inserts elsewhere in the genome (Fig. 7).

Thus, replicative transposition leads to an increase in the copy number of the transposon

within a genome. If the new copy is produced by transcription and subsequent reverse

transcription of transposon sequences, the process is referred to as retrotransposition. The

movement of retroviruses and retrotransposons is always of the replicative type, because it is

the cDNA copy, not the original transposon, which is transposed. However, replicative

transposition is not restricted to retroelements. For example, the IS6 family and Tn3 [42], and

the complex DNA transposon, bacteriophage Mu [35], can also follow the replicative mode of

transposition.

In non-replicative (also called conservative) transposition, the element is excised

from a genomic locus and integrates to another through a so-called “cut-and-paste”

mechanism (Figs. 7 and 8). In non-replicative transposition, the genetic information of the

element is carried by DNA. The bacterial IS10 [88], Tn7 [89] and eukaryotic transposons

including the P element [90], members of the Tc1/mariner family and the maize transposon

Ac/Ds discovered by McClintock all use the cut–and-paste mechanism for their transposition

[20].
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In cut-and-paste transposition, amplification is not inherent to the transposition

process itself; nevertheless, the copy numbers of DNA transposons also increase over time.

Transposon amplification can occur when transposition takes place in the S-phase of the cell

cycle. If a transposon is excised from an already replicated segment of the DNA, and

reintegrates into a chromosome that has not been replicated, the process results in an

increase by one copy of the transposon. If this event is followed by meiosis, two of the four

germ cells have one more transposon copies compared to its parental cell [91]. Another way

of increasing in copy number of non-replicative transposons was described for the P element

[92] and the Mos1 mariner transposon [93]. After the excision of these elements the resulting

gap in the donor chromosome can be sealed by a process called template-directed gap

repair. This host repair mechanism uses the sister chromatid, the homologous chromosome

or an ectopic site for refilling the gap created by the excised element.

1.3.1 The biochemistry of cut-and-paste transposition

Central to all transposition reactions are the excision and integration of a polynucleotide,

therefore transposons execute polynucleotide transfer reactions. The transposase protein

and the inverted repeats together engage in a series of molecular events that lead to the

excision of the element from its DNA context and reintegration into a different locus, a

process termed cut-and-paste transposition (Fig. 8). The transposition process can arbitrarily

be divided into at least four major steps: 1) binding of the transposase to its sites within the

transposon IRs; 2) formation of a synaptic complex in which the two ends of the elements are

paired and held together by transposase subunits; 3) excision from the donor site by single-,

or double-strand DNA cleavage; 4) reintegration at a target site and processing of the

transposition product by host-encoded enzymes (Fig. 8) [44]. All transposition reactions

involve DNA breakage and joining; the nature of the emerging transposition products

depends on which strand of the DNA is cleaved and joined.
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Figure 8. General mechanism and regulation of DNA transposition.
The transposable element consists of a gene encoding a transposase
(orange box) bracketed by terminal inverted repeats (solid black arrows)
that contain binding sites of the transposase (white arrows) and flanking
donor DNA (blue boxes). Transcriptional control elements in the 5’-UTR
of the transposon drive transcription (arrow) of the transposase gene.
The transposase (purple spheres) binds to its sites within the transposon
inverted repeats. Excision takes place in a synaptic complex, and
separates the transposon from the donor DNA. The excised element
integrates into a new site (TA for Tc1/mariner transposons) in the target
DNA (green box) that will be duplicated and will be flanking the newly
integrated transposon. On the right, the various steps of transposition are
shown. On the left, mechanisms and host factors regulating each step of
the transposition reaction are indicated.

1.3.1.1 Transposon excision

The key process of all transposon excision is the exposure of the 3´-OH groups of the

transposon ends, which will later be used at the strand transfer reaction for integration (Fig.

9) [94]. In the case of phage Mu and retroviral transposition the DNA cleavage involves only

a single strand cut at each transposon ends. The vast majority of transposases, however,

cleave both DNA strands of the corresponding transposon. During the excision of bacterial

cut-and-paste elements, it is the first nick that generates the 3’-OH groups at the transposon

ends. On the contrary, transposases of eukaryotic cut-and-paste transposons first generate a

5’-P on the transposon ends and the 3’-OH groups are exposed only as a result of the

second strand cut [95]. In case of retroviruses, this process operates on the double-stranded

cDNA of the element, and results in the cleavage of only two bases from the 3’-end of the

cDNA [96].

Every DNA strand cleavage in all transposition reactions is a transposase- or

i n t e g r a s e - c a t a l y z e d ,  M g++-

dependent hydrolysis of the

phosphodiester bonds of the DNA

backbone, executed by a

nucleophilic molecule. All the DDE

recombinases catalyze similar

chemical reactions [97], which begin

with a single-strand nick that

generates a free 3'-OH group. In the

case of the first strand cleavage the

nucleophilic molecule is H2O [94].

During cut-and-paste transposition,

nicking of the element is followed by

the cleavage of the complementary

DNA strand too. To catalyze second
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Figure 9. Cut-and-paste transposition of Tc1/m a r i n e r
transposons. The element (black box) is removed from its original
site with staggered cuts, which leaves some transposon nucleotides
at the site of excision. The excised element reintegrates elsewhere in
the genome at a TA target dinucleotide. Repair of the single stranded
gaps of the integration site results in the duplication of the target TA.
The excision site is predominantly repaired by non-homologous end
joining, which leaves behind a transposon footprint.

strand cleavage, DDE recombinases developed versatile strategies [98]. This cleavage can

occur at different positions relative to the transposon ends. The position of 5’-cleavege of the

second strand required for the liberation of the element occurs directly opposite to the 3’-

cleavage site in V(D)J recombination [99] and for the bacterial Tn10 element [100] (thereby

generating blunt ended products). For Tn7 the cleavage occurs three nucleotides toward the

5’-end of the element [44]. In case of the Tc1/mariner elements the non-transferred strand is

cleaved a few nucleotides within the transposon (Fig. 9) (two nucleotides for the Tc1 and Tc3

elements [73, 78], and three nucleotides inwards the element in case of mariner [78, 101]).

The double-strand DNA breaks (DSBs) generated by transposon excision are repaired either

by the non-homologous end joining pathway (NHEJ), or by template-dependent gap repair

[92, 93]. NHEJ generates transposon "footprints" (Fig. 9) that are therefore identical to the

first or last 2-4 nucleotides of the transposon in Tc1/mariner transposition [101, 102]. In

V(D)J recombination, the single-strand

nick is converted into a DSB by a

transesterification reaction in which the

free 3’-OH attacks the opposite strand,

thereby creating a hairpin intermediate

[99, 103]. Tn5 and Tn10 transposons

also transpose v i a  a hairpin

intermediate, with the difference that

the hairpin is on the transposon and

not on flanking DNA [100, 104].

1.3.1.2 Transposon integration and target site selection

The second step of the transposition reaction is the transfer of the exposed 3’-OH

transposon tip to the target DNA molecule by transesterification (Fig. 9). Similarly to the initial

DNA cut, the strand transfer is done by a nucleophilic attack. In this case, the 3’-OH groups

of the already liberated transposon ends serve as a nucleophil that couples the element to
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the target, without previous target DNA cleavage. As a result, the transposon ends are

covalently attached to staggered positions: one of the transposon ends joining to one of the

target strand, the other end joining to a displaced position of the target strand. Similarly to the

initial strand cleavage, the strand transfer reaction does not need an external energy source,

which suggest that it is the energy of the target phosphodiester bond that is used for the new

transposon-target joint [94]. Although the initial excision and the strand transfer reactions are

isoenergetic, many transposons such as Tn7 and the P element, need molecules with high-

energy bonds (ATP and GTP, respectively) for transposition in vitro. However, these

molecules do not serve as an energy source, rather they only play regulatory roles [90, 105].

The final steps of transposition reaction are performed by host proteins. Due to the staggered

way of insertion during the strand transfer step, there are short, single stranded gaps flanking

the new integrant (Fig. 9). Host DNA repair factors then repair these gaps generating

characteristic short direct repeats, also called target site duplications (TSDs), the hallmarks

of transposition.

Most TEs do not integrate randomly into target DNA, and display some degree of

specificity in target site utilization [106]. There is a wide spectrum of specificity in target site

selection, hereby defined as the mechanism by which the specific DNA sequences of target

sites are chosen. For example, the bacterial Tn7 element is highly specialized to insert into a

single sequence motif in the E. coli genome (discussed in more detail later in section 1.4.5)

[106], whereas several other transposons, such as Tn5, can integrate at several locations

even within a single gene [107]. Target selection may depend on primary DNA sequence and

chromatin structure, which can influence target site utilization by modulating the accessibility

of DNA. For some elements, such as Tn7 and the Ty1, Ty3 and Ty5 retrotransposons in

yeast, either element- or host-encoded accessory proteins play a role to locate a potential

target area (discussed in more detail later in section 1.4.5) [108-111]. In other systems,

including the bacterial transposon Tn10 and the Tc1 and Tc3 transposons in Caenorhabditis

elegans, target site selection is primarily determined by the transposase itself [112, 113].

Sequences responsible for target site selection of Tn10 and retroviruses have been mapped
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to the core catalytic domain of the transposase (or integrase) [112, 114], containing an

evolutionarily conserved catalytic domain, the DDE domain.

The DDE domain is shared by a large group of recombinase proteins, including the

Tc1/mariner superfamily, some bacterial IS/Tn elements, retroviruses, and the RAG1

immunoglobulin gene recombinase (see section 1.2.2.1.1.1) [20]. Several members of this

family integrate fairly randomly, yet not all possible sites are utilized within a genome with

equal frequencies. Despite the implication that the conserved catalytic domain is responsible

for locating the target site, no common pattern of integration can be recognized on the

sequence level. Therefore, assuming that there might be common features of target selection

in the DDE family, it is an attractive hypothesis that structural properties of the target DNA

will be among them.

The secondary structure of DNA is likely an important factor in the transposable

element’s insertional bias [106]. Indeed, secondary structural features influence integration of

certain DNA transposons, including the bacterial elements Tn3 [115], Tn5 [107, 116, 117],

Tn7 [118] and Tn10 [119, 120], P elements in Drosophila [121], retroviruses [122-125] and

other retroelements [126, 127]. The insertional specificity for all of these groups is believed to

exist because DNA at the site of integration forms an unusual or perturbed structure that

allows better recognition by the transposition complex [118, 124, 126]. However, statistical

significance of the structural features of transposon integration sites has not been considered

in any of the previous analyses. Tc1/mariner elements insert into TA dinucleotides [20], and

a transposon within this family, the Himar1 element from Haematobia irritans, has already

been implicated as having a structural preference for sequences in addition to the canonical

TA [128]. However, the nature of these structural determinants and their relationship to the

insertion site preferences of other Tc1/mariner transposons is unknown.

1.4 Regulation of transposition

De novo  transposition events only become evolutionarily manifested, i. e. they only survive,

if they can be stably transmitted to the next generation. Hence, restriction of transposition
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events to the germline is thought to ensure that new transposon insertions are inherited by

the next generation, and to avoid evolutionarily unproductive events in somatic tissues. A

prototypic example for confining transposition events to the germline is provided by the P

element transposon in D. melanogaster. Expression of the active P element transposase

protein is restricted to the germline by tissue-specific, selective splicing of the transposase

messenger RNA [129]. For the I factor, a Drosophila non-LTR LINE retrotransposon,

expression of the ORF1 protein, which is essential for transposition, is limited to germline

cells, where transposition occurs at high frequencies [130]. Expression of  the intracisternal

A-particle (IAP) LTR-retrotransposon was also shown to be restricted to the male germline in

mice [131]. Similar, expression of RNA and proteins associated with the human L1 non-LTR

retrotransposon preferentially occurs in germ cells [132-134]. Although the germline appears

to be an attractive environment in which the products of transposition can be passed on to

future generations, this strategy can be counteracted by protective mechanisms evolved by

the host. For example, Tc1/mariner elements in the nematode C. elegans are active in the

soma but silenced in the germline [135, 136] by RNA interference [137], which most likely

protects the genome from heritable, transposition generated defects.

One definitive consequence of a completed transposition event is that a copy of the

transposable element has been inserted into a new location somewhere in the host genome.

This inherent quality of mobile DNAs to insert themselves into the host DNA constitutes a

potential threat to the overall integrity of the host genome (by mechanisms discussed later in

section 1.5.2). Therefore, it is of existential interest of the element to minimize damage to the

integrity of the host genome. This is because an insertion event that in the worst case kills

the host organism will consequently not be beneficial for the transposable element either,

since its fate is intimately linked to the host. Therefore, transposons and their hosts have

coevolved, and developed strategies that reduce the negative effects on the host but ensure

proliferation of the element. On the molecular level, mobility of DNA-based transposable

elements can be regulated by imposing constraints on transposition. One important form of

transpositional control is represented by regulatory “checkpoints”, at which certain molecular

requirements have to be fulfilled for the transpositional reaction to proceed. These
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requirements can operate at any of the four different stages of transposition discussed in

section 1.3.1, and can be brought about by both element-encoded and host-encoded factors

(Fig. 8). Taken together, there is a great variety of mechanisms which put a limit on

transpositional activity. The outcome of this regulation is that transposable elements move at

very low frequencies in natural populations.

1.4.1 Transcriptional control of transposition

Expression of factors required for the transposition process is a limiting step in the

transposition reaction, and therefore constitutes a major checkpoint in the transposition

process (Fig. 8). Transposase expression from endogenous promoters requires host-

encoded factors such as RNA polymerases and accessory proteins, and hence represents

an important interface between the transposable element and the host organism. In general,

endogenous promoters appear to drive transposase expression rather inefficiently, which is

exemplified by the bacterial insertion sequences IS911, IS21, IS30 and the maize Spm and

Ac transposons [138-142]. Endogenous promoters are located in the IRs, which in addition

contain the transposase binding-sites. This permits regulation of promoter activity by the

transposase or its truncated derivatives, because transposase binding at the IRs my partially

block access of transcription factors to the promoter. This has been shown for example for

the bacterial insertion sequence IS911 [140] and for the eukaryotic P element transposon

[143]. For the P element, the transposase was shown to prevent assembly of the Pol II

complex in vitro [143].

DNA methylation is an effective means of transcriptional gene regulation, and it was

suggested to serve as a host-defense mechanism to restrict transposable element mobility

[144]. Indeed, transcription of the transposase gene can be negatively affected by DNA

methylation of the promoter region. For example, IS10 and Tn5 elements contain DNA

methylation sites close to or overlapping the endogenous promoters; methylation of these

sites leads to inefficient transcription [145, 146]. Similar findings were also obtained for

eukaryotic transposable elements: transcription of the maize Ac transposon is abolished
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when Ac DNA is methylated [147], the promoter of the LINE-1 (L1) retrotransposon is

repressed when methylated [148-150], and the mouse endogenous retrovirus IAP gets

transcriptionally activated in cells deficient in DNA methyltransferase [151]. Hypomethylation

of DNA in Arabidopsis leads to activation of both DNA transposons and retrotransposons

[152, 153]. In addition to transcriptional silencing, methylation of  cytosine residues leads to

deamination and thus results in rapid sequence divergence.

The activity of promoter sequences located within transposable elements are

frequently found to be regulated by host-encoded proteins, which most likely allows to

impose spatial and temporal regulation of recombinase expression. For example, for the L1

retrotransposon, a relatively large set of host-encoded proteins has been identified to bind to

the 5´-untranslated region (UTR), which contains an internal promoter [154]. A particularly

significant group of proteins are the high-mobility group (HMG)-box transcription factors. Two

members of the HMG-box family of transcription factors have been found to interact with the

5´-UTR of L1: SOX11, which is a positive regulator of L1 transcription upon overexpression

[155] and SOX2, which represses L1 protein expression [156]. Furthermore, the Ying Yang-1

(YY-1) transcription factor was reported to bind to the 5´-UTR and contribute to

transcriptional regulation of L1 [157, 158], whereas the runt-domain transcription factor

RUNX3 was shown to decrease L1 transcription [159].

1.4.2 Control of synaptic complex assembly during transposition

The mobility of transposable elements is restricted by the requirement to form nucleoprotein

complexes, which are a prerequisite for the execution of the chemical steps needed for a

successful transposition event. Such structures, also called synaptic complexes or

transpososomes, contain the DNA of the transposable element, the element-encoded

recombinase(s), in some cases the target DNA and in many cases host-encoded protein

factors that aid the formation and the stability of these complexes. Formation of such higher-

order nucleoprotein complexes, which contain all DNA sites and protein components needed

for the transposition reaction, protects cells from aberrant transposition events. Therefore,
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synaptic complex formation is an important checkpoint in transposition (Fig. 8). For example,

transposition of the bacterial transposon Tn5 and that of P elements and mariner elements in

Drosophila can be regulated by repressor proteins, which are truncated or point mutant

versions of the transposase polypeptide [160]. Such defective transposases can compete

with wild-type transposase for binding sites located in the transposon ends. There are

examples emerging where host-encoded proteins contribute to this process, making

transposition a joint work of two partners. For example, Mu, a temperate phage discovered in

E. coli, carries a linear, double-stranded genome, which can transpose into the bacterial

genome. The structural organization of Mu is rather complex: each transposon end carries

multiple MuA transposase binding sites, which show unequal orientation and spacing. At an

early step of M u transposition in vitro, when the left and the right transposon ends are

brought together, the bacterial HU protein, a sequence-independent DNA-binding and

bending protein, is required in addition to the MuA transposase [161, 162]. HU binds to the

left Mu end [163], where it is thought to play an architectural role, which promotes synaptic

complex assembly. In addition to the MuA transposase binding sites, the Mu transposon

carries a transpositional enhancer sequence, which contains an integration host factor (IHF)-

binding site. Like HU, IHF is a host-encoded, DNA-binding and bending protein [164], which

stimulates transposition in vitro by acting on the enhancer sequence through the introduction

of a sharp bend [165] that plays an important role in synaptic complex assembly. IHF was

also found to modulate Tn10 transposition both in vitro [166] and in vivo [167] by binding

adjacent to the outside end of Tn10. The IHF-bent end of Tn10 then wraps around the

transposase to form an activated synaptic complex [168].

The concept of transpositional regulation through formation of nucleoprotein

complexes can also be found in vertebrate systems. For example, the V(D)J recombination

system requires host-encoded factors for synaptic complex assembly and successful

excision. During V(D)J recombination, immunoglobulin and T-cell receptor genes are

assembled from pre-existing gene segments, which are separated by so-called

recombination signal sequences (RSSs) (also discussed later in section 1.5.2.1.1). Each

RSS consists of conserved heptamer and nonamer regions, which are separated by a
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relatively non-conserved spacer region of 12 or 23 bp (12-RSS and 23-RSS). Binding and

cleavage by the RAG1/2 recombinase is more efficient at the 12-RSS than at the 23-RSS,

but both binding and cleavage of the 23-RSS can be enhanced by the HMGB1/2 proteins

[169]. RAG1 physically interacts with HMGB1/2 [170], which facilitates binding of RAG1 to

the 23-RSS by bridging the distance in the 23-RSS between the heptamer and the nonamer

region through a sharp bent in the DNA [169]. HMGB1 has also been found to enhance

integration of avian sarcoma virus (ASV) [171]. Another member of the HMG protein family,

HMGI(Y) has been found to be associated with the viral preintegration complex of HIV-1 and

murine leukemia virus (MLV), a large nucleoprotein complex competent for integration [172,

173]. Binding of HMGI(Y) to the viral cDNA aids to compact the viral DNA to form an

integration-competent complex [173].

From the Tc1/mariner transposon superfamily, the best chracterized system in terms

of synaptic complex assembly is the Mos1 mariner element originally discovered in

Drosophila mauritiana [174]. The Mos1 transposase binds differentially to the imperfect IRs

of the element [175] with a higher affinity to the right end, where cleavage preferentially

occurs. The Mos1 transposase first cleaves the nontransferred strand (the 5’-end of the

transposon) within a single-end complex before the two ends are juxtaposed to form a

paired-end complex (PEC), in which cleavage of the transferred strand (the 3’-end of the

transposon) occurs [176]. Transposase mutants that result in a reduced transposase-

transposase interaction mobilize the element with reduced activity, suggesting that

transposase-transposase interactions are required to form a catalytically active PEC [175].

Whereas crystallographic studies of the Mos1 transposase suggest that the PEC contains

the two DNA ends together with a transposase dimer [75, 177, 178], biochemical studies

proposed that the two ends are brought together by a transposase tetramer [179, 180].

1.4.3 Regulation of transposition by chromatin

Formation of a catalytically active synaptic complex requires expression of the recombinase

specific for the element and a DNA topology, which makes the element accessible for the
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protein machinery required for catalysis. The eukaryotic genome is typically organized into

either of two types of chromatin: euchromatin, a relatively relaxed chromatin structure, in

which the DNA is packed less tightly and heterochromatin, a more inaccessible and highly

condensed fraction of the genome. Heterochromatic regions carry characteristic features,

which distinguish them from euchromatic DNA, such as dense cytosine-methylation (5-Me-

C), hypo-acetylation of lysine residues in the N-terminal tails of histone H3 and H4 and

methylation of specific lysine residues such as lysine 9 in histone H3. In contrast to

euchromatin, which is largely composed of unique (protein coding) sequences, the DNA

sequence of heterochromatin is usually repetitive and gene poor [181]. One class of

repetitive sequences found in heterochromatic regions of different genomes are transposable

elements, and therefore it is believed that the accumulation of transposable DNA sequences

in heterochromatic regions provides a “safe” place, where the deleterious potential of these

elements can be kept on leash [182]. Indeed, there is a strong correlation between chromatin

structure and the activity of transposable elements. For example, insertion of reporter genes

in or in close proximity to heterochromatin results in silencing of gene expression [183-186],

suggesting that heterochromatin represses transcription of genes located within or nearby.

Thus, recruiting transposable DNAs into heterochromatic regions may provide efficient

silencing of transcription of element-encoded proteins, and thus provides genome stability. In

addition to its repressive function on transcription, heterochromatin also exerts a repressive

influence on recombination [187, 188]; hence, containing repeated sequences in

heterochromatic regions may prevent irregular recombination and genome instability.

1.4.4 Regulation by cell-cycle and DNA repair processes

The gap phases G1 and G2 provide important checkpoints in the cell-cycle of proliferating

cells, at which the presence of damaged DNA is detected, and sufficient time is allocated for

repair prior to the onset of DNA replication and mitosis. DSBs represent the most hazardous

type of DNA damage that, if left unrepaired, can lead to genomic instability. DSBs can be

introduced by exogenous agents such as ionizing-radiation or chemicals, but also by
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endogenous cellular processes such as DNA transposition or V(D)J recombination (Fig. 8).

Different pathways have evolved that allow the efficient repair of DSBs. In NHEJ, the broken

ends of DNA are rejoined without a requirement for a homologous template. In contrast, for

homology-dependent repair (HDR), extensive homology is required between the region with

the DSB and a template (usually a sister chromatid or a homologous chromosome). The two

pathways act at different stages of the cell-cycle; NHEJ acting primarily during G1/early S

[189] and HDR being active in late S/G2 [190].

V(D)J recombination is strictly dependent on the NHEJ pathway for the repair of

RAG-mediated DSBs [191], because only these repair products yield new, potentially

contiguous reading frames of immunoglobulin and T cell receptor genes. To confine V(D)J

recombination to the G1-phase of the cell-cycle, the RAG2 protein, that constitutes the

recombinase (transposase) together with RAG1, accumulates during G1, declines before the

cell enters S-phase, and remains low throughout the rest of the cell-cycle [192].

Phosphorylation of RAG2 by the cyclin A-cdk2 complex shortens the half-life of the protein at

the G1/S boundary, whereas overexpression of p27Kip1, a negative regulator of cyclin A-cdk2,

results in elevated levels of RAG2, G1-arrest and increased recombination [193]. Hence,

cell-cycle regulated protein stability of RAG-2 confines V(D)J recombination to G1.

Many viruses have developed strategies to modulate the host cell-cycle machinery

and cellular self-destruction mechanisms to maximize the chance for successful infection and

the production of virus progeny. For example, the vpr accessory gene of HIV-1 blocks

cellular proliferation at the G2 phase in various eukaryotic cells including T cells [194, 195],

experimental cell lines such as HeLa or 293 cells [195, 196] or even yeast [197], suggesting

that the molecular mechanisms leading to vpr-induced G2 arrest are highly conserved. In

addition to changes in the state of phosphorylation and subcellular compartmentalization of

key cell-cycle regulatory proteins, vpr-induced herniations in the nuclear envelope and

defects in the nuclear lamina have been proposed to contribute to the cell-cycle arrest [198].

Vpr might also delay or prevent apoptosis of infected cells, thereby maximizing viral

expression, and increasing the amount of virus each infected cell produces [199].
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1.4.5 Avoiding insertional damage to host cell genes by site-specific transposition

Unlike viruses, transposons do not possess envelope genes, and hence lack an extracellular

phase in their life-cycle. This makes their fate closely linked to the fate of the host cell, and

may result in integration patterns less mutagenic to the cell. The higher the gene density of a

genome, the higher the chance for transposable elements to insert into coding sequences,

resulting in potentially fatal consequences to the cell. Significant fractions of genomes with a

small proportion of coding regions and extensive intergenic regions can be composed of

transposon-derived sequences (e.g., 45% of the human genome), in contrast to organisms

having a small genome with high gene densitiy, such as yeast. Thus, another form of

transposon regulation that evolved, especially in small genomes, is site-selective insertion of

transposons into “safe” places in the genome (Fig. 8). Ty  LTR-retrotransposons in

Saccharomyces cerevisiae are structurally and functionally related to retroviruses. Integration

of Ty1, Ty3 and Ty5 retrotransposons is tethered to certain sites in the genome by host

proteins. The Ty1 element shows a strong insertion preference for genes transcribed by Pol

III. 90% of Ty1 insertions can be found about 1 kb upstream of tRNA genes [200]. A second

preferred integration area of Ty1 is found upstream of the 5S RNA genes that are also

transcribed by Pol III [201]. Targeting of this site by Ty1 elements may thus depend on the

same factors as targeting of the tRNA genes. Indeed, components of the Pol III transcription

machinery were found to be required for targeting of Ty1 [202]; however, other factors such

as chromatin components, physical properties of DNA or subnuclear localization of the target

may as well specify integration sites.

Ty3 integrates one or two base pairs upstream of Pol III transcription start sites.

TFIIIB and TFIIIC are important factors for assembly of Pol III complexes at transcription start

sites of Pol III-transcribed genes, and are also involved in the recruitment of Ty3 [110].

Though TFIIIB is sufficient to target Ty3, TFIIIC orientates binding of TFIIIB to the TATA box

[203], and weakly interacts with Ty3 IN [204]. The Ty5 element interacts with the host protein

Sir4p [205], which targets insertions to heterochromatic regions of the genome such as

telomers and silent mating locus [111]. Interaction of Ty5 IN with Sir4p is mediated by its
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targeting domain, a 6-amino-acid motif at the C-terminus of Ty5 IN. Mutations within this

domain abolish interaction between IN and Sir4p, and result in random integration of Ty5

retrotransposons. Concordantly, random integration of Ty5 is observed in cells deficient in

Sir4p [205].

Targeting of a specific genomic site may be specified by primary DNA sequence

recognized by specific DNA-binding domains. In addition, physical properties of the DNA

such as kinks due to protein binding, triplex DNA or altered/abnormal DNA structures due to

base composition may cause preferential binding of proteins or protein complexes at certain

sites. For the bacterial transposon Tn7, both sequence- and structure-specific binding apply.

The Tn7 transposon encodes five different proteins: TnsABCD and E. Depending on proteins

involved in the transposition process, either a particular DNA structure found during

conjugation or a specific site in the bacterial genome is targeted [206]. During bacterial

conjugation, TnsE seems to recognize DNA structures with recessed 3’-ends during lagging

strand DNA synthesis, and directs integration of the transposon to this site. TnsD binds to a

specific DNA sequence called attTn7 in the 3’-end of the bacterial glutamine synthetase

(glmS) gene in the bacterial genome, followed by insertion of the transposon several base

pairs downstream of glmS. Binding of TnsD creates DNA distortion probably responsible for

recruitment of TnsC, which in turn interacts with TnsAB promoting insertion of Tn7 at attTn7.

Importantly, Tn7 inserts into the human homologue of glmS in Escherichia coli and test tube

reactions [207], but Tn7 transpositional activity in human cells has not been reported.

Another, particularly interesting feature of the bacterial Tn7 element that it does not insert

into DNA that already contains a copy of Tn7, a phenomenon called target immunity. Target

immunity helps to avoid multiple copies of the element in the same DNA molecule, which

might result in deleterious recombination between the two elements [206].

The eukaryotic microorganism Dictyostelium discoideum has a highly compact

genome of 34 Mb with 76% coding regions and a surprisingly high transposon load of 10%.

Transposons in D. discoideum have developed two strategies to avoid genotoxic insertion

into coding sequences. One of these strategies is nested integrations of transposons forming
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clusters. For example, the DIRS LTR-retrotransposon family shows no initial target site

selectivity, but  can be found in few clusters, made up of several copies of themselves [208],

located in centromeric and telomeric regions of chromosomes. The other strategy is targeted

integration into “safe” regions of the genome free from protein-coding sequences. This

strategy is primarily used by non-LTR retrotransposons that insert up- and downstream of

tRNA genes [209]. The non-LTR retrotransposons collectively called TRE (tRNA gene-

targeting retrotransposable elements) can be divided into two groups: TRE5 elements

preferentially integrate about 50 bp upstream of tRNA genes, whereas TRE3 elements

favour integration 100-150 bp downstream to tRNA genes. An in vivo assay using a reporter

gene tagged with a tRNA coding region showed targeted integration of TRE5 in the same

manner as in a genomic context, indicating that targeted insertion of TRE5 is dependent on

interactions with Pol III transcription factors [210]. Indeed, the ORF1 protein encoded by the

TRE5 element was recently shown to interact with TFIIIB, suggesting a role of this interaction

in targeting integration into tRNA genes [211]. Altogether, these observations suggest a

general model wherein interactions between transposase/IN and DNA-bound proteins

mediate insertional target choice. In sum, the existence of transposable elements with

natural targeting abilities raises promise that recombinase/transposase/IN proteins with

target-selective insertion properties can be engineered.

1.5 DNA elements in natural hosts

1.5.1 The evolutionary life-cycle of DNA transposons

Phylogenetic relationships between very closely related Tc1/mariner elements are often

inconsistent with those of their hosts [49, 212]. For instance, the closest relatives of a

mariner subfamily in humans can be found in insects, worms and in a hydra species [213,

214]. It has been suggested that “horizontal transfer” accounts for the spreading of elements

across distantly related phyla (Fig. 10) [84, 215]. Because TEs are not infectious, it is not

exactly known how they can invade new genomes. Potential vectors of horizontal

transmission include viruses, external and intracellular parasites [216-218]. Once a
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Horizontal transfer of
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Germline invasion

Point mutations
Functional diversification

Vertical inactivation
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Species B

Species C

Further horizontal
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Figure 10. Evolutionary life-cycle of Tc1/mariner elements
in natural hosts. The main events of the life-cycle are
depicted (for details see text). The cycle was proposed to
describe the evolution of mariner elements (Hartl et al., 1997),
but is probably also valid for other DNA elements. Horizontal
transfer of active transposons into new species can occur
before or after functional diversification. Modified after Hartl et
al., 1997 and Lampe et al., 2001.

transposon is transferred to a new host, it

has to colonize its germline to persist in a

population or, ultimately, in the entire

species. At this initial phase, transposons

can explosively amplify themselves (Fig. 10)

[219]. However, transposons are not

selected for function, and thus mutations

may accumulate in them in a time-

proportional manner (neutral evolution),

resulting in partially or completely inactive

transposon copies. This process is termed

vertical inactivation (Fig. 10) [220]. In parallel, mutated transposase copies might become

dominant negative regulators of transposition. Thus, with time, the rate of propagation slows

down and finally, due to random genetic drift, transposons start to be extinct from their host

genomes. The phenomenon is known as “stochastic loss” (Fig. 10) [31]. Therefore, in order

to survive, transposons have to be horizontally transferred to new germlines and start their

life cycle over again (Fig. 10). DNA transposons are believed to be transferred horizontally

more often than retroelements, possibly because the endurance of DNA intermediates of

transposition within cells offers a better chance for hitchhiking transfer vectors [221]. Indeed,

in some retrotransposition reactions the RNA intermediate is directly reverse transcribed into

the integration site [222], thereby offering little chance to be horizontally transferred.

Due to the above mechanisms, Tc1/mariner transposons are extraordinarily

widespread in nature, but the vast majority of these elements are defective in all eukaryotic

genomes. The active invertebrate Tc1/mariners were isolated from Caenorhabditis elegans

(Tc1, [25] and Tc3 [223]), from the Drosophila genus (Mos1, [224] and Minos [81]) and from

the earwig Forficula auricularia (Famar1, [225]). The active Himar1 element is a majority rule

consensus of cloned genomic copies obtained from the horn fly Haematobia irritans [78].

However, extensive search for active vertebrate transposons has so far failed to yield an

active vertebrate Tc1/mariner-like transposon.
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1.5.2 Impact of transposons on host genomes: Mutations, genome size and the

evolution of novel gene functions

When first colonizing new genomes, TEs are only parasitic sequences, however, over

evolutionary times they can become integral components of genomes. Their effects can

result directly from transpositional activity and TE-induced mutations, or because TEs

represent a rich enzymatic and regulatory diversity that can result in the co-option of their

sequences and enzymatic activities by the host [226].

A general feature of TEs is that they can replicate independently of the cellular

replication cycle, and new copies can emerge at new locations in the genome. Thus, mobile

elements can cause insertional mutagenesis if they land within a gene [227], but they can

also lead to altered gene expression and genetic recombination. For example, insertions

close to or within genes may lead to misexpression due to transcriptional up- or

downregulation, insertions into introns may result in altered splicing patterns, whereas

insertions into exons may give rise to loss-of-function mutations. For example, bacterial IS

elements were identified as DNA insertions in the E. coli gal operon which cause highly polar

mutations. In maize, the Mutator system can increase the mutation frequency by 50-fold over

background. In Drosophila , it is estimated that 50-70% of all mutations are due to

transposition, and the DNA transposon Tc1 is the main cause of mutation in the nematode

Caenorhabditis elegans. In addition to direct insertion into exon sequences of a gene, TEs

can effect gene expression and regulation by integrating into non-transcribed or non-

translated regions of genes [228-230]. For example, insertion between the core promoter and

adjacent enhancer regions would increase the distance between these regions, and thus

negatively affect promoter activity. In addition to insertional mutagenesis, cut-and-paste TEs

can alter gene function by excising. It is because after the DNA break the host repair can

rarely reproduce the sequence, as it existed before the integration. The excision can result in

addition of new sequences or deletion of host sequences [231]. Another damaging aspect of

TEs is that repeated, dispersed copies of homologous sequences can promote secondary

rearrangements due to increased irregular recombination events that can lead to genome
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instability [232], which can result in deletions, duplications and inversions. This potential of

dispersed transposon copies to promote homologous recombination can be even more

damaging to the genome than a de novo insertion.

TEs can also induce large-scale changes in the whole genome size. There is greater

than 80,000-fold difference in size of the smallest and the largest eukaryotic genomes,

however, the genome size is not correlated with organism complexity, which gives rise to the

C-value paradox. In many plant and animal species and also in humans, abundant TEs

account for the C-value paradox [11, 233]. A striking example of TE-induced genome

restructuring is the programmed somatic excision of interstitial DNA segments in ciliates.

These cells contain a macro- and a micronucleus. The genome of the transcriptionally active

macronucleus consists of segments of the micronucleus, which is rearranged during

development. The process involves extensive DNA excision and rejoining. TEs are major

components of the eliminated DNA, and it has been proposed that invasion of these TEs

contributed to the evolution of the nuclear excision process [234].

About 1 in 600 mutations in humans is estimated to arise from retrotransposon-

mediated insertion. The major causative agent of endogenous genomic insertions is L1 [227].

An average human being has 80-100 retrotransposition-competent L1s, which belong to a

particular subfamily of these elements in the human genome. Results also suggest that a

relatively small number of very active L1s comprise the bulk of L1 activity [227]. A current

estimate for transpositional frequencies in humans is that about 1 in 8 individuals harbor a

new L1 insertion [14]. New, disease-causing insertions of L1 in humans were in fact the first

retrotransposition events detected in mammals. These insertions occurred in the blood

clotting protein Factor VIII, dystrophin, APC and β-globin genes.

Alu elements continue to amplify at a rate of about one insertion every 200 new

births. New insertion events can lead to genetic disorders including hemophilia,

neurofibromatosis, cholineserase deficiency, breast cancer and leukemia [232]. Alu element

insertion is estimated to contribute to about 0.1% of human genetic diseases. The large

number of Alu elements within the human genome also provides ample opportunity for
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homologous recombination events between disperesed Alu repeats. These events can result

in deletion or duplication of exons in a gene, and other chromosomal abnormalities. This

mode of mutagenesis is estimated to account for 0.3% of human genetic diseases, including

Fabry disease, Duchenne’s muscular dystrophy, ADA deficiency and a variety of cancers.

One of the properties that distinguish TEs from other mutagens is that they are

regulated both by themselves and by the host. Self-restraint of transposons has probably

evolved to decrease the extent of damage to the host. However, the costs and benefits of TE

movement can change during evolutionary times. Indeed, increased rates of transposition

can even be selected when the host population is under stress [235]. If the tight regulation of

TEs breaks down due to stress, their activity can potentially produce host variants with

enhanced fitness. There are many examples of this phenomenon in plant evolution [236].

1.5.2.1 Transposons as a creative force

Transposable elements cannot only do harm, but also represent a creative force. In

Drosophila, telomere maintenance is not brought about by telomerase, but by repeated

transposition of two non-LTR retrotransposons, HeT-A and TART, into chromosome ends.

The acquisition of new transposon insertions can donate regulatory elements to genes, or

even lead to the evolution of new genes. L1 elements can carry non-transposon sequences

into new places, a process that can contribute to “exon shuffling” and thus to gene evolution

[14]. This is because L1 transcription can read through the native transcription termination

site of the element into flanking genomic sequences. It is estimated that about 0.5-1% of the

human genome may have been generated by L1-mediated transduction of 3’-flanking

sequences [237]. The L1 retrotransposition machinery can also mediate reverse transcription

and genomic insertion of host gene mRNAs, resulting in processed preusogenes. Some of

these insertions can give rise to functional processed genes.
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1.5.2.1.1 “Domesticated”, transposase-derived cellular genes

Our perception of the selfish nature of TEs has considerably evolved during the past two

decades as a result of increasing numbers of studies that described the capacity of these

elements as an important force in the evolution of gene regulation and in the creation of

genetic novelty. Indeed, the literature describes several examples of TEs that donated

promoters or enhancer sequences to host genes, as well as their contribution to provide

alternative splice sites, polyadenylation sites and cis-regulatory sequences (reviewed in [16,

17]).

Another consequence of the intimate relationship between transposon and host

genome is the creation of chimeric genes, which can in some cases give rise to a functional

protein. In Drosophila, one particular insertion of P element has been shown to produce a

chimeric gene encoding the DNA-binding domain of the P element and a functional domain

of the target host gene [18]. Several genetic processes that lead to the formation of chimeric

genes have been higlighed in plants. As an example, the alternative transposition of the

maize Ac/Ds element from the hAT superfamily that involves the 5’- and 3’-ends of different

elements has been shown to provoke the fusion of the coding sequence of two genes

generating a functional chimeric gene and subsequently a new phenotype [19]. In rice, 3000

chimeric elements called Pack-MULEs that had captured >1000 gene fragments from

different chromosomal loci have been detected [20]. However, the origins and the roles of

these chimeric proteins remain enigmatic. Similarly, such transposon-induced rearragements

of large-scale duplication and shuffling of coding sequences have been reported for other

Mutator elements, Helitrons and CACTA transposons (reviewed in [21]).

The great contribution of TEs on the evolution of a protein coding region was fully

appreciated recently with large-scale in silico studies performed on the vast amount of

sequences available from model organisms, including human [22, 23]. Indeed, it has been

reported that TEs or TE fragments have contributed to at least 4% of human protein-coding

genes [24, 25]. The majority of TEs were found to be distinct exons recruited into coding

regions by splicing. Thus, it appears that in many instances, TEs and host genome have
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Ancestral transposase

DBD   catalytic domain

⇒ Domestication of an entire transposase

⇒ Chimeric proteins: fusion entire transposase / unrelated domain

RAG1 → V(D)J recombination

FHY3/FAR1 → Transcriptional activation

CENP-B → Centromeric chromatin assembly

⇒ Chimeric proteins: fusion DBD of a transposase / unrelated domain

SETMAR → DNA repair

CSB-PGBD3 → host antitransposon defense, gene regulation

THAP7 → Transcriptional repressor via modification of chromatin structure

HIM-17 → Meiotic recombination, chromosome segregation

E93 → Regulator of steroid-triggered programmed cell death

Figure 11. Structural diversity of domesticated proteins. Classical transposase
proteins contain a DNA-binding domain (DBD) (hatched green rectangle) and a
catalytic domain (green rectangle). Domestication events of a transposase can give
rise to diverse structural proteins: domestication of an entire transposase gene,
chimeric genes formed by an entire transposase domain and an additional functional
domain, and chimeric genes formed by the DBD of a transposase and an additional
functional domain. For each of these three cases, some domesticated proteins and
their respective functional role(s) are provided as examples.

evolved a mutually beneficial relationship that balance TE survival and the evolutionary

interest of the host.

The most striking beneficial contribution of TEs is illustrated by an evolutionary

process referred to as “molecular domestication”, by which a TE-derived coding sequence

gives rise to a functional host gene. Thus, domesticated genes represent stable functional

components of the genome. Such transposon-derived genes were first identified as

domesticated P elements in Drosophila [26] and further extended to plant and animal

genomes, including human [27-29]. Preliminary sequence analysis of the human genome

identified 47 TE-derived genes with a likely origin in up to 38 different transposon copies [2].

For instance, domesticated genes are known to have derived from almost all superfamilies of

DNA transposons with the exception of CACTA and Merlin superfamilies.

Several criteria have been proposed to determine strong cases of DNA transposon-

derived genes [30]. In contrast to the repetitive nature of TEs, domesticated genes exist as

single copies in the genome, and orthologs are detectable in distanly related species.

Structurally, these genes are devoid of the molecular hallmarks of transposition such as

flanking IRs and TSDs. The

pro te in  products  o f

domesticated genes are

phylogenetically linked to

transposon-encoded

proteins. They assume

important biological roles in

vivo but, in general, they

have lost their capacity to

mediate transposition.

The increasing number of newly discovered domesticated genes clearly highlights

their structural diversity. Some of these genes have emerged from the entire coding

sequence of the transposase or exist as chimeric genes, in which the entire coding sequence
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Figure 12. Functional homology between classical cut-and-paste
transposition and V(D)J recombination. (A) Scheme of the classical cut-
and-paste transposition process. An autonomous transposon consists of a
coding region for the transposase (Tnp, pink rectangle), flanked on both
ends by terminal inverted repeats (TIRs) (blue arrows). The TIRs are
flanked by target site duplications (TSDs), characteristic to each
transposon family. The transposase protein (red sphere) specifically binds
to its recognition sequences at each end of the transposon. The
transposase excises the transposon by cleaving the DNA at the ends of
the TIRs following formation of a synaptic complex. The cellular DNA repair
machinery seals the excision site, and generates a transposon footprint of
different length characteristic to each transposon family. The transposase
recognizes a target site, and integrates the transposon into the target DNA,
upon which the target site gets duplicated. (B) Schematic representation of
a VJ recombination reaction. The brown and grey bars indicate V and J
coding segments, respectively. Each J segment is associated with an
RSS23 (black triangles) and each V segment with an RRS12 (open
triangles). Recombination initially requires specific binding of the
RAG1/RAG2 recombinase to a 12/23 RSS pair. RAG1/RAG2 form a
synaptic complex, in which the two DNA strands immediately adjacent to
each RSS are cleaved and processed by a nick-hairpin mechanism. The
double-stranded breaks in the coding DNA are repaired to give rise to
coding joints. Signal ends are joined together to generate signal joints
which are lost from the cell.

of the transposase has been fused to a preexisting functional domain (Fig. 11). Furthermore,

the structural diversity is reinforced by the fact that many domesticated genes have retained

only the DNA-binding domain of the ancestral transposon-encoded protein (Fig. 11).

V(D)J recombination, a site-specific recombination reaction in the immune system of

jawed vertebrates is incontestably the most spectacular example that TEs can derive

complex and crucial functions in the host. In this process, that occurs during lymphocyte

development, preexisting V (variable), D (diversity), and J (joining) gene segments are

rearranged to generate a large repertoire of T-cell surface receptor (TCR) and

immunoglobulin molecules necessary for the recognition of diverse pathogens. The

recombination event involves the

cis-acting RSS sequences that

flank each receptor gene segment

and the RAG1 and RAG2

recombinase proteins (Fig. 12).

Site-specificity of the recombination

reaction is defined by the binding of

RAG1 to the RSS. Typically, V(D)J

recombination is subdivided into

two stages, a cleavage phase and

a joining phase (reviewed in [31]).

The complex formed by the RAG1

and RAG2 proteins introduces

DSBs in the DNA between the

heptamer of the RSS and the

neighboring coding DNA via a nick-

hairpin mechanism. The reaction

results in the formation of two

hairpins at the coding end and two
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blunt signal ends by a transesterification mechanism. After opening of the hairpins, repair

factors of the NHEJ pathway join the two coding DNA segments together to generate the

mature receptor gene (coding joints), as well as the signal ends (signal joints) which are lost

from the cell.

Mechanistically, the V(D)J recombination reaction shares significant similarities with

the excision step of the cut-and-paste transposition process by which the transposon is

excised from the donor-site DNA via double-strand breaks (Fig. 12) [32]. Moreover, V(D)J

recombination produces a hairpin intermediate formed at the ends of the broken donor DNA

similar to that described in Hermes transposition [33]. In vitro, purified RAG proteins have the

capacity to transpose a piece of DNA flanked by two RSSs into a target DNA [32, 34]. In

addition, RAG transposition events can occur at low frequencies in yeast and mammalian

cells [35-37]. RAG-mediated transposition predominantly produces 5-bp TSDs upon insertion

(reviewed in [38]).

The link between DNA transposons and V(D)J recombination has also been

emphasized with the analysis of the structural features of the V(D)J recombination

components [38]. The C-terminal domain of RAG1 including the DDE catalytic triad, the

structure of the RSSs as well as the characteristic TSDs strongly support that RAG1 and the

RSSs originate from a formerly active Transib transposon. Recently, a novel transposon

called N-RAG-TP identified from the sea slug Aplysia california was found to encode a

protein similar to the N-terminal part of RAG1 in vertebrates, which further supports the

emergence of the V(D)J recombination machinery from transposons [39].

1.6 Transposons as genetic tools

Genome sequences of many model organisms of developmental or agricultural importance

are becoming available. The tremendous amount of sequence data is fuelling the next

phases of challenging research: annotating all genes with functional information, and

devising new ways for the experimental manipulation of vertebrate genomes. TEs are known

to be efficient carriers of foreign DNA into cells. Importantly, the transposase gene can be
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Laboratory arrangement - the
two components of the

transposon are separated
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two components of the
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transposon
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Figure 13. Transposon-basaed gene transfer system. (A)
Structure of the transposon. The central transposase gene (purple
box) is flanked by terminal inverted repeats (IR, black arrows) that
contain binding sites for the transposase (white arrows). The
transposase consists of an N-terminal DNA-binding domain, a
nuclear localization signal (NLS) and a catalytic domain
characterized by the DDE signature. (B) Gene transfer vector
system. The transposase coding region can be replaced by a gene
of interest (yellow box) within the transposable element. This
transposon can be mobilized if a transposase source is provided in
cells; for example, the transposase can be expressed from a
separate plasmid vector containing a suitable promoter (black
arrow).

physically separated from the IRs, and

replaced by other DNA sequences (Fig.

13). These transposase-deficient

elements can be mobilized if the

transposase is provided in trans; thus, it

is possible to stably integrate a desired

DNA molecule into the genome using

transposable elements as transgene

vectors in a controlled manner [238,

239]. This represents the basis of

utilizing transposable elements as

transgene vectors; essentially any DNA

of interest can be cloned between the

IRs, and mobilized by supplying the transposase function in cells (Fig. 13).

P  element and Tc1 transposon-based vectors have been extremely valuable in

exploring gene function in the invertebrate model organisms Drosophila melanogaster and

Caenorhabditis elegans, respectively [240, 241]. However, efficiently manipulating vertebrate

genomes with TEs was until recently not feasible. This is because, unfortunately, vertebrate

model organisms seem to lack active, endogenous DNA transposons like P and Tc1; the

only exception so far is the Tol2 element in the medaka fish (Orysias latipes) [242]. To

address this problem, a variety of invertebrate TEs, including Tc1/mariners, were adopted for

gene transfer in vertebrates. However, invertebrate transposons tend to have moderate

activity in vertebrates [243], most likely due to restricting activities, or to the lack of specific

cofactors (e.g. [244]). Molecular reconstruction of Sleeping Beauty (see later in section 3.1.1)

represents a milestone in transposon-based technologies that expanded our abilities in

genome manipulations, including insertional mutagenesis, transgenesis and gene therapy, in

vertebrate organisms.
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1.6.1 Insertional mutagenesis

Alongside with computational approaches and gene expression studies, mutational analysis

is the most straightforward way of identifying gene function. One approach of creating

mutants is to target and disrupt a gene of interest by homologous recombination; also

referred to as reverse genetics. However, in spite of our growing acquaintance with protein

domains, protein-protein interactions and molecular structures, our knowledge is yet

inadequate to reliably predict the biological process that will be affected by knocking out a

particular gene.

Another approach of obtaining mutant phenotypes is to introduce loss-of-function

mutations into genomes of model organisms in a random and genome-wide fashion, termed

forward genetics. Mutagenesis efforts have been carried out mainly based on X-ray

irradiation and chemicals. However, it turned out that X-ray irradiation can cause a variety of

chromosomal rearrangements affecting several genes simultaneously, which makes the

identification of functions of individual genes difficult. Ethylnitrosourea (ENU) is a potent

chemical mutagen that primarily introduces point mutations into DNA [245]. Two large-scale

mutagenesis screens have been performed in zebrafish (Danio rerio) using  ENU [246, 247],

and it is routinely used in functional genetic analyses of the mouse genome [248]. The major

advantages of ENU are easy use and highly efficient mutagenic rates in high-throughput

screens. Nonetheless, a common disadvantage of these mutagenesis approaches is the time

consuming and labor intensive molecular identification of the affected genes by positional

cloning. While in some cases mutant phenotypes implicate certain signal transductional or

developmental processes or genes, such a candidate gene approach can only be used in a

fraction of the mutants. There are >20.000 genes in mammals [11], which necessitates the

development of methods for rapid identification and functional annotation of genes.

An alternative approach of introducing mutations into the genome is insertional

mutagenesis. Discrete pieces of foreign DNA can be harnessed to disrupt host gene function

by creating random insertions in the genome. As opposed to chemical mutagenesis, inserting

DNA fragments into genes simultaneously provide a molecular tag, which can be used to
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rapidly identify the mutated allele. Viral and non-viral technologies have been devised to

facilitate the penetration of transgenes through biological membranes. Non-viral methods,

including naked DNA injection, electroporation, liposomes, “gene-guns” can be useful to

introduce DNA into the cells, but chromosomal integration of the introduced DNA is still very

inefficient. Moreover, a common drawback of the integration created by these techniques is

the concatamerization of the foreign DNA at the insertion locus. Such events can facilitate

chromosomal rearrangements [249], aberrant splicing, heterochromatin formation, gene

silencing [250], and can interfere with cloning. The above problems can be circumvented by

using retroviruses. The overt advantage of using viruses as vehicles for delivering DNA into

cells is their capability to penetrate membranes and to catalyze the integration of single

copies of the proviral DNA into chromosomes. However, retroviruses have pronounced

preferences for their sites of integration [251], thereby limiting the spectrum of mutations.

Moreover, retroviral vectors have limited packaging size and, due to their long terminal

repeats, they can induce gene silencing [250] and ectopic reporter gene expression.

Additionally, the observations coming from mutagenesis screens in zebrafish suggest that

virus-based techniques are labor-intensive, and achieving high-throughput requires a large

facility for screening [252]. Therefore, as an alternative approach to viruses, techniques of

transposon-based whole-genome manipulation launched a new wave of research in

functional genomics.

Cut-and-paste DNA elements have been routinely used for studying bacterial, fungal

and plant genes in forward genetic screens. Similarly to retrovirus-based methods

transposons can be utilized for insertional mutagenesis, followed by the easy identification of

the mutant gene. However, DNA transposons have several advantages compared to the

above approaches. For example, unlike proviral insertions, transposons can be remobilized

in trans. Thus, instead of performing time-consuming microinjections, it is possible to

generate de novo transposon insertions by simply crossing stocks transgenic for the two

component of the transposon system (transposon and transposase). This scenario is

especially useful when transposition events are directed to the germline of the experimental

animal in order to mutagenise germ cells. Also, transposase expression can be directed to
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Figure 14. Transposon-based gene trapping vectors. On top, a
hypothetical transcription unit is depicted with an upstream regulatory
element (purple box), a promoter (red arrow), three exons (blue boxes)
and a polyadenylation signal (pA). Major classes of transposon-based
trapping constructs and spliced transcripts are shown below.
Transposon inverted repeats are indicated by black arrows, different
promoters are depicted as green arrows, SD and SA represent splice
donor and slice acceptor sites, respectively.

particular tissues or developmental stages by a variety of specific promoters. Furthermore,

remobilization of a mutagenic transposon out of its insertion site can be used to isolate

revertants and, if transposon excision is associated with a deletion of flanking DNA, it can be

used to generate deletion mutants. Since transposon are composed of DNA and can be

maintained in plasmids, they are much safer and easier to work with than highly infectious

retroviruses. Furthermore, timing of transposase activity is feasible by supplying the

transposase in the form of DNA, mRNA or protein in the desired experimental phase.

When transposons are used in insertional mutagenesis screens, transposon vectors

often comprise three major classes of constructs to identify the mutated genes rapidly (Fig.

14). These contain a reporter gene, which should be expressed depending on the genetic

context of the integration. These vectors are only expressed if they land in-frame in an exon

or close downstream to a promoter of an expressed gene. In polyA traps, the marker gene

lacks a polyA signal, but contains a splice donor (SD) site. Thus, when integrating into an

intron, a fusion transcript can be synthesized comprising the marker and the downstream

exons of the trapped gene. Gene traps (or exon traps) lack promoters, but are equipped with

a splice acceptor (SA) preceding the marker gene. Reporter activation occurs if the vector is

integrated into an expressed gene, and splicing between the reporter and an upstream exon

takes place. The gene trap and polyA trap cassettes can be combined. In that case, the

marker of the polyA trap part is amended with a promoter so that the vector can also trap

downstream exons, and both

upstream and downstream fusion

transcripts of the trapped gene can

be obtained [253]. The above

constructs also offer the possibility to

visualize spatial and temporal

expression patterns of the mutated

genes by using LacZ or fluorescent

proteins as markers.
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Figure 15. In vivo germline mutagenesis of the
mouse with transposable elements. Breeding of
“jumpstarter” and “mutator” stocks induces
transposition in the germline of double-transgenic
“seed” males. The transposition events that take place
in germ cells are segregated in the offspring. Animals
with transposition events need to be bred to
homozygosity in order to visualize the phenotypic
effects of recessive mutations. Mutant genes can easily
be cloned by different PCR methods making use of the
inserted transposon as a unique sequence tag.

The Minos transposase has been shown to mobilize nonautonomous Minos elements

in mice by transposase expression in the oocytes using ZP3 [254] and in the lymphocytes

using CD2 promoters [255]. PiggyBac has also been used in coinjection experiments in mice

[256]. The activity of Tol2 element has already been demonstrated in mouse embryonic stem

(ES) cells [257] and in vivo in the mouse liver [258]. SB transposition is efficient in cells of

different vertebrate classes in tissue culture [259, 260] and in somatic as well as germline

tissues of fish [261-263], frogs [264, 265], mice [243, 266-270] and rats [271, 272] in vivo.

Therefore, SB is a valuable tool for functional genomics in several model organisms [239,

273, 274]. In the mouse system, the classical way to set up mutagenesis screens is to

generate double transgenic mouse lines were generated bearing chromosomally present

transposons and an either ubiquitously [267-269,

275] or male germline-specifically [243]

expressed transposase gene (Fig. 15).

Segregating the transposition events by mating

the founder males to wild-type females (Fig. 15)

revealed that up to 80% of the progeny can carry

transposon insertions [275], and a single sperm

of a founder can contain, on average, two

insertion events [267]. Additionally, subsequent

studies elegantly showed that the germline of

such a founder can harbor approximately 10,000

different mutations [268].

All the vectors used in vertebrate insertional mutagenesis to date are versions of

gene trapping insertional mutagenic constructs (Fig. 14), equipped with elevated

mutagenicity and other useful properties. The mutagenicity of gene trap vectors is higher

than that of simple insertional vectors, and they enable easy identification of the mutagenized

gene by RT-PCR of composite transcripts made up by sequences of the insertional vector

and the endogenous gene. Indeed, transposition of gene trap transposons identified mouse

genes with ubiquitous and tissue-specific expression patterns, and mutant/lethal phenotypes
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were easily obtained by generating homozygous animals [268, 269]. Similarly to the

GAL4/UAS system in Drosophila, a conditional, tetracycline-regulated system has been

shown to be applicable to TE-mediated insertional mutagenesis in mice [276].

As an alternative to the loss-of-function approaches, targeted over- and/or

misexpression has been shown to be efficient in somatic tissues of mice using SB. Viral

enhancer-promoter elements incorporated into SB vectors (Fig. 14) were shown to be useful

to induce cancer in experimental animals [277, 278]. These screens can also capitalize on

TEs with an intronic preference of insertion, such as members of the Tc1 family. In order to

devise customized screens for cancer development, a current approach is pointing towards

establishing mouse lines conditionally expressing the transposase [279]. One approach is to

express the transposase from tissue-specific promoters. The second is to generate a Cre

recombinase-inducible transposase allele, and take advantage of the many existing Cre

strains to induce mutagenesis in specific tissues in mice [279].

1.6.2 Transgenesis

The other major field of applications of transposon-based technologies is somatic and

germline transgenesis. Transposon-based technologies can be exploited for gene transfer in

cultured cells (Fig. 16). Once integrated, transposase-deficient nonautonomous transposons

are stable in the absence of the transposase. Transposons can be harnessed to integrate

plasmid-based siRNA expression cassettes into chromosomes to obtain stable knockdown

cell lines by RNA interference (see also later in section 3.2.2) [280, 281]. Also, TEs hold

potentials for generating transgenic model organisms, or animals of agricultural and

biotechnological importance.

Classical methods to express foreign genes in vertebrates rely on

microinjection of nucleic acids into oocytes or fertilized eggs. Two main drawbacks of these

approaches are the low rates of genomic integration, and that the injected DNA generally

integrates as a concatemer. Both drawbacks can be circumvented utilizing transposition-

mediated gene delivery, as it can increase the efficiency of chromosomal integration and
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Figure 16. Transposition in tissue culture. The transposon
containing a selectable antibiotic resistance gene (neo) is
transfected either with or without a transposase-expressing helper
plasmid. Transfected cells are placed under antibiotic selection. The
dramatic increase in the number of resistant cell colonies in the
presence of transposase is the result of transposition of the element
from the plasmid vector into chromosomes.

facilitates single-copy insertion events.

Single units of expression cassettes are

presumably less prone to transgene

silencing than the concatemeric

insertions created by classical methods.

Retroviral vectors are also useful tools

for the same purpose, but their

integration pattern is potentially more

mutagenic, due to their preference for

the 5’-end of transcription units

(reviewed in [282]). In case of

transgenesis, a single-copy insertion away from endogenous genes is clearly desired. The

insertional spectrum of Tc1/mariner elements satisfies this need the best, as these elements

integrate randomly at the genome level, and do not show pronounced bias for integration into

genes. Another particular problem concerning transgenesis is that founders that develop

from the injected oocytes or eggs are predominantly mosaic for the transgene, because

integration generally occurs relatively late during embryonic development. Therefore, in order

to potentiate successful transmission of the transgene through the germline to the next

generation, it is necessary to shift the window of integration events as early as possible. This

can be facilitated by co-injection of engineered transposons with transposase mRNA. This

method has been employed to generate transgenic zebrafish with Tc3 [283], Mos1 [284],

Tol2 [285] and SB [286] transgenic Xenopus with SB [264] and Tol2 [287] and transgenic

mice with SB  [288-290]. The far end on the scale of transposition-based somatic gene

transfer is human gene therapy. Indeed, a large body of work has already been done in mice

investigating possibilities of transposon-based human gene therapy.
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1.6.3 Transposons as vectors for gene therapy

Considerable effort has been devoted to the development of gene delivery strategies for the

treatment of inherited and acquired disorders in humans. For effective gene therapy it is

necessary to: 1) achieve delivery of therapeutic genes at high efficiency specifically to

relevant cells, 2) express the gene for a prolonged period of time, 3) ensure that the

introduction of the therapeutic gene is not deleterious. There are several methods and

vectors in use for gene delivery for the purpose of human gene therapy [291]. These

methods can be broadly classified as viral and non-viral technologies, and all have

advantages and limitations, none of them providing a perfect solution.

Adapting viruses for gene transfer is a popular approach, but genetic design of the

vector is restricted due to the constraints of the virus in terms of size, structure and regulation

of expression. In addition, safety, immunogenicity and production issues hamper clinical

progress [292, 293]. For example, onco-retroviral and lentiviral vectors are efficient at

integrating foreign DNA into the chromosomes of transduced cells, and have enormous

potential for life-long gene expression [294]. However, there are several other considerations

including safety [295]; preferential integration of retroviral and lentiviral vectors into

expressed genes [296] poses the risk of inadvertent oncogene activation and congruent

development of cancer. In addition, the requirement of cell replication for integration limits the

use of retroviral vectors to dividing cell types. Adenovirus vectors have been shown to be

capable of in vivo gene delivery of transgenes to a wide variety of both dividing and non-

dividing cells, as well as mediating high level transgene expression. However, adenoviruses

lack the ability to integrate the transferred gene into chromosomal DNA, and their presence

in dividing cells is short-lived. Whereas early generation adenoviral vectors still contained

residual viral backbone genes that contributed to inflammatory immune responses, toxicity

and short-term expression, the latest generation adenoviral vectors (so-called gutless of

helper-dependent adenoviral vectors) do not contain any residual viral genes and hence

have a significantly improved safety and expression profile compared to early generation

adenoviral vectors [297, 298]. Nevertheless, even these latest generation adenoviral vectors
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still activate the innate immune system, particularly in larger animals and in patients [299] by

virtue of their interaction with antigen-presenting cells [300]. Although long-term transgene

expression has been achieved in mouse models using gutless adenoviral vectors,

expression is typically transient in larger animal models. Hence, repeated vector

administration would be required to boost expression levels, but the induction of a humoral

(and possibly also cellular) [301] immune response against the capsid proteins precludes

vector readministration. Adeno Associated Virus (AAV) vectors have several potential

advantages to be explored, including the ability to transduce both dividing and non-dividing

cells and the potential for stable transgene expression, even in large preclinical animal

models, including non-human primates. Limitations of AAV include low maximal insert size,

preferential integration into genes, and the induction of chromosomal rearrangements at the

site of insertion [302]. Moreover, AAV administration in patients has been associated with the

induction of a possible cellular immune response directed against the processed AAV capsid

antigens [303], leading to transient and acute hepatotoxicity and precluding long-term

transgene expression [304, 305].

Problems associated with virus vectors have led to an emphasis on development of

non-viral methods [306-309]. DNA condensing agents, liposomes, microinjection,

electroporation and “gene guns” might be easier and safer to use than viruses. Advantages

of non-viral systems include their reduced immunogenicity, no strict limitation of the size of

therapeutic expression cassette and improved safety/toxicity profiles. In addition, non-viral

vectors are easier and less expensive to manufacture; for example, plasmid-based vectors

can be produced in bacteria such as E. coli. However, non-viral approaches have been

suffering from inefficient delivery, lack of chromosomal integration and resulting transient

transgene expression. Recent advances indicate that efficient, long-term gene expression

can be achieved by non-viral vectors based on transposable elements.

TEs represent nonviral vector systems that possess the capacity to stably integrate

into the genome, and thus provide long-lasting expression of transgene constructs in cells.

SB is the most thouroughly studied vertebrate transposon to date, and it has been shown to
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Figure 17. Current preclinical gene therapy experiments
using Sleeping Beauty

provide long-term transgene expression in

preclinical animal models (see [310] for a

recent review). Since, unlike viruses,

transposons are not infectious, they have to

be actively delivered into the cell. Various

methods for non-viral DNA delivery

including hydrodynamic in ject ion,

electroporation, microinjection and complexing of the transposon components with

polyethylene-imine (PEI), have been tested in conjunction with transposable element vectors

(reviewed in [310]). Alternatively, transposon vectors can be delivered into cells by coupling

the integration machinery of the transposable element to the cell infection machinery of a

virus. Transposon-virus hybrid vectors delivering the components of the SB transposon

system into cells by infection of adenovirus [311] or herpes simplex virus [312] have been

developed.

The past couple of years have seen a steady growth in interest in applying the SB

system for the treatment of a number of conditions including haemophilia A and B [266, 313,

314], junctional epidermolysis bullosa [315], tyrosinemia I [316], glioblastoma [317],

Huntington disease [318] and type 1 diabetes (Fig. 17) [319]. In addition, important steps

have been made towards SB-mediated gene transfer in the lung for potential therapy of α-1-

antitrypsin deficiency, cystic fibrosis and a variety of cardiovascular diseases (Fig. 17) [320,

321]. Thus, the establishment of non-viral, integrating vectors generated considerable

interest in developing efficient and safe vectors for human gene therapy [322-324].

1.6.3.1 The genotoxic risk of integrating gene therapy vector systems

About 23 % of gene therapy clinical trials have used retroviral and lentiviral vectors based on

the murine leukemia virus (MLV), the avian sarcoma-leukosis virus (ASLV) or the human

immunodeficiency virus (HIV) (http://www.wiley.co.uk/genmed/clinical/). However, with any

vector that integrates into chromosomes in a nearly random manner comes the potential risk
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Figure 19. Possible mutagenic consequences of transgene integration
in or close to a transcription unit. (a) The figure depicts a hypothetical
transcription unit with a promoter (red arrow) and three exons. Normal gene
expression results in physiological levels of the correctly spliced protein. (b)
A gene of interest (GOI) carried by an integrating vector inserts into an exon,
thereby resulting in a truncated gene product. The black arrows flanking the
GOI represent retroviral long terminal repeats or transposable element
terminal inverted repeats. (c) Transgene insertion occurs in an intron. An
enhancer linked to the GOI upregulates transcription of the endogenous
gene, resulting in overexpression and/or ectopic expression. (d) Transgene
insertion occurs upstream of the targeted gene. An enhancer linked to the
GOI upregulates transcription of the endogenous gene, resulting in
overexpression and/or ectopic expression.
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Figure 18. Genomic insertion preferences of integrating
vector systems.

of insertional activation or inactivation of

cellular genes [325]. MLV has been

shown to have a strong tendency to insert

into transcription start sites of genes [326],

whereas HIV exhibits a bias towards

insertions into transcription units but

without bias to transcription start sites

(Fig. 18) [327]. ASLV shows the weakest

preference for insertion into active genes in this group, but still at a frequency higher than

that of random integration (Fig. 18) [328].

Integration of the vector into a gene or its regulatory elements can knock out the

gene, alter its spatio/temporal expression pattern or lead to truncation of the gene product

(Fig. 19). Such genotoxic effects can have devastating consequences for the cell and the

whole organism, including the development of cancer [325]. Such unfortunate events were

observed in clinical trials using an MLV-based vector for gene therapy of X-linked severe

combined immunodeficiency (SCID-X1). 9 out of 11 patients could be cured upon ex vivo

transfer of a gene construct encoding the γ chain of the common cytokine receptor (γc) into

autologous CD34+ bone marrow cells [329]. However, several years after the gene therapy

treatment, two patients developed T-cell leukaemia. In both patients, development of the

leukaemia was due to insertion of

the transgene close to the

promoter region of the LIM

domain only 2 (L M O 2) gene

[330], and deregulated cell

proliferation driven by retrovirus

enhancer activity on the LMO2

promoter. Since then, the number

of severe adverse events in this
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particular clinical trial has grown to four [331], and yet a new case has been reported in a

separate SCID-X1 trial [332]. These incidents very drastically underscored the peril of

insertional mutagenesis upon transgene integration. Taken together, potential genotoxic

effects elicited by integrating viral vector systems give rise to serious risk for patients

undergoing gene therapy. Targeted integration of the therapeutic gene to a “safe” site in the

human genome would prevent possible hazards to the host cell and organism due to the

problems mentioned above.
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2. AIMS

2.1 Relics from the past: molecular biology of resurrected transposons and

transposase-derived cellular genes in vertebrates

In this aim we set out to investigate the molecular biology of DNA transposons in vertebrate

genomes. For this purpose we aimed at molecular reconstruction of active elements, mainly

from the Tc1/mariner superfamily. The main question that we addressed was, first and

foremost, can we reactivate „dead“ elements at all? Can we collect sufficient sequence as

well as phylogenetic information of these transposons that would be required for their

functional reactivation? Second, once we had these elements, we aimed at using them as

experimental systems to address fundemental questions related to their mechanism of

transposition, regulation by both element- as well as host cell-encoded factors and

mechanisms and their interaction with their cellular environment. Finally, by using the

reconstructed transposons as molecular references for transpositional activities, we set out

to probe the functional properties of domesticated, transposase-derived cellular genes.

2.2 DNA transposons as a gene delivery platform for genetic manupilations in

vertebrates

In this aim we set out to establish the resurrected transposons as molecular tools for

genomic manipulations of vertebrate genomes. We specifically aimed at developing

hyperactive transposase mutants as well as transposon-based vector system of enhanced

utility for gene transfer in vertebrate cells. We further aimed at validating transposon vectors

for delivering shRNA cassettes into cells for stable knockdown of gene expression. Finally,

we aimed at improving the safety profile of transposon-based gene vectors by employing

chromatin insulators to shield transcriptional activities of transgene cassette and by

investigating technologies for target-selected transposon insertion for the purpose of human

gene therapy.
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Figure 20. Molecular reconstruction of the Sleeping Beauty transposase gene. The
strategy of first constructing an open reading frame for a salmonid transposase and then
systematically introducing amino acid replacements into this gene is illustrated. Amino acid
residues are typed black when different from the consensus, and their positions within the
transposase polypeptide are indicated with arrows. Translational termination codons
appear as asterisks, frame shift mutations are shown as #.

3 RESULTS and DISCUSSION

3.1 Relics from the past: molecular biology of resurrected transposons and

transposase-derived cellular genes in vertebrates

3.1.1 Molecular reconstruction of Sleeping Beauty, a Tc1-like transposon in fish, and

its transposition in human cells (Papers I and II)

As discussed above, despite their wide distribution, all Tc1/mariner transposons isolated to

date from vertebrates are transpositionally inactive. To address this problem, an ancestral

Tc1-like element was reactivated from fish genomes. The molecular resurrection procedure

involved the systematic removal of inactivating mutations by mutagenesis of an inactive

transposase sequence (Fig. 20). The active element is a majority rule consensus sequence

of several dead genomic copies of transposons from different fish species. Therefore, the

engineered element, which was called Sleeping Beauty (SB), represents an archetypical

sequence that was presumably active 10-15 million years ago [85].

The Sleeping Beauty transposase is a typical transposase encoded by Tc1/mariner

transposons: an N-terminal, paired-like (PAI + RED) DNA-binding domain consisting of two

HTH motifs is followed by a classical catalytic domain containing the DDE signature (Fig.

21). Partially overlapping with the RED subdomain in the transposase is a nuclear

local izat ion signal

(NLS in Fig. 21),

f l a n k e d  b y

phosphorylation target

sites of casein kinase II

[49]. Phosphorylation

of these sites is a

potential checkpoint in

the regulat ion of

transposition. The NLS
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NLS

DNA-binding Catalysis

D D E

Figure 21. Schematic representation of Sleeping Beauty, a
Tc1/mariner transposon. The terminal inverted repeats (IR/DR,
black arrows) contain one or two binding sites for the transposase
(white arrows). The element contains a single gene encoding the
transposase (purple box). The N-terminal part of the transposase
contains a DNA binding domain, followed by a nuclear localization
signal (NLS). The C-terminal part of the protein is responsible for
catalysis, including the DNA cleavage and rejoining reactions. The
DDE amino acid triad is a characteristic signature of the Tc1-like
transposases, mariners have DDD.

Figure 22. Identification of a nuclear localization
signal in the Sleeping Beauty transposase. (A)
Cytoplasmic localization of β-galactosidase. (B)
Nuclear localization of β-galactosidase fused to the
NLS of the SB transposase.

indicates that these transposons, unlike

murine retroviruses, can take advantage

of the receptor-mediated transport

machinery of host cells for nuclear

uptake of their transposases (Fig. 22). A

characteristic GRPR-like motif (GRRR)

between the two HTH motifs is similar to

an AT-hook [45], responsible for minor groove interactions in the Hin invertase of Salmonella

[56] and in the RAG1 recombinase of V(D)J recombination (Fig. 4) [62]. Within the catalytic

domains of Tc1-like transposases, a conserved glycine-rich subdomain can be found [85].

The function of this subdomain is unknown.

The transposase gene is flanked by 200-250 bp long IRs that carry a pair of

transposase-binding sites at the ends of each IR characterized by short, 15-20 bp DRs (Fig.

21). This special organization of inverted repeat is termed IR/DR [20, 80], and can be found

in numerous elements in the Tc1 transposon family, including the Minos, S, Paris and Bari

elements in various Drosophila species [20, 81, 82, 86], Quetzal elements in mosquitos [83],

at least three Tc1-like transposon subfamilies in fish [49] and Txr, Eagle, Froggy and Jumpy

transposons in Xenopus [84, 333], as discussed in section 1.2.2.1.1.2. The spacing of about

200 bp between the outer and inner binding sites is conserved in all elements within the

IR/DR group, but the actual DNA sequences are not similar, suggesting convergent evolution

of the IR/DR-type repeats. The IR/DR group significantly differs from Tc1 or the mariner

elements that are more simple and have repeats of less than 100 bp and a single

transposase binding site per repeat. All four binding sites within the IR/DR structure are

required for SB  transposition [259]. The four

binding sites are not identical, the outer ones are

longer by two base pairs. The inner DRs are more

strongly bound by the transposase than the outer

DRs [334, 335], and replacement of the outer DRs
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with inner DR sequences was found to abolish transposition [334]. This suggests that the

unequal strengths of transposase binding and the positions of the DRs within the inverted

repeats are required for ordered assembly of transposase-DNA complexes at the ends of the

transposon that has a fundamental effect on the outcome of the transposition reaction. The

IRs are not identical either; the left IR contains a sequence motif called the HDR, which

resembles the 3'-half of the transposase binding sites [45]. A construct containing two left IRs

transposes better than the wild-type transposon, but another version that has two right IRs

has very poor mobility, indicating that the left and right IRs are functionally distinct [45].

3.1.1.1 The molecular mechanism of Sleeping Beauty transposition

3.1.1.1.1 Transcriptional activities of the Sleeping Beauty transposon (Paper III)

Some of the 5’-untranslated regions (UTRs) upstream of the initiation codon of the

transposase gene contain promoter motifs [336], suggesting that they might have functions

associated with control of transposition activity. However, previous studies did not reveal an

internal promoter in the Tc1 element; instead they showed that the elements are transcribed

by read-through transcription from C. elegans genes [137]. The left IR is separated from the

transposase coding sequence by a 160-bp stretch of DNA (Fig. 23) with no apparent function

in the transposition reaction [337]. To assess the potential of the 5’-UTR (including the left IR

and about 160 bp DNA of unknown function) of SB to drive transcription, the transposase

gene was replaced by a luciferase reporter gene at the ATG start codon of the coding region,

and transcriptional activities were measured in transient transfection experiments in human

HeLa cells. Transcription driven by the 5’-UTR of SB  is about 18-fold higher than

transcription of a promoter-less sequence, about 4.6-fold higher than transcription driven by

a TATA-box minimal promoter, and about 2.5-fold higher than transcription driven by the 5’-

UTR of the closely related Frog Prince (FP) transposon (discussed later in section 3.1.5)

(Fig. 23). The 5’-UTR drives expression of the SB transposase at a level sufficient to detect

SB transposition in a colony-forming transposition assay in HeLa cells (Fig. 23). To test for

directionality in promoter activity, the orientation of the 5’-UTR of SB was reversed relative to
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Figure 23. The UTRs of the SB  transposon exhibit moderate,
directional promoter activities. Transcriptional activities residing within
the SB transposon. Promoter activities were determined by transient
luciferase assays in HeLa cells. Activity of a minimal promoter (TATA-box)
control was arbitrarily set to value 1. Transposon sequences flanking the
transposase gene were placed in front of a luciferase reporter gene in two
possible orientations (in the case of the 5’-UTR, the luciferase gene
precisely replaces the transposase coding region). Blue box: left IR/DR of
SB; green box: right IR/DR of SB; white box: left IR/DR of Frog Prince;
small triangles in the boxes: transposase binding sites; black lines
connecting the IR/DRs and the luciferase gene represent transposon
sequences directly upstream of the transposase coding regions. (right)
The 5’-UTR of SB can drive transposase expression at a level sufficient for
the detection of chromosomal transposition events in cultured cells. A neo-
tagged SB transposon plasmid (pT/Neo) was cotransfected together with
an SB expression construct in which the transposase is expressed from
the 5’-UTR of the transposon or with an empty cloning vector. The
difference in numbers of G418-resistant cell colonies is evidence for
transposition.

the luciferase gene, resulting in

significant reduction of luciferase

expression down to the activity of

the TATA-box minimal promoter

(Fig. 23).

In the natural arrangement

of SB transposon components, the

transposase coding region is

followed directly by the right IR

(Fig. 23). Thus, the 3’-UTR

practically consists of the right IR.

Since the IRs of the SB transposon

share a significant sequence

similarity, we included the right IR of SB in the promoter analysis. As shown in Fig. 23, the

right IR can drive expression towards the inside of the element, but at lower efficiency than

the 5’-UTR. In addition, similar to the 5’-UTR, the right IR appears to be unable to drive

expression towards the outside of the element (Fig. 23). Convergent transcription of SB

transposons raises the possibility for the formation of transposon-specific double-stranded

RNA molecules that may serve as triggers of transposon regulation by RNA interference: an

idea that remains to be tested by future investigations. The SB transposase physically

interacts with HMG2L1, an HMG-box DNA-binding domain-containing protein that shares

structural similarity with lymphocyte enhancer-binding factor 1 (LEF-1), sex-determining

region Y (SRY) and SRY-related HMG-box protein 4 (SOX4) transcription factors [338].

In vivo interaction of the SB transposase with hemagglutinin (HA)-tagged HMG2L1

(HMG2L1/HA) was investigated using co-immunoprecipitation with an anti-HA antibody,

blotting and hybridization with an antibody against the SB transposase. SB transposase was

precipitated in lysates coexpessing HMG2L1, but not in lysates expressing HA-tagged

SETMAR (a transposase-derived human protein [101]) used as a control (Fig. 24). Physical
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Figure 24. The human HMG2L1 protein physically interacts with
functional components of SB, and mediates transcription from the 5’-
UTR of the SB  transposon. (left) In vivo interaction between the S B
transposase and HMG2L1. Immunoblots of total extracts of HeLa cells
coexpressing SB  and HMG2L1/HA, or HA/SETMAR as control, were
hybridized with anti-SB, and anti-HA antibodies, following
immunoprecipitation (IP) with an anti-HA antibody. The Western blots on the
cell lysates show proper expression of the test proteins. (middle) HMG2L1
interacts with the 5’-UTR of the SB transposon. Protein-DNA interaction was
determined by in vivo chromatin immunoprecipitation. (right) Transcriptional
regulation of 5’-UTR sequences by HMG2L1 in transient transfections in
HeLa cells. Data show fold induction of transcription in the presence of
HMG2L1 as compared to values measured in the absence of exogenously
introduced HMG2L1.

interaction of the SB transposase with HMG2L1 suggests that this interaction may contribute

to the regulation of SB transposition.

HMG-box transcription factors specifically bind their target DNA through their HMG-

box domains, and regulate transcription of target genes (for review see [338]). Based on its

predicted role in transcriptional regulation and its potential to interact with the SB

transposase, we hypothesized that HMG2L1 may regulate transcription of the transposase

gene. To investigate potential physical interaction of HMG2L1 with transposon DNA, in vivo

chromatin immunoprecipitation (ChIP) was used following cotransfection of cells with plasmid

DNA containing the 5’-UTR of SB and a vector expressing HMG2L1-HA. After chemical

cross-linking, HMG2L1-bound DNA was precipitated using anti-HA antibody coupled to

agarose beads, and amplified using a diagnostic PCR. As shown in Fig. 24, PCR products

were only recovered in the presence of HMG2L1/HA and the 5’-UTR of SB, and were highly

enriched in antibody-treated samples. These results suggest an interaction between

HMG2L1 and SB transposon DNA in vivo.

Transcription from the 5’-UTR of SB is upregulated by the host-encoded factor

HMG2L1 [339]. As shown in Fig. 24, expression of HMG2L1 upregulated transcription from

the 5’-UTR of SB 10-15-fold, independent of the orientation of the 5’-UTR with regard to the

luciferase reporter gene. Induction of transcription by HMG2L1 is specific to SB transposon

DNA, since HMG2L1 failed to

induce transcription of the

promoterless and TATA-box

minimal promoter-containing

control constructs (Fig. 24).

Specificity for the SB 5’-UTR is

further evidenced by finding that

HMG2L1 also failed to induce

transcription from the right IR in

either orientation and the 5’-
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Figure 25. The SB transposase is a negative regulator of
HMG2L1-mediated promoter activity. (top) Promoter activity
of the SB 5’-UTR sequence in the presence of HMG2L1 and
SB transposase. Values obtained in the presence of empty
expression vectors only were arbitrarily set to value 1.
(bottom) A model for transcriptional regulation of the SB
transposase gene. In the wild-type, natural transposon, the
central transposase gene (orange box) is flanked by
untranslated regions (UTRs) that include the left and right
inverted repeats (IRs, blue and green arrows, respectively) that
contain binding sites for the transposase (white arrows). Arrow
indicates the direction of transcription that is initiated within the
5’-UTR. HMG2L1 upregulates, whereas SB transposase
downregulates transcription from the 5’-UTR.

UTR of the FP transposon. A 65-bp deletion immediately upstream of the luciferase coding

region completely abrogated induction of transcription by HMG2L1, whereas deletions of IR

sequences had no apparent effect on transcriptional activation (Fig. 24).

In summary, we identified HMG2L1 as a component for transcription of the

transposase gene, and the above data suggest that its interaction with the SB transposase

plays a role in this process. To determine the biological relevance of this interaction, the SB

transposase was coexpressed with HMG2L1, and transcriptional activities associated with

the 5’-UTR of SB were measured in transient luciferase reporter assays. Coexpression of the

SB  transposase with HMG2L1 not only abolished HMG2L1-mediated transcriptional

activation, but apparently had a repressing effect on transcription by the 5’-UTR (Fig. 25).

Furthermore, when the transposase was expressed in the absence of exogenously

introduced HMG2L1, a considerable reduction in promoter activity became evident (Fig. 25),

probably due to interactions of the SB transposase with endogenous HMG2L1 protein. To

test whether transcriptional repression by the transposase requires primary binding of the

transposase to its binding sites, transcriptional activities of a reporter construct lacking the

left IR (which contains the binding sites) but retaining the ~160-bp intervening sequence

between the left IR and the ATG codon of

the transposase coding region were tested.

Lack of the transposase binding sites did

not affect the ability of the transposase to

antagonize HMG2L1-induced transcription

(Fig. 25). We conclude that transposase

expression in the context of the naturally

occurring transposable element is subject to

negative feedback regulation, with the

transposase acting as a transcriptional

repressor. This model postulates a sensitive
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SB transposase (N123)

Complex 1
Complex 2

Figure 26. DNA-binding by the N-terminal DNA-
binding domain of the SB transposase. Mobility shift
analysis of the ability of the N-terminal DNA-binding
domain (N123) of the SB transposase to bind to the
transposon inverted repeats. Increasing amounts of
transposase generate two complexes (complex 1 and
complex 2) representing binding to one or two
transposase binding sites within the terminal inverted
repeats of the SB transposon.

balance in the regulation of transposase expression that is calibrated by transposase

concentrations in the cell: low concentrations allow more transposase to be made, whereas

high concentrations lead to shutting off transposase expression.

In addition to the control of transposase expression, interaction between the

transposase and HMG2L1 might possibly regulate transcription of yet unknown cellular target

genes, thereby affecting transposition. HMG2L1 has been shown to negatively regulate the

Wnt/beta-catenin signalling pathway [340]; thus, it may be that the SB transposase/HMG2L1

interaction modulates transcription of Wnt/beta-catenin target genes, which in turn affects

transposition. Future investigations will have to clarify if transposon regulation through such

mechanism exists.

3.1.1.1.2 Specific DNA-binding by the Sleeping Beauty transposase

The paired-like DNA-binding domain of the SB transposase binds both DRs within the

transposon IR/DR repeats (Fig. 26). Similar to the DNA-binding domain of the transposase,

the binding sites also have a bipartite structure in which the 3'-part of the binding site is

recognized by the PAI subdomain, whereas the 5'-sequences interact with the RED

subdomain of the transposase [45]. Specificity of DNA-binding is predominantly determined

by base-specific interactions mediated by the PAI subdomain [45]. The PAI subdomain also

binds to the HDR motif within the left inverted repeat of SB, and mediates protein-protein

interactions with other transposase subunits [45]. Thus, the PAI subdomain is proposed to

have at least three distinct functions: interaction

with both the DRs and the HDR motif, and

transposase oligomerization. In cooperation with

the main DNA-binding domain, the GRRR motif

was shown to function as an AT-hook,

contributing to specific substrate recognition

[45]. Although part of the NLS is included in the
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RED subdomain, it does not appear to contribute to DNA recognition. Domain swapping

experiments have shown that primary DNA-binding is not sufficient to determine specificity

of the transposition reaction [45]. Zebrafish Tdr1 elements are closely related to SB, but are

not mobilized by the SB  transposase. Comparison of the transposase binding site

sequences of SB and Tdr1 elements revealed main differences in the 5'-half of the DRs.

This sequence is contacted by the RED subdomain, indicating that the function of the RED

is to enforce specificity at a later step in transposition. Substrate recognition of SB

transposase is therefore sufficiently specific to prevent activation of transposons of closely

related subfamilies.

The spacing between the DRs is conserved in the IR/DR group, and decreasing the

distance between the DRs has a negative effect on transposition [259]. The transposase

does not bind the DRs with equal affinity, it preferentially binds the internal recognition

sequences [334, 335]. Perhaps due to the two-base-pair difference in length, the helical

phasing of the outer binding sites make transposase binding unfavored at these sites. The

significance of this unequal affinity in binding is discussed in the next section.

3.1.1.1.3 Synaptic complex assembly and the role of multiple binding sites for the

transposase

A uniform requirement among transposition reactions is the formation of a nucleoprotein

complex, before the catalytic steps can take place. This very early step, synaptic complex

assembly, is the process by which the two ends of the elements are paired and held

together by transposase subunits (Fig. 8). SB transposition is controlled at the level of

complex assembly [45]. The paired-like DNA-binding domain forms tetramers in complex

with transposase binding sites [45]. The necessary factors that are required for synaptic

complex assembly of SB include the complete IRs with four transposase binding sites, the

HDR motif and tetramerization-competent transposase. These tetrameric complexes form

only if all the four binding sites are present and they are in the in proper context. The HDR

motif is important but not essential in transposition, and therefore can be viewed as a
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Transposase

Figure 27. A proposed model for the role of
HMGB1 in Sleeping Beauty synaptic
complex formation. SB transposase (pink
spheres) recruits HMGB1 (dotted hexagons)
to the transposon inverted repeats. First,
HMGB1 stimulates specific binding of the
transposase to the inner binding sites (IDRs).
Once in contact with DNA, HMGB1 bends the
spacer regions between the DRs, thereby
assuring correct positioning of the outer sites
(ODRs) for binding by the transposase.
Cleavage (scissors) proceeds only if complex
formation is complete. The complex includes
the four binding sites (black boxes) and a
tetramer of the transposase.

transpositional enhancer that, together with the PAI subdomain of the transposase,

stabilizes complexes formed by a transposase tetramer bound at the IR/DR. In contrast to

Mu  transposase, where the two specificities of binding to the enhancer and to the

recombination sites are encoded in two distinct domains [341], the paired-like region of SB

transposase combines these two functions in a single protein domain.

3.1.1.1.4 The role of HMGB1 in Sleeping Beauty transposition: Ordered assembly of

synaptic complexes (Paper IV)

Differential interactions between the transposon and host-encoded factors may result in

limitation of host range. The high mobility group protein HMGB1 is required for efficient SB

transposition in mammalian cells [335]. HMGB1 is an abundant, non-histone, nuclear protein

associated with eukaryotic chromatin, and has the ability to bend DNA [342]. S B

transposition was significantly reduced in HMGB1-deficient mouse cells. This effect was

complemented by expressing HMGB1 and HMGB2, but not with the more distantly related

HMGA1 protein. Overexpression of HMGB1 in wild-type cells enhanced transposition,

indicating that HMGB1 is a limiting factor of transposition. HMGs have low affinity to

standard, B-form DNA, and interactor proteins need to guide them to certain sites [342]. SB

transposase was found to interact with HMGB1 in vivo,

and to form a ternary complex with the transposase and

transposon DNA, suggesting that the transposase may

actively recruit HMGB1 to transposon DNA via protein-

protein interactions. Considering the significant drop of

transposition activity in HMGB1-deficient cells, the role

of HMGB1 in transposition is a critical one.

HMGB1 was proposed to promote

communication between DNA motifs within the

transposon that are otherwise distant to each other,
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including the DRs, the transpositional enhancer and the two IRs (Fig. 27). However, as

mentioned above, physical proximity of the DRs is not sufficient for SB transposition; a

highly specific configuration of functional DNA elements within the inverted repeats has a

critical importance. As mentioned earlier, SB transposase preferentially binds the inner DRs

within the transposon IRs. It was also found that HMGB1 enhances transposase binding to

both DRs, but its effect is significantly more pronounced at the inner sites. It appears,

therefore, that the order of events that take place during the very early steps of transposition

is binding of transposase molecules first to the inner sites, and then to the outer sites. The

pronounced effect of HMGB1 on binding of the transposase to the inner sites suggests that

HMGB1 enforces ordered assembly of a catalytically active synaptic complex (Fig. 27).

Indeed, interference with this sequence of events by replacing the outer transposase binding

sites with the inner sites abolishes SB transposition [334]. This ordered assembly process

probably controls that cleavage at the outer sites occurs only if all the previous requirements

had been fulfilled. An assembly pathway similar to the one proposed for SB has been

described for bacteriophage λ [343].

In summary, the IR/DR-type organization of inverted repeats introduces a higher

level regulation into the transposition process. The repeated transposase binding sites, their

dissimilar affinity for the transposase, and the effect of HMGB1 to differentially enhance

transposase binding to the inner sites are all important for a geometrically and timely

orchestrated formation of synaptic complexes, which is a strict requirement for the

subsequent catalytic steps of transposition.

3.1.2 Sleeping Beauty transposase modulates cell-cycle progression through

interaction with Miz-1 (Paper V)

Transposons have evolved together with the genome as an indwelling component. However,

similar to viruses, transposons are, for pragmatic reasons, best viewed as molecular

parasites that propagate themselves using resources of the host cell. We investigated

differential gene expression in cells undergoing transposition, using microarray analysis. A
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Figure 28. Sleeping Beauty transposase downregulates cyclin D1
expression and induces a slowdown of cell-cycle progression. (left)
Differential expression of selected cell-cycle regulatory genes in human
HeLa cells in response to the presence of the SB transposase. Shown are
relative changes of transcript levels in transgenic cells stably expressing the
SB transposase compared to wild-type cells. (right top) Cyclin D1 protein
levels are reduced in SB transposase-expressing cells, as revealed by
Western hybridization. (right bottom) Induction of a G1 slowdown by SB
transposase in human HuH7 cells. Shown are FACScan profiles of SB
transposase-expressing and control cells.

HeLa-derived transgenic cell line

stably expressing the S B

transposase, as well as control

cells carrying only the integrated

empty expression vector, were

transfected with a GFP-tagged

transposon plasmid, which can

undergo t ranspos i t ion  in

transposase-expressing cells. In

order to distinguish changes in

cellular gene expression that are

specific for transposition events from those that arose due to the presence of the

transposase, we also included untransfected, transposase-expressing cells in the analysis.

Affymetrix HGU95A gene chips were used for hybridization, and Fig. 28 shows

average changes in transcript levels of selected cell-cycle genes in the presence of either the

transposase only or the transposase plus transpososon DNA, as compared to samples

without the transposase. Transcriptional changes of most cyclins and cyclin-dependent

kinase (cdk) inhibitors were within the range of the reference control gene GAPDH, and thus

were not considered significant. In contrast, a handful of known cell-cycle regulatory genes

did produce significant changes. Most significantly, in the presence of the transposase, there

was a 4- to 7-fold decrease in cyclin D1 mRNA levels (Fig. 28). Interestingly, changes in

cyclin D1 transcript levels did not seem to depend on the presence of transposon DNA, and

were apparently due to the mere presence of the transposase. This observation indicates

that the effect on cyclin D1 expression, and thus on the cell-cycle profile of transposase-

expressing cells, is not associated with a cellular response to transposition-induced DNA

damage. The effect of the SB transposase on cellular cyclin D1 levels was validated by

Western hybridization (Fig. 28).
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Figure 29. Expression of short hairpin RNA directed
against human Miz-1 ablates SB transposase-induced
G1 slowdown. (top) Percentages of cells, established in
experiments done in triplicate, in different cell-cycle stages
of exponentially growing, HuH7-derived, SB transposase-
expressing and control cells, which have either the shMiz-1
construct or the empty vector stably integrated. (bottom)
Cyclin D1 expression levels in SB transposase-expressing
and control cells in the absence and presence of shMiz-1.

D-type cyclins are required for progression through the G1 phase of the cell-cycle

[344]. Decreased cellular levels of cyclin D1 prevent cells from entering the S phase,

resulting in cell-cycle arrest in the G1 phase [345]. Thus, because cells expressing the SB

transposase have decreased levels of cyclin D1, they are expected to exhibit reduced growth

associated with an increase in G1 cell population. Flow cytometry was applied to analyze the

cell-cycle profiles of transposase-expressing and control cells. Cells expressing the

transposase showed a 7- to 11% increase in the G0/G1 phase cell population as compared

to control cells (Fig. 28). Accumulation of SB transposase-expressing cells in G0/G1 was

accompanied by a decrease in S-phase cells, whereas the G2/M-population appeared to be

largely unaffected (Fig. 28). These data suggest that the SB transposase can slow down the

cell-cycle specifically in the G1 phase, at least in part due to downregulation of the cyclin D1

gene.

The Miz-1 transcription factor [346] was identified as an interactor of the S B

transposase in a yeast two-hybrid screen [347]. Because Miz-1 was previously shown to act

as a transcriptional regulator of the cyclin D1 gene [346], we wondered whether the effect of

the SB transposase on cyclin D1 expression is mediated by Miz-1. We addressed this

hypothesis by knocking down Miz-1

expression using RNA interference using a

short hairpin RNA (shRNA). We investigated

the effect of stable Miz-1 knockdown on the

cell cycle profiles of SB transposase-

expressing and control cells. As shown in Fig.

29, knockdown of endogenous Miz-1

abrogates the SB transposase-induced G1

slowdown in SB transposase-expressing cells,

but does not influence the cell-cycle profiles of

control cells. The effect of Miz-1 knockdown

on cyclin D1 expression was also analyzed.

               dc_67_10



74

G1 S

Cyclin 
D1SB

Miz-1

10% serum 0.5% serum
1
3
5
7
9

11
13

Tr
an

sp
os

iti
on

 ef
fic

ie
nc

y

10% serum 0.5% serum

S

G2/M

G0/G1

S

G0/G1

G2/M

Figure 30. A temporary G1 arrest by serum-starvation enhances
Sleeping Beauty transposition in CHO-K1 cells. (left) The S B
transposase, through its interaction with Miz-1, downregulates cyclin D1
expression, which results in an inhibition of the G1/S transition of the cell-
cycle. (right) In vivo transposition assay in G1-arrested (serum-starved)
and exponentially growing CHO-K1 cells. Transposition efficiency
represents fold increase in numbers of antibiotic-resistant cell clones in the
presence versus in the absence of the transposase.

Whereas cyclin D1 expression is reduced in SB transposase-expressing cells in the absence

of Miz-1 shRNA, cyclin D1 levels return to normal when the shRNA directed against Miz-1 is

expressed in SB transposase-expressing cells (Fig. 29). We conclude that Miz-1 is required

for transposase-mediated G1 slowdown as well as for downregulation of cyclin D1

expression.

The above results show that, mediated by the cell-cycle regulatory factor Miz-1, SB

transposase downregulates the cyclin D1 promoter, resulting in slower cell growth. What can

be the biological relevance of this process? To investigate whether a transposase-induced

G1 slowdown has an impact on the efficiency of transposition, a quantitative transposition

assay was performed in CHO-K1 cells that readily respond to serum-starvation in a

reversible manner. Serum withdrawal resulted in an enrichment of a population of cells in the

G1 phase, as determined by FACS analysis (Fig. 30). As shown in Fig. 30, there was an

approximately 50% increase in transposition efficiency in serum-starved cells. We conclude

that an artificially induced block in the G1 phase of the cell-cycle enhances SB transposition,

suggesting that SB ’s natural ability to slow down the cell-cycle is beneficial for the

transposition process.

The likely biological significance of our finding is that by inducing a temporary G1

delay, the SB transposase potentiates the involvement of NHEJ to repair transposition-

inflicted DNA damage [348]. Indeed, a delay in the G1/S transition and S phase progression

by cell-cycle checkpoints is

thought to facilitate DNA repair to

avoid replication and subsequent

propagat ion of  potent ia l ly

hazardous mutations. In eukaryotic

cells, DSBs can be repaired by at

least two pathways, HDR and

NHEJ. The two pathways are

complementary, but act at different
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Figure 31. Model for the G1/S transition checkpoint and its
regulation by selected viruses and the SB transposon. Cyclin D1-
CDK4/6 and cyclin E-CDK2 kinases promote (arrows) the G1/S
transition by phosphorylation (black circles) of Rb, which leads to the
transcription of S-phase specific genes. The cyclin-CDK complexes are
negatively regulated (perpendicular lines) by inhibitory proteins (grey
circles). G1/S transition perturbations through interactions of various
components of the G1/S transition machinery with gene products of
selected viruses and the SB transposon are indicated.

stages of the cell-cycle: NHEJ is preferentially active in the G1 and early S phases [189],

whereas HDR is active in the late S and G2 phases [190]. Accordingly, there is increasing

evidence for a correlation between the particular pathway used for the repair of transposon-

induced DNA damage and the cell-cycle stage where recombination occurs. This is nicely

illustrated by gene rearrangements through V(D)J recombination, which is tightly linked to the

G1 phase of the cell-cycle and to NHEJ (as discussed in more detail in section 1.4.4) [191,

193]. It was recently shown that DSBs generated by SB transposition are preferentially

repaired by the NHEJ pathway [348, 349]. Furthermore, the SB transposase physically

interacts with the Ku DNA-binding subunit of DNA-PK, a key component of the NHEJ

machinery [348]. Based on our findings, we propose a model in which SB transposase

induces a cyclin D1-dependent G1 slowdown in proliferating cells through interaction with

Miz-1, thereby ensuring that transposon-induced DNA damage is repaired by NHEJ. In

nature, preferential use of NHEJ for the repair of transposon-induced DSBs might help avoid

homologous recombination events between dispersed copies of transposable elements in

the genome, thereby assisting the maintenance of genomic stability.

Other parasitic genetic elements have also developed versatile strategies to perturb

the cellular machinery to maximize their chance for survival and propagation (Fig. 31). For

example, infection by HIV-1 blocks

cellular proliferation at the G2 phase,

triggered by the HIV-1 gene product

Vpr [350]. Herpes simplex virus

[351], cytomegalovirus [352] and

Epstein-Barr virus [353] slow down

the G1/S transition phase to allow

ample opportunity for expression of

viral genes before the onset of

cellular genomic replication (Fig. 31).

For example, the Kaposi's sarcoma-
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Figure 32. Effect of CpG methylation on Sleeping
Beauty transposition. Transposon donor plasmids
carrying a gene trap cassette harboring an antibiotic
resistance gene were methylated at CpG sites in vitro,
followed by transfection together with a transposase-
expressing helper plasmid or a control plasmid into
HeLa cells. Antiobiotic resistant cell colonies were
counted and used to measure differences in
transpositional efficiencies.

associated herpesvirus K-bZIP protein physically associates with cyclin-CDK2, and

downregulates its kinase activity. The result of this association is a prolonged G1 phase

[354]. Intriguingly, mouse hepatitis virus replication was shown to induce a reduction in the

amounts of cyclin-cdk complexes, resulting in insufficient phosphorylation of Rb, and an

inhibition of the cell-cycle in the G1 phase (Fig. 31) [355]. Thus, overriding the normal cell-

cycle program seems to be a shared strategy of parasitic genetic elements.

3.1.3 Regulation of Sleeping Beauty transposition by DNA CpG methylation (Paper VI)

The activity of transposable elements can be regulated by different means. CpG methylation

is known to decrease or inhibit transpositional activity of diverse transposons (as discussed

in section 1.4.3). However, very surprisingly, Yusa et al. showed that CpG methylation of the

SB transposon produces elevated transpositional activity in mouse embryonic stem (ES)

cells [356]. Chromatin immunoprecipitation experiments revealed that the hyperactive

genomic donor sites have the characteristics of

a heterochromatic structure. The SB

transposase was found to colocalize with

heterochromatin protein 1 (HP1), a well-

established marker for heterochromatin,

suggesting the transposase preferentially

associates with heterochromatic DNA [357].

Based on these results, it was postulated that

heterochromatin formation at the transposon

donor site can upregulate SB  transposition

[356].

We addressed the question if transposition of other Tc1/mariner elements are also

enhanced by CpG methylation. The members of this superfamily can be divided into two

groups based on the size and structure of their IRs, as discussed in section 1.2.2.1.1.2 (Fig.

6). The first group – which contains Tc1, Himar1 and Hsmar1 and others – has IRs of short
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Figure 33. The enhancing effect of CpG methylation is specific for
IR/DR-group transposons of the Tc1/mariner superfamily.

length with only one transposase binding sites. The second group (the IR/DR group) –

comprising e. g. SB, FP and Minos – has longer IRs (approximately 250 bp) with two

transposase binding sites per IR. In order to investigate the unexpected response of SB

transposition to CpG methylation, related transposable elements from both groups, i. e. Tc1,

Himar1, HsMar1, FP, and Minos were tested for effects on transposition by CpG methylation

and compared to SB. A significant increase of >20-fold in transposition of SB, FP and Minos

was seen (Figs. 32 and 33), whereas transposons with simple repeats (Tc1, Himar1 and

HsMar1) showed no or nearly no difference in transposition between CpG-methylated or

untreated transposons (Fig. 33).

At which step(s) of cut-and-paste transposition does the effect of CpG methylation

manifest? The first molecular event that has to take place in order for transposition to

proceed is binding of the transposase to ist binding sites within the transposon inverted

repeats. Methylation of CpG sites can increase the DNA-binding affinities of several proteins;

thus, a possible explanation for the methylation effect is a model in which SB, FP, and Minos

transposases show increased binding to CpG-methylated DNA, whereas Tc1, Himar1 and

Hsmar1 do not. By using an in vivo one-hybrid DNA-binding assay in cultured human cells

we found that CpG methylation

had no appreciable effect on the

affinity of SB  transposase to ist

binding sites (not shown). Thus, a

difference in DNA-binding by the

transposase cannot explain the

drastic effect of CpG methylation

on transposition.

After transposase binding and synaptic complex formation, transposon excision is the

first catalytic step of the transposition process. The group of IR/DR transposable elements

showed increased excision after CpG methylation as compared to untreated transposon

donor plasmids (not shown). Excision of the FP transposon was increased at least 16-fold by
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Figure 34. A model for the enhancing effect of a compact
chromatin structure on Sleeping Beauty transposition.
Euchromatin contains DNA wrapped around nucleosomes in a
“beads-along-a-string”-like conformation (upper panel).
Transposase subunits bound within the transposon inverted repeats
(IRs) are separated by 166 bp DNA. Heterochromatin (lower panel),
characterized by DNA CpG methylation and specific histone tail
modifications, e.g. trimethylated lysine 9 of histone H3, features a
higher histone:DNA ratio. Positioning of a nucleosome between the
transposase binding sites (TBS) will shorten the distance between
these sites, and could facilitate the formation of transposase dimers
and subsequent assembly of the synaptic complex.

CpG methylation. In contrast, the group of simple repeat elements showed reduced excision

following CpG methylation.

CpG methylation of chromosomal DNA leads to formation of heterochromatin. To

investigate chromatin packaging of CpG-methylated versus untreated transfected plasmids,

a chromatin immunoprecipitation (ChIP) experiment was performed. Transfected plasmids

were precipitated with either anti-acetylated histone H3 (AcH3) antibodies – which are used

as marker for euchromatin –, or with antibodies against tri-methylated histone H3 lysine 9

(H3triMeK9) as hallmark for heterochromatin. We found that the fraction of plasmid in

condensed chromatin is threefold increased by CpG-methylation (not shown). Furthermore, a

quantification of the ChIP by transformation of the (still intact) plasmid-containing fractions

into highly competent E. coli revealed that the CpG-methylated donor plasmids were equally

precipitated by anti-AcH3 and anti-H4triMeK9 (53% vs. 47%), while the untreated donor

plasmids where precipitated by 85% by anti-AcH3 and only 15% were found in the anti-

H3triMeK9-fraction (not shown). We conclude that CpG methylation introduces a compact

chromatin structure into transposon donor plasmids that enhances excision. Tight packaging

of DNA and histones might bring DNA

sequences and sites into close

proximity. Since the CpG methylation

effect is limited to transposons with an

IR/DR structure, a compact chromatin

structure might especially bring the inner

and outer transposase binding sites of

each IR together (Fig. 34). The proximity

of these sites would probably assist the

formation of transposase dimers as

soon as they bind and encourage the

formation of the whole synaptic complex

subsequently. Thus, the data are

               dc_67_10



79

Figure 35. Mapping of Sleeping Beauty insertion sites on
human chromosomes. Schematic representation of human
chromosomes with 138 unique SB insertions. Insertion sites are
marked with triangles, whereas filled triangles represent insertions
in genes. Asterisk marks the single transposition event that occurred
in an exon of a gene.

compatible with a model in which formation of heterochromatin at the transposon inverted

repeats might facilitate the formation of a catalytically active synaptic complex (Fig. 34), and

thereby enhances transposon excision. Thus, similarly to the effect of HMGB1,

conformational changes of the excising transposon may greatly influence the efficiency of

transposition.

3.1.4 Common physical properties of DNA affecting target site selection of Sleeping

Beauty and other Tc1/mariner transposable elements (Paper VII)

In order to analyze SB’s insertion profile on the genomic level, transposon insertions were

generated in human HeLa cells using an in vivo transposition assay [85], which is based on

mobilization of a zeocin resistance gene (zeo)-marked SB element from extrachromosomal

plasmids into chromosomes. The only level of selection in recovering transposition events in

this assay was that the zeo gene within the integrated transposon has to be expressed. 138

insertion sites were identified and mapped on human chromosomes by computer analysis,

using NCBI’s human genome BLAST service. As shown in Fig. 35, although some

chromosomes were hit more frequently than others, no clear preference is apparent for any

chromosome,  or  for  cer ta in

subchromosomal regions. The Y

chromosome is not present in human

HeLa cells, thus no hits were recorded.

This observation indicates that most (if

not all) chromosomes can serve as

good targets for transposition. One

insertion was found in the 3'-UTR region

of a gene, 46 were mapped to intron

sequences and one transposon landed

in an exon. Thus, 48 out of the 138

integrations (35%) occurred in
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Figure 36. Consensus sequence of Sleeping Beauty insertion
sites. Seqlogo analysis. Ten base pairs upstream and downstream of
the TA target site were analyzed. The y-axis represents the strength of
the information, with 2 bits being the maximum for a DNA sequence.

transcribed regions. Because about one third of the human genome is estimated to be

transcribed [11], this frequency suggests no preference for or against insertion into genes.

Such a subgenic distribution of SB is unlike that of P elements in Drosophila, which have the

preference to insert into 5’-UTRs of genes, close to the transcriptional start site [358]. The

predominant targeting of introns suggests that these sequences are hit more frequently

either because their base composition makes them more attractive targets for the

transposon, or because they tend to be significantly longer than exons or promoters [11],

therefore representing a larger target into which a transposon can integrate. Eight insertions

were found in repetitive sequences: five in other transposable elements such as Alu, L1 and

MER1, and three in centromeric repeats. Three elements landed closer than 1 kb to a 5'

region of a gene. Taken together, these results indicate a fairly random pattern of integration

of SB elements in human chromosomes.

SB, like all other Tc1/mariner elements, integrates at TA dinucleotides, which occur

approximately once every 20 basepairs, on average, in vertebrate genomes. We next

investigated whether all TAs are equally good targets, or if there are other sequence

determinants influencing SB’s target site selection. Integrated transposons were recovered

from cells, and 71 chromosomal sequences flanking the integrated transposons were used to

determine the DNA sequence of a consensus target site. All sequences were aligned at the

canonical TA insertion site in the same orientation, relative to the transposon. We found six

bases directly surrounding the insertion site forming a short, palindromic AT-repeat:

ATATATAT, in which the central underlined TA is the insertion site (Fig. 36). Particularly

conserved are the 5’- and 3’-most bases in the consensus, represented by an A and a T,

respectively, in 66% and 70% of the target sites.

Having found a particular

sequence into which SB preferentially

integrates, we next asked whether

integration sites have anything in

common on the structural level. The
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Figure 37. Physical properties of Sleeping Beauty insertion
sites. SB insertion sites and random human sequences were
compared for five different physical properties. The random
sequences from human DNA were taken from chromosome 21 and
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structural properties of DNA examined in this study included GC content, B-DNA twist, A-

philicity, DNA bending and protein-induced deformability. B-DNA twist affects the tightness of

the DNA coil and the ability of molecules to interact within the grooves of the DNA. These

interactions allow DNA to serve as areas of binding for proteins [359]. A-philicity represents

the propensity of DNA to form an A-DNA like double helix [360]. A-DNA has a wide and

shallow minor groove that is believed to provide proteins easier access to form hydrogen

bonds with bases within the DNA helix. Along with A-philicity, DNA bending can lead to

changes in the width and depth of the major and minor grooves, affecting a protein’s access

to bases of the DNA [361]. Protein-induced deformability is the ability of DNA to change

shape when in contact with a protein, which in turn affects the binding of other proteins or the

action of the protein already bound [362].

Physical properties of a data set containing 58 sequences, each with 61 bases

flanking the TA insertion site on each side, were analyzed to determine significant features of

SB target sites other than the actual DNA sequence. Random DNA sequences from human

chromosome 21 were analyzed for

comparison with SB insertion sites. All

random human sequences were also

aligned at a TA dinucleotide, allowing us

to evaluate physical properties of the

DNA that were not due to the canonical

TA target dinucleotide. At the 90%

confidence level, all five physical

properties deviated from the control data

around the area of SB insertion (Fig. 37).

Bendability deviated from the control

data at the 95% confidence level, as

evidenced by the number of positions

that are significantly different from the
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Figure 38. DNase I digestion assay of
bendability. (A) Electrophoretic patterns of
DNase I digestion of 32-bp oligos containing
either the 8-bp SB or 10-bp Tc1 consensus
insertion sequences, or two different 8-bp
sequences with low predicted bendability. The
bands corresponding to the consensus
sequence are labeled with the respective
nucleotide, and the sizes of the Oligo Size
Marker ladder bands are marked. (B) The
bands were quantitated and graphed relative
to each other. The uppercase letters indicate
the core target sequence, while the lowercase
letters indicate the identical flanking sequence.
( ) SB consensus, () Tc1 consensus, ()
Bad Bender, () Bad Bender2.

control dataset. These significant positions appeared clustered in the immediate vicinity of

the insertion sites (Fig. 37). A strong signal clustered around the transposon insertion sites

was also observed for protein-induced deformability (Fig. 37). Areas of significance outside

of the insertion site formed no discernible pattern. These data suggest that SB insertion sites

have unique physical properties.

To directly test the predicition of increased bendability of the insertion target

sequences, a DNase I digestion assay [361] was performed on the consensus integration

sequences of S B  and Tc1 . The eight-base S B  (ATATATAT) and ten-base T c 1

(CACATATGTG) [113] consensus sequences were compared to two control sequences

predicted to have low bendability (AAAAAAAA and AAATAAAA) [361]. The second “bad

bender” sequence contains a central TA dinucleotide to reflect that of the SB and Tc1

consensus sequences. These four sequences were

flanked by identical sequences. The digestion

parameters were such that, on average, DNase I

cleaved each DNA molecule less than once, and

therefore cleavage occured at the most favorable

position, one that is the most bendable [361]. Thus, the

more bendable a particular sequence is, the more often

DNase I will digest there, and the more intense the

resulting radioactive band will be. Quantitation of the

digestion patterns showed that both the SB and Tc1

oligos were digested more often within their consensus

target sequences than were the control oligos (Fig. 38).

These data confirm the computer predictions of

increased bendability of DNA sequences at transposon

insertion sites.

Transposase, like other DNA-binding proteins, likely forms hydrogen bonds with its

DNA substrate. Previously, analysis of a large number of P  element insertion sites in
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Figure 39. Hydrogen-bond analysis of
insertion sites. Columns indicate six potential
sites with which proteins can form hydrogen
bonds. The rows indicate base pairs 3’
(negative) and 5’ (positive) of the TA insertion
site. The colors of a given cell denote the type of
hydrogen bond that can be formed: donor is red,
acceptor is blue and sites that cannot hydrogen
bond are gray. The analysis was performed with
multiple insertions sites, and so the final color is
determined by the percentages of hydrogen-
bond donors, acceptors and non-hydrogen-
bonding sites at a given position. (A)  S B
insertions in human DNA; (B) random human
DNA; (C) Tc1 insertions in C. elegans DNA; (D)
random C. elegans DNA.

Drosophila identified a 14-bp palindromic pattern of hydrogen bonding sites using a computer

program called HbondView [121]. This graphical tool identifies patterns of bond donors or

acceptors in the major groove of DNA sequences by converting a set of aligned DNA

sequences into a display of potential hydrogen-bonding positions. We compared insertion

sites of Tc1/mariner elements and random DNA for their respective propensities to form

hydrogen bonds in their major grooves. Both SB and Tc1 genomic insertions showed a

symmetrical pattern (Fig. 39A and C). The transposon insertion sites have a 10-bp

palindromic pattern, including the TA target plus four base pairs on each side. Because the

non-insertion control data sets for both human and C.

elegans genomic DNA lack such a pattern (Fig. 39B

and D), these results indicate that in addition to

structural features, a specific pattern of hydrogen-

bonding sites at the target DNA contributes to target

site selection of transposons. Such palindromic

pattern and the symmetry of the consensus target site

sequence together indicate that the target DNA is

recognized by a dimeric or multimeric form of the

transposase. Indeed, we have shown that S B

transposase forms tetramers in solution, suggesting

the involvement of a transposase tetramer in S B

transposition [45].

In summary, we have shown that target site selection of TEs is considerably more

specific than it was assumed before, and that it is primarily determined on the DNA structural

rather than on the sequence level. Our results indicate that a combination of particular

physical properties (Figs. 36-38) generate a spatial optimum of the DNA for transposase

interaction. Such a spatial optimum, together with a specific hydrogen-bonding capacity (Fig.

39) recruits the transposase with a substantial degree of specificity. The significance of our

findings is supported by the observation that this pattern of structural preference is

conserved in the Tc1/mariner family and in other, relatively randomly integrating transposons
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in the DDE recombinase family such as the bacterial elements Tn5 (data not shown), Tn7

[118], Tn10 [120], Mu bacteriophage [363], IS231 [364] and retroviral integrases [123, 125].

Significantly, transposition by the RAG V(D)J recombinase is preferentially targeted to

distorted DNA structures [365]. However, these factors cannot be the only determinants of

target site selection, because the Tc1 and Tc3 elements have different insertion profiles in C.

elegans [113]. Therefore, it appears that there exist at least two levels of selection that

together determine how favorable a particular DNA sequence is for transposon insertion.

Physical properties of the DNA primarily specify a set of sequences in a genome that are in a

spatial optimum to receive a transposon insertion, whereas the ability of the transposase

polypeptide to efficiently interact with such sequences specify a subset within these sites

where insertions occur.

Compared to virus-based integrating vector systems, including retrovirus-, HIV- or

AAV-based vectors, that were found to have a propensity for integrating into genes versus

non-genic regions [293, 296, 326, 327, 366], the regional preferences associated with SB-

mediated integration were much less pronounced (35% of SB insertions in RefSeq genes,

versus 53% for ASV, 51% for MLV, 83% for HIV-1 [367] and 72% for AAV [366]. Importantly,

in contrast to most integrating virus-based, microarray analyses revealed no correlation

between the integration profile of SB and transcriptional status of targeted genes [367],

suggesting that SB might be a safer vector for therapeutic gene delivery than most viruses

that are currently used. Indeed, it is important to note that no dominant adverse effects

associated with SB vector integration have been so far found in experimental animals [324].

Nevertheless, the genotoxic potential of SB-based vectors will have to be systematically

assessed in the future, probably by applying high throughput, cell-based assays.

3.1.5 The Frog Prince: a reconstructed transposon from Rana pipiens with high

activity in vertebrates (Paper VIII)

SB shows no host-restrictions in vertebrates, but the efficiency of transposition in cell lines

derived from different species is variable [259]. Therefore, having a palette of different,
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Figure 40. Strategy for trapping transposase ORFs from the Rana
pipiens genome. Transposase genes (green boxes) are PCR-amplified
from genomic DNA (arrows show primers). The vast majority of these
genes are defective due to point mutations (yellow arrowhead), frameshifts
(#) and premature translational stop codons (*). ORFs can be selected by
cloning the PCR products in fusion with the lacZ gene driven by the CMV
promoter, transformation into E. coli, and plating on X-gal-containing
plates.

vertebrate-derived transposons with different host preference widens the potential of

transposons as genomic tools in vertebrates.

Relatively high copy number of inactive transposable elements in genomes practically

prohibits the isolation of functional transposase genes using nonselective methods. In search

for potentially active transposase genes in vertebrates, we devised an open reading frame

(ORF)-trapping method. The procedure is based on generating a pool of PCR products from

genomic DNA using primers flanking the transposase gene sequences (Fig. 40). The 5’-

primer contains the predicted translational initiation signal, and the 3’-primer lacks the stop

codon. The PCR products are then

cloned into an expression vector to

generate fusion genes with lacZ.

The recombinant plasmids are

transformed into E. coli, and plated

on X-gal-containing plates. Blue

colonies can only arise if the cloned

sequences are in frame with the

lacZ gene, and do not contain a

stop codon.

We applied the ORF-trap on genomic DNA from Rana pipiens, using PCR primers

designed to the consensus sequence of Txr elements in Xenopus laevis [84]. Three resultant

blue bacterial colonies indicated the presence of transposase-coding sequences that did not

contain premature stop codons. The genomic copy number of the R. pipiens transposon was

estimated by dot blotting. Assuming that the size of the R. pipiens haploid genome is 6.6 x

109 bps [368], we estimated that the transposase gene is represented about 8000 times per

haploid genome. To assess what fraction of these elements contains intact ORFs, additional

transposase coding regions were PCR-amplified from the R. pipiens genome, and cloned

without selecting for ORFs. Seven transposase genes were sequenced and, to our surprise,

we found that three of them contained ORFs. These results suggest that this transposon

family is a relatively young component of the R. pipiens genome.
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Figure 41. Phylogenetic position of
Frog Prince a m o n g  Tc1-like
transposons. Numbers at the branches
indicate the phylogenetic distances
calculated by ClustalX.

The ten transposase genes isolated above were aligned to generate a consensus

sequence. The consensus R. pipiens transposase gene encodes a typical Tc1-like

transposase containing an N-terminal DNA-binding domain composed of two predicted HTH

motifs [20], a bipartite NLS [49], an AT-hook motif [45] and a catalytic domain with the DDE

signature (Fig. 4). The ten transposase genes were about 99% identical to the consensus

sequence, and one of them differed only in two nucleotides from the consensus, resulting in

two amino acid substitutions in its ORF. One of these mutations was a T152S exchange in

the first part of the catalytic domain of the transposase, and the other was an R315C

substitution close to the C-terminus of the protein. Site-specific PCR mutagenesis was used

to derive the sequence of the consensus R. pipiens transposase gene.

In order to derive the binding sites for the R. pipiens-type transposase, linker-

mediated PCR was applied on genomic DNA to amplify the complete inverted repeats

together with genomic flanking sequences. Alignments of five different clones revealed 214

bp long, perfect inverted repeats flanking the transposase genes. The R. pipiens transposons

are typical IR/DR-type elements. The IR sequences together with the consensus

transposase gene constitute the components of a novel transposable element system that

we named Frog Prince (FP). To determine the phylogenetic position of Frog Prince among

other Tc1-like transposase genes, amino acid sequences of Tc1 from C. elegans, Txr and

Txz from X. laevis [84], Tdr1 [80] and Tdr2 (Tzf) from

zebrafish [49, 369], SB  which represents the salmonid

subfamily of fish elements [85] and the putative FP

transposase were used to generate a phylogenetic tree

(Fig. 41). The topology of the unrooted tree shows

significant phylogenetic distance between the SB and the

FP transposases, and displays that FP  is most closely

related to the Txr elements.

SB shows high transpositional activity in human cells [85]. Therefore, the initial tests

for transpositional activity of the Frog Prince element were done in cultured HeLa cells, using

a transposition assay established for SB [85]. The reconstructed consensus R. pipiens
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transposase ORF (in pFV-FP) was transfected together with either the Txr-type (pTxr-neo) or

with the Frog Prince-type (pFP-neo) substrate constructs. A 17-fold increase in colony

number was detected when pFV-FP was cotransfected with its own substrate, pFP-neo (not

shown). The significant sequence similarity between the Xenopus and Rana elements could

still allow cross-mobilization between them, as it is the case among the hAT-superfamily

elements hobo and Hermes [370]. Indeed, we observed a 5-fold increase in the number of

G418-resistant cell colonies when pFV-FP was cotransfected with pTxr-neo (not shown).

Thus, the R. pipiens transposase can cross-mobilize a X. laevis transposon, indicating that

the two transposon families in these species diverged recently. In contrast, no cross-

mobilization was observed between FP and SB. Taken together, the data demonstrate that

we successfully derived an active transposon system from the R. pipens genome, and that

FP can significantly increase the efficiency of transgene integration from plasmid-based

vectors to the human genome.

Tc1/mariner elements transpose via a cut-and-paste mechanism (see section 1.3.1).

During the first step of this process, the element is excised by a pair of staggered DSBs. The

host DNA repair machinery seals the gap and, according to the number of the protruding

nucleotides, a small insertion indicates the former presence of a transposon. Tc1/mariner

elements generate footprints in the range of 2-4 base pairs [73, 78, 102, 371]. Primers

flanking the transposons were used in a series of nested PCR to identify the footprints left

behind by FP transposition in the donor plasmids. Sequencing of the PCR products revealed

that FP transposition leaves a CTG or CAG triplet at the excision site, indicating that excision

of FP generates 3-nucleotide-long overhangs. Tc1/mariner elements transpose into TA

dinucleotides, which are duplicated and flank the integrated transposon [20]. Flanking

sequences of three integrated FP transposons were isolated from individual G418-resistant

HeLa clones. All three FP insertions were flanked by the expected TA dinucleotides, followed

by different human genomic sequences. In sum, these data show that Frog Prince follows

precise cut-and-paste transposition into various locations in the human genome.
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Figure 42. Gene trapping with Frog Prince in human HeLa cells. (top) The
gene trap cassette contained a promoterless neo gene, followed by a zeocin
resistance marker driven by dual eukaryotic/prokaryotic promoters (yellow and
green arrowheads). Expression of the neo marker is dependent on transposition of
the cassette into an intron of an expressed gene, and correct splicing of an
upstream exon to the splice acceptor site donated by the engrailed sequences.
(bottom left) Efficiency of gene trapping with FP. Numbers of antibiotic-resistant
colonies are indicated on the y-axis. Zeocin selection was used to deduce the
transpositional efficiency in the presence of the helper (pFV-FP) vs. the control
(pCMV-β) plasmid (yellow column). Gene trapping efficiencies were determined by
using zeocin/G418 double selection (orange column). Numbers next to the columns
indicate the fold difference in numbers of colonies obtained in the presence vs.
absence of the transposese. (right) Fusion transcript. On top, nucleotide
sequences of the engrailed-2/lacZ junction in pFP/GT-geo are shown. Intron
sequences are typed in lowercase, exon sequences are in uppercase. The arrow
indicates the splice acceptor site (SA). Human transcript sequences (typed in
green) are fused to the engrailed-2 exon due to correct splicing at the SA. (bottom
right) Gene trapping events identified by transposon rescue.

High frequency, precise transposition into different genomic loci suggests that

genome-wide gene trapping is feasible with FP. A prerequisite of successful transposon-

based gene trapping is that the terminal IRs do not contain potential splice sites. To examine

this possibility, an FP-based gene trap vector (pFP/GT-geo) containing an SA sequence of

the mouse engrailed-2 gene followed by the lacZ-neo (geo) fusion was constructed and used

for transposition in HeLa cells. 26 out of 27 individual neo-resistant colonies were positive for

β-galactosidase activity, indicating at least one successful gene trap event per clone (data

not shown). LacZ fusion transcripts were identified from G418-resistant, β-galactosidase-

positive cells with cRACE [372]. We identified a transcript in which splicing generated a

fusion between an endogenous RNA and the marker exactly at the engrailed-2 SA (Fig. 42).

These data indicate that the inverted repeats of FP do not interfere with the desired splicing

event between a splice donor sequence of an endogenous transcript and the engrailed-2 SA

within the transposon.

Next, we wanted to determine the efficiency of gene trapping and to identify the

tagged genes. For this

purpose, an F P - b a s e d

donor plasmid (pFP/GT-

neo) was constructed

which contains engrailed-2

intron sequences with the

SA, a glycine bridge to

allow proper folding of the

marker in protein fusions

[373], an ATG-less neo

gene, a zeocin resistance

gene (zeo) driven by dual

eukaryotic/bacterial

promoters and a plasmid
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Figure 43. Activity of Frog Prince in comparison
with Sleeping Beauty in diverse vertebrate species.
The donor and helper plasmids of FP and SB  were
cotransfected in Hela (human), CHO-K1 (hamster), A6
(Xenopus laevis), FHM (fathead minnow) and PAC2
(zebrafish) cell lines. Transposition efficiencies were
calculated by deriving ratios between the numbers of
G418-resistant cell clones obtained in the presence
versus in the absence of the transposases. Activities of
FP (indicated by green columns) were compared to
those of SB (white columns). Transpositional efficiency
of SB was normalized to the value 1 for each cell line.
The error bars show SEM.

origin of replication (Fig. 42). All chromosomal transposition events give rise to zeocin-

resistant cells. A subset of transformant cells will be G418-resistant, if the transposon

inserted into an intron of an expressed gene in the proper orientation, and if splicing occurred

in-frame with neo. The plasmid origin of replication within the element can be used to isolate

the integrated transposon from genomic DNA by plasmid rescue. The number of

zeocin/G418 double-resistant colonies was about one third of those resistant to zeocin alone,

indicating that about 30% of all transposition events occurred in introns of expressed genes

and in-frame splicing took place (Fig. 42). Five insertion sites of the FP  gene trap

transposons were identified. All of them mapped to introns of genes in different

chromosomes, in the correct orientation (Fig. 42). Our results suggest that FP can potentially

target a large fraction of genes in the human genome.

SB has varying transpositional activity in different vertebrate cell lines [259]. However,

SB is a synthetic element of fish origin and FP was reconstructed from the genome of an

amphibian. Thus, the same set of cell lines can provide different permissive environments to

the two transposon systems. To test this hypothesis, we compared the activities of the two

systems in cultured cell lines derived from two mammalian, an amphibian and two fish

species with the standard transposition assay (Fig. 43). The vector backbones, the

promoters, the poly-A signals and the

transposon marker genes were identical in the

constructs of the two systems. FP was found

active in cell lines of representatives of major

vertebrate taxa, and in some cell lines it has

higher transpositional activity than SB (Fig. 43).

In considering possible explanations for the

significantly more efficient transposition of FP in

zebraf ish cel ls,  the higher intr insic

transpositional activity of FP can presumably be

ruled out, as the two systems were about equally
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active in human HeLa cells. More likely, the zebrafish cellular environment is more favorable

for the FP system because of the absence of repressing activities that interfere with SB.

Since transposases can mobilize inactive elements in trans, the ratio of inactive to active

elements in eukaryotic genomes increases [31]. Some of these inactive copies might function

as repressors either by dominant-negative complementation [160], or by competition with

transposase in substrate binding. Similarly, thousands of dispersed endogenous elements

might inhibit the activity of an exogenously supplied transposase by transposase titration

[374]. SB is a fish transposon, and the zebrafish genome contains about 1000 copies of a

Tc1-like transposon, Tdr1 [80]. It is likely that the endogenous Tdr1 elements can interfere

with SB transposition, since they share over 80% sequence identity with SB, both on the

DNA and protein sequence levels [80]. In contrast, FP is a phylogenetically distant element

with only about 50% transposase sequence identity to either SB or Tdr1 (not shown). Thus,

the newly introduced FP system is perhaps immune or at least less vulnerable to the above

inhibitory mechanisms in zebrafish cells.

In summary, the ability of FP to precisely integrate single copies of foreign DNA into

various chromosomal loci in a variety of vertebrate genomes allows us to propose the

usefulness of the Frog Prince system in transgenesis and insertional mutagenesis. We have

tested the ability of FP to efficiently trap expressed genes in a simple cotransfection assay in

human cells. Klinakis et al. (2000) showed that the Tc1/mariner element Minos could

potentially tag all human genes in HeLa cells [375]. However, only about 1-10% of all Minos

insertions was estimated to represent actual gene trap events. We estimate that

approximately 30% of all selectable FP transposon insertions occur in genes. To our

knowledge, such high gene trapping frequencies have not been seen with other vectors. It is

yet to be determined whether the higher gene trapping efficiency of FP reflects a different

insertion site preference as compared to the Minos element. In comparison with retroviruses

that preferentially integrate into the 5'-regions of genes [296], the integration pattern of Tc1-

like transposons is more random [376]. Therefore, transposon insertions are expected to

produce a different mutational spectrum than retroviruses.
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In the era of functional genomics, there is a sore need for developing efficient means

to explore the roles of genes in different cellular functions. The availability of alternative

transposon systems in the same species opens up new possibilities for genetic analyses. For

example, piggyBac transposons can be mobilized in Drosophila in the presence of stably

integrated P  elements [377]. Because P  element- and piggyBac-based systems show

different integration site preferences [358, 377], the number of fly genes that can be

insertionally inactivated by transposable elements can greatly be increased. P element

vectors have also been used to introduce components of the mariner transposable element

into the D. melanogaster genome by stable germline transformation. In these transgenic flies,

mariner transposition can be studied without accidental mobilization of P elements [378]. We

have shown that Frog Prince and Sleeping Beauty do not detectably interact in an in vivo

transposition assay. Thus, FP can be used as a genetic tool in the presence of SB, and vice

versa, which considerably broadens the utility of these elements. As an alternative

transposon system, significantly different from any other active transposon, Frog Prince can

expand our possibilities for transposon-mediated genetic manipulations in vertebrates.

3.1.6 The ancient mariner sails again: Transposition of the human Hsmar1 element by

a reconstructed transposase and activities of the SETMAR protein on transposon

ends (Paper IX)

Mariner elements make up a diverse family of eukaryotic DNA transposons, present in a

wide variety of genomes, including humans ([30, 213, 379] and references therein).

Transposition results in the accumulation of hundreds or thousands of transposon copies

over evolutionary time. However, most mariner copies appear to be dead remnants of once

active transposons inactivated by mutations (see section 1.5.1). To date, only three mariner

elements out of the hundreds of sequences that have been described have proven to be

active. Two of these, Mos1 and Famar1, are natural elements isolated from the genomes of

Drosophila mauritiana [26] and the earwig Forficula auricularia [225], respectively. The active

Himar1 element is a majority rule consensus of cloned genomic copies obtained from the
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Figure 44. Components of the Hsmar1 transposon family
in the human genome. The panel summarizes the
structures and copy numbers of Hsmar1-derived sequences.
Red and blue arrowheads represent terminal inverted
repeats, red box represents the transposase coding region.
SETMAR is a chimeric protein made up by a histone
methyltransferase (SET) domain and a particularly conserved
transposase domain.

Figure 45. Phylogenetic reconstruction of the H s m a r 1
transposase gene. The ancestral, active transposase (blue box)
differs from the consensus sequence in four amino acid positions
(red arrowheads).

horn fly Haematobia irritans [78]. Mos1 and

Himar1 have been used as molecular tools

for genome manipulations in diverse species

(reviewed in [20]). However, the utility of

these invertebrate mariner transposons in

mammalian genetics is hindered by their

limited activity in mammalian cells [243].

Mariner elements are represented by

two subfamilies in the human genome:

Hsmar1 [213] and Hsmar2 [380]. The first

Hsmar1 element entered the primate genome lineage approximately 50 million years (Myr)

ago, and transposition was ongoing until at least 37 Myr ago, producing about 200 Hsmar1

copies (Fig. 44) [213]. However, none of the present copies encodes a functional

transposase protein due to mutational inactivation. The Hsmar1 transposon copies are

accompanied by about 4500 copies of solo-IRs (containing a single inverted repeat) and

about 2500 copies of an Hsmar1-related, paired-IR element, MiHsmar1 (Fig. 44) [11, 213].

Such miniature inverted-repeat transposable elements (MITEs) are thought to have been

generated by internal deletions of longer transposons; they make up the predominant fraction

of DNA elements in flowering plants, and are often found in animal genomes [381].

We have previously reconstructed two functional transposable elements from

vertebrate genomes: Sleeping Beauty (SB) from fish (section 3.1.1) [85] and Frog Prince

(FP) from amphibians (section 3.1.5)

[382]. Both gene reconstructions were

based on the hypothesis that a

consensus sequence, established from

several cloned inactive copies,

represents an active gene. Encouraged

by our former success, we set out to
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reconstruct an active Hsmar1  transposable element from the human genome. We

engineered the consensus sequence of the transposase gene [213] by site-directed

mutagenesis of 21 codons of an Hsmar1 ortholog obtained from the chimpanzee genome.

Transposition activity was assessed in human HeLa cells, using a two-component

transposition system similar to those established for SB and FP [85, 382]. There was no

indication of Hsmar1 transposition in these experiments (not shown), suggesting that the

consensus of the Hsmar1 transposase gene represents an inactive sequence.

The approach to gene sequence prediction based on consensus does not incorporate

phylogenetic information. For example, an inactivating mutation in a transposable element

may become overrepresented if that particular mutant was preferentially amplified over the

active sequence. With the aim of reconstructing the ancient, active Hsmar1 transposase

gene that colonized the genome lineage of primates, we applied a statistically rigorous

approach based on maximum likelihood that has been successfully used to reconstruct

ancestral gene sequences [383]. First, human Hsmar1 transposase-like amino acid

sequences were obtained from the human genome by TBLASTN similarity searches. To infer

the sequence of the last common ancestor of primate and invertebrate mariner

transposases, a likely candidate for an active transposase protein capable of colonizing new

hosts, invertebrate mariner transposase sequences of the cecropia subfamily were also

included in the phylogenetic analysis. The evaluations of the reconstructed ancestral amino

acid states at the node connecting the invertebrate mariner elements with the branch leading

to the human sequences revealed the following four amino acid substitutions in the known

consensus transposase protein sequence with posterior probabilities greater or equal to 0.9:

C53R, P167S, L201V, A219C (Fig. 45). Independent inferences from human nucleotide

sequences (as identified by BLASTN) or from chimpanzee amino acid sequences also

identified these amino acids as the most likely ancestral states at these sites. Furthermore,

inspection of these positions in an alignment of cecropia-type transposase sequences

revealed that the predicted substitutions represent conserved amino acids within the

subfamily, suggesting that these residues may be important for transposase activity.
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The putative ancestral Hsmar1 transposase gene was engineered by incorporating the

four predicted amino acid substitutions into the framework of the consensus Hsmar1

transposase, and the resulting protein was tested for transposition. Upon cotransfection of a

neo-marked Hsmar1 transposon with a vector expressing the modified transposase, a 23-

fold increase in the number of antibiotic-resistant colonies was observed (not shown),

suggesting that the resurrected protein efficiently catalyzes transgene integration from the

donor plasmids into human chromosomes. Thus, it is likely that the inferred sequence, which

was named Hsmar1-Ra, represents or is very similar to the sequence of the ancient mariner

element that colonized the genome lineage of primates. We established molecular evidence

of Hsmar1 transposition by showing TTA or TAA triplets at transposon excision sites,

corresponding to the 5’- and 3’-terminal nucleotides of Hsmar1 transposons (not shown).

This is consistent with footprint formation by the Himar1 [78, 384] and Mos1 [385] mariner

transposons that predominantly generate 3-bp footprints. In order to obtain formal molecular

proof for cut-and-paste Hsmar1 transposition, 47 integration events were isolated from HeLa

cells. All of the transposon insertions occurred at TA dinucleotides scattered on 16 human

chromosomes (not shown). We found that the chromosomal distributions of the endogenous

genomic copies and the de novo integrants overlap, and have a bias to larger chromosomes.

44% of the hits were identified in introns of genes, indicating a fairly random genomic

distribution similar to that found with SB in human cells [376]. In sum, the results above

indicate that we successfully reactivated the first vertebrate mariner transposon from the

human genome.

It is widely believed that MITEs can only be mobilized by transposases supplied in

trans [381], but only one such instance has been documented at the molecular level [386].

Although mechanisms of preferential transposition due to small size [128, 213], and

transposition linked to the cellular process of DNA replication [387, 388] has been suggested,

mechanisms of MITE mobilization and amplification are incompletely understood. The human

genome contains about 2500 copies of an Hsmar1-related MITE (Fig. 44). The MiHsmar1

elements have a consensus sequence of 80 bps containing 37-bp IRs, from which the first 30
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Figure 46. Excision of H s m a r 1  and MiHsmar1
transposons. (A) Outline of the excision assay. A transposon
insertion disrupts and inactivates the ampicillin resistance
gene (Amp). Transposon excision followed by DNA repair can
restore ampicillin resistance, which can be selected in E. coli.
(B) Coding triplets of the original, the modified and the
repaired excision sites are listed in the panel. Transposon
footprints and amino acid sequences are in capitals. Various
transposon donor plasmids (indicated on the x axis) were
transfected into HeLa cells either with pCMV-Hsmar1-Ra
(experiments 1-3) or alone (experiments 4 and 5) or with
pCMV-SB (experiment 6) as a control. Indicator plasmids
contain the following transposons in the ampicillin resistance
gene: pAmpMITE, the consensus MiHsmar1 sequence;
pAmpneo, the neo-tagged Hsmar1 element; pAmpFull, the
autonomous Hsmar1 transposon; pAmpneoL, the neo-tagged
Hsmar1 element with inverted repeat sequences that match
those of MiHsmar1; pAmpFullL, the autonomous Hsmar1
transposon with inverted repeat sequences that match those
of MiHsmar1. The AmpR/ZeoR colonies represent excision
events followed by canonical footprint formation at the
excision site. The normalized numbers of the double-resistant
colonies (shown above the columns) were obtained by
dividing the numbers of AmpR/ZeoR colonies with the
corresponding ZeoR colony numbers.

bps are identical to the IRs of Hsmar1 [213]. Copy number of MiHsmar1 is at least an order-

of-magnitude higher than that of the full-sized Hsmar1 elements in the human genome [213].

One possible explanation that might account for their abundance is their small size,

which could predispose them for efficient transposition [128, 213]. To test this hypothesis,

transposon donor plasmids were constructed containing a zeocin resistance gene and either

the consensus sequence of MiHsmar1, or the long versions of the transposon (Hsmar1-neo

or the autonomous element) inserted into the same position in the coding region of the ß-

lactamase (bla) gene (Fig. 46). In addition, long transposons with IRs identical to those of

MiHsmar1 were created. The insertions disrupt the bla reading frame that can only be

restored if the transposons are excised by the transposase, and NHEJ repairs the plasmid

producing the canonical footprints (Fig. 46).

The donor plasmids harboring transposons

of different length were transfected into

HeLa cells together with vectors expressing

either the Hsmar1-Ra or the SB (control)

transposase; the reporter containing the

autonomous Hsmar1 e lement  was

transfected alone. Low molecular weight

DNA purified from the cells was transformed

into E. coli. Excision events were scored by

counting ampR/zeoR colonies; selection with

zeocin alone served to control overall

plasmid recovery. MiHsmar1 elements were

excised from the donor plasmids two orders

of magnitude more efficiently than any of the

longer versions of the transposon (Fig. 46).

These data indicate that reduced size is

responsible for the elevated excision
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Figure 47. In vitro DNA binding activity of the SETMAR
protein. A radioactively labeled DNA fragment of 83 bp
containing the 5’-IR of Hsmar1  (depicted below) was
incubated with purified MBP-SETMAR protein, and DNA-
protein complexes were visualized by EMSA. As compared to
free, unbound probe (lane 1), increasing concentrations of
MBP-SETMAR produce DNA-protein complexes. A
substantial amount of the SETMAR protein formed
aggregates at all concentrations used, which were unable to
enter the gel during electrophoresis. Complex assembly was
challenged with cold (unlabeled) probe as a specific
competitor, or increasing amounts of pBluescript was used as
nonspecific competitor DNA.

frequency of MiHsmar1.

Despite their parasitic nature, there is increasing evidence that transposable elements

are a powerful force in gene evolution (discussed in section 1.5.2.1). Indeed, about 50

human genes are derived from transposable elements [11], among them genes that are

responsible for immunoglobulin gene recombination in all vertebrates [61]. One of these

“domesticated”, transposase-derived genes is SETMAR, a fusion gene containing an N-

terminal SET domain fused in-frame to an Hsmar1 transposase (Fig. 44) [213]. The

SETMAR gene has apparently been under selection; the transposase open reading frame is

conserved, and shows only 2.4% divergence from a consensus Hsmar1 transposase gene

sequence (vs. 8% average divergence between Hsmar1 transposase genes) [213]. SETMAR

is broadly expressed in humans [389], suggesting a housekeeping function. The SET domain

can be found in histone methyltransferases that regulate gene expression by chromatin

modifications [390]. The SETMAR protein has been shown to have histone H3

methyltransferase activity in vitro, and has been proposed to play a role in DSB repair [389].

Both the transposase domain of SETMAR as well as the full-length SETMAR protein were

shown to bind to Hsmar1 IR sequences

[391, 392], and it was recently

demonstrated that SETMAR can perform

transposition reactions using precleaved

transposon substrates in vitro [392]. Since

the protein used in those experiments was

lacking the SET domain, we addressed if

the full-length, physiological form of

SETMAR can also exhibit transposase-

related activities.

To test such possibility, SETMAR

was expressed in E. coli and purified as an

N-terminal fusion with the maltose binding
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Figure 48. In vitro cleavage site analysis with
ligation-mediated PCR. (A) Schematic overview of
the assay is shown. A 281-bp long DNA fragment
containing the 5’-IR of Hsmar1 was used as the
substrate for the reaction. The 5’-end of the IR is
typed in black background, the TA nucleotides
bordering the element are in bold, the neighboring
EcoRI site is underlined. Cleavage of one or both
strands of the substrate DNA by the purified proteins
results in phosphoryl-terminated DNA ends, which can
later be ligated to 3’-hydroxyl-terminated single-
stranded oligonucleotide linkers (gray lines) with T4
RNA ligase. The linkers tag the cleavage sites, and
enable amplification of the cleavage products by
nested PCR. (B) Agarose gels with PCR products
obtained with linker-specific primers (gray arrows) and
primers specific for the upper or bottom strand of the
substrate (black or white arrows, respectively). PCRs
performed on EcoRI-digested DNA served as positive
controls. (C ) Distribution of cleavage positions
identified after cloning and sequencing of the PCR
products. Black triangles indicate cleavage sites
introduced by MBP-Hsmar1-Ra, white triangles mark
positions where MBP-SETMAR nicked the upper
strand of the substrate DNA.

protein (MBP-SETMAR). Electrophoretic mobility shift experiments showed binding of MBP-

SETMAR to the 5’-IR of Hsmar1 in a sequence-specific manner, since binding was competed

with cold specific DNA but not with excess non-specific DNA (Fig. 47).

Despite the high sequence similarity of SETMAR to the Hsmar1-Ra transposase,

SETMAR contains several amino acid substitutions potentially compromising its catalytic

functions. For example, the third D of the catalytically essential DDD triad in the transposase

domain of SETMAR is replaced by an N. Even

the conservative D to E mutation in this position

abolished the catalytic activity of the M o s 1

transposase [74]. In order to test possible

catalytic activity of SETMAR, an in vitro DNA

cleavage assay was first applied. The assay is

based on incubation of recombinant, purified

protein with a double-stranded DNA substrate

containing IR sequences of Hsmar1, followed by

ligation of the 3’-end of a single-stranded

oligonucleotide linker to phosphorylated 5’-ends

of DNA exposed as a result of endonuclease

activity, and PCR using substrate- and linker-

specific primers (Fig. 48).

Purified MBP-SETMAR or MBP-Hsmar1-

Ra proteins were incubated with a double-

stranded DNA fragment containing the 5’-IR of

Hsmar1. The substrate also contained an EcoRI

recognition site, directly adjacent to the 5’-end of

the Hsmar1 IR (Fig. 48). Digestion of the probe

with EcoRI served as a control for the assay.

MBP-Hsmar1-Ra cleavage products were
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Figure 49. In vivo cleavage activity of SETMAR. (A)
The agarose gel shows PCR products of excision
assays on plasmid DNA from HeLa cells transfected with
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2 indicates loss of Hsmar1 transposons from the donor
plasmids catalyzed by the SETMAR protein. (B) The
overall structures of footprints from HeLa and CHO-K1
cells are shown. The schematic view of the donor site is
depicted above. ∆ represents deletions, sequences in
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identified for both strands of the Hsmar1 transposon ends (Fig. 48). The most prominent

cleavage site on the upper strand was three nucleotides inside the transposon DNA,

whereas the lower strand was predominantly cut at the end of the transposon (Fig. 48).

Therefore, the cleavage pattern of Hsmar1-Ra fully corresponds to the 3-bp transposon

footprints that are generated after transposon excision. Cleavage products by MBP-SETMAR

could only be identified for the upper strand (Fig. 48), suggesting that the SETMAR protein

has very weak 3’-nicking activity, if any. These findings are in good agreement with the

results of Liu et al. who found inefficient 3’-cleavage activity with the transposase domain of

SETMAR [392]. Multiple SETMAR nicking sites were identified, none of them corresponding

to the major 5’-cleavage site by Hsmar1-Ra (Fig. 48). Altogether, the data indicate that

SETMAR is a defective transposase in vitro, and that it retains only a fraction of the

biochemical activities of a transposase; namely, 5’-cleavage at transposon IR sequences.

In vivo catalytic activity of SETMAR was addressed by codelivery of an Hsmar1

transposon plasmid and a SETMAR expression plasmid into mammalian cultured cells,

recovery of extrachromosomal plasmids from the transfected cells, and PCR amplification

using primers flanking the transposable element in the donor plasmid. In contrast to the

strong, dominant footprint products generated by the Hsmar1-Ra transposase (Fig. 49A, lane

1), SETMAR generated only weak, smeary

products (Fig. 49, lane 2), which were cloned

and sequenced. As shown in Fig. 49B, 10 out of

the 12 recovered products contained sequences

either from one or both IRs. The majority (9/12)

of the excision products contained deletions of

pUC19 sequences flanking the transposon in

the donor plasmid (Fig. 49B). The DNA ends

were almost exclusively rejoined at 2-9

nucleotide long microhomologies, shared either

between the left and right transposon
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sequences, or between transposon and vector backbone sequences flanking the element

(Fig. 49B). No canonical footprints were identified at the excision sites. These results are

consistent with SETMAR-mediated nicking of Hsmar1 elements in vivo. However, in contrast

to the DNA lesions generated by the Hsmar1-Ra transposase that are predominantly

repaired by NHEJ, the characteristics of transposon footprints by SETMAR could be best

explained by the involvement of the HDR pathway.

The apparent inactivity of the confident majority-rule consensus Hsmar1 transposase

sequence implies that inactive Hsmar1 copies were efficiently mobilized in the past by a

transposase source in trans; thus, non-autonomous elements contributed more effectively to

the spread of Hsmar1  copies. One plausible mechanism that could explain such

phenomenon is that transposase-producing Hsmar1 copies suffered mutations within their

IRs that compromised their ability to move. Almost all MITEs previously identified from

different genomes are inactive, and thus their mechanisms of transposition and accumulation

in eukaryotic genomes have been poorly understood. Although there are strong indications

that MITEs are mobilized in trans by a corresponding transposase [e.g., mPing/Pong and

Stowaway/Osmar mobilization in the rice genome [393, 394], Tourist/PIF interaction in the

maize [395], or in vitro interaction between the Arabidopsis elements Emigrant and Lemi1

[396]], this has only been experimentally demonstrated for MITE mobilization by the impala

transposase in Fusarium [386]. The new Hsmar1-Ra transposon system provides a unique

opportunity to investigate the origin and transpositional dynamics of these elements, and

their contribution to primate genome evolution.

MITEs can accumulate to copy numbers far exceeding those of transposase-encoding

DNA-transposons in different genomes [381]. The suggestion that MITEs might be

preferentially mobilized due to their small size has been speculative. Here we show that

MiHsmar1 elements can be excised by two orders of magnitude more efficiently than their

longer transposon versions. This phenomenon could have contributed to the prevalence of

Hsmar1-related MITEs in primate genomes.

The Human Genome Project identified about 50 human genes derived from

transposable elements [11]. However, to date there is no evidence for current transpositional
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activity of any of these “domesticated” genes in humans. The only exceptions are the RAG

genes, whose physiological function is to generate the immunoglobulin repertoire by a

transposition-like process called V(D)J recombination (discussed in more detail in section

1.5.2.1.1). We provided experimental evidence that SETMAR, the product of a domesticated

gene in the human genome derived from an Hsmar1 transposase, retains its capacity to

cleave Hsmar1 transposon DNA in vitro. However, whereas the Hsmar1-Ra transposase

efficiently cleaved both strands of DNA at transposon ends, thereby generating DSBs, the

SETMAR protein only exhibited 5’ -cleavage activity, generating single-strand nicks. We

showed that DNA damage inflicted by Hsmar1-Ra and SETMAR is processed differently by

cells. Whereas transposon excision sites generated by the Hsmar1-Ra transposase

predominantly contained the canonical, 3-bp footprints, SETMAR activity in vivo is

associated with extended stretches of transposon sequences, deletions of flanking DNA and

microhomologies at the junctions at the excision sites. The structure of these non-canonical

footprints can be best explained by interrupted synthesis-dependent strand-annealing

(SDSA) pathway of HDR, completed by an end-joining process generating microhomologies

[348]. SDSA has been shown to play a role in the repair of transposon excision sites, and to

be responsible for generating internally deleted versions of diverse transposable elements in

animals and plants [92, 397-399], including the Mos1 mariner element [93] and SB  [348].

Pathway choice in DSB repair can be influenced by the structure of the gap, the availability of

repair factors and cell cycle phase [190, 348, 397]. Our observations for the lack of

detectable 3’-cleavage activity of SETMAR suggests that the differential utilization of repair

pathways by Hsmar1-Ra and SETMAR can be explained by the different structures of the

cleavage sites: DSBs for Hsmar1-Ra and single-strand nicks for SETMAR. Single-stranded

nicks have been shown to be potent triggers of HDR in mammalian cells [400]. For example,

repair of DSBs generated by the RAG recombinase in V(D)J recombination is tightly linked to

NHEJ, as discussed in section 1.4.4 [191]. However, nick-only RAG mutants have been

shown to stimulate robust homologous recombination, and RAG-mediated nicking has been

proposed to contribute to gene duplication events and chromosomal rearrangements [400].

Interestingly, some of the repair products obtained after SETMAR cleavage (Products 1, 2, 4,
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6, 8-11 in Fig. 49B) resemble the structure of the Hsmar1-related solo-IRs and MITEs

present in the human genome. Thus, interrupted SDSA repair events following Hsmar1

transposon excision catalyzed by a Hsmar1 or SETMAR transposase source could have

played a role in the emergence and proliferation of the MITEs and solo-IRs.

Emergence of the SETMAR gene and the invasion of the ancient primate genome by

the Hsmar1 transposons took place within an overlapping evolutionary time window, between

40-58 myr ago [391]. Thus, it may be that the SETMAR protein played a role in regulating

Hsmar1 transposition. The 5’-UTR of the Hsmar1 transposon has significant promoter

activity, sufficient to drive transposase expression (not shown). Through its ability to bind to

Hsmar1 transposon IR sequences (Fig. 47), and to catalyze specific histone modifications

[389], SETMAR could induce local chromatin changes at the Hsmar1 transposase gene

promoter, thereby regulating transposase expression.

SETMAR has likely been under selection in human cells for a function other than its

residual nicking activity, but this function remains enigmatic. Cordeaux et al. (2006) have

found that selection has been preserving the IR-binding activity of the SETMAR transposase

[391]. Thus, the function of the SETMAR protein is likely associated with its ability to

specifically recognize numerous genomic binding sites represented by the Hsmar1 IRs. It is

tempting to speculate, that some of these binding sites are conserved because targeted

chromatin modifications by SETMAR at these genomic locations are required for normal

cellular functions. Ongoing work will have to clarify the past and present functions of

SETMAR, making use of the active Hsmar1 transposon as an experimental system.

3.1.7 Transposition of a reconstructed Harbinger element in human cells and

functional homology with two transposon-derived cellular genes (Paper X)

PIF/Harbinger is a superfamily of eukaryotic DNA transposons found in diverse genomes

including plants and animals [395, 401-405]. Only few PIF/Harbinger elements have been

reported to be active. The P instability factor (PIF) and its associated miniature inverted-

repeat transposable element called mPIF were found to actively transpose in maize [395]. In
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Figure 50. Schematic representation of Harbinger3_DR and
similarities of transposon-encoded proteins to cellular factors.
Structure of autonomous Harbinger3_DR elements. IRs are indicated
by gray arrows. The transposase (Tnp) and the Myb-like protein gave
rise to the domesticated vertebrate genes HARBI1 and NAIF1,
respectively.

rice, the mPing  element can be

mobilized upon trans-activation by its

autonomous partner Pong [393, 406].

Harbinger3_DR is one of the

three families of P I F / H a r b i n g e r

transposons described in the zebrafish

genome [407]. The family contains five

full-length elements predicted to be inactive due to mutations and about 1000 copies of a

shorter element called Harbinger3N_DR. Harbinger3N_DR does not have coding capacity,

but it shares most of its sequences including the IRs with Harbinger3_DR; therefore, these

elements likely used the transpositional machinery of autonomous elements for propagation.

Harbinger3_DR contains two genes flanked by short, 12-bp IRs and 3-bp TSDs. The first

gene encodes a transposase, whereas the second gene encodes a protein of unknown

function that contains a SANT/Myb/trihelix domain, and hence is referred to as the Myb-like

protein (Fig. 50) [403, 405, 407]. This motif is characterized by three alpha helices and the

conservation of three bulky aromatic residues, and might be involved either in a DNA-binding

function similar to that observed in Myb-related transcriptional regulators (Myb-like domain)

or in protein-protein interactions as described for chromatin remodeling factors (SANT-like

domain) [408]. Both genes encoded by Ping and Pong elements were recently found to be

required for mPing transposition [409].

Transposons can contribute to the emergence of new genes with functions beneficial

to the host via an evolutionary process referred to as “molecular domestication” (as

discussed in section 1.5.2.1.1). PIF/Harbinger transposons also contributed to the evolution

of cellular genes. In Drosophila, the DPLG1-7 genes were recruited from at least three

dictinct PIF-like transposase sources [405]. In vertebrates, the HARBI1 gene constitutes the

only known example of domesticated genes derived from a PIF/Harbinger transposase (Fig.

50) [407]. HARBI1 is conserved in all studied jawed vertebrates, and is most similar to the

Harbinger3_DR transposase with a 30-40% sequence identity. Since the putative catalytic
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motifs including the DDE triad present in PIF/Harbinger transposases [403, 407] are

preserved (Fig. 50), HARBI1 is expected to retain catalytic, transposase-related activities.

tBLASTn searches identified NAIF1 (nuclear apoptosis-inducing factor 1), also

referred to as C9ORF90, as a protein closely related to the Myb-like protein (Fig. 50). NAIF1

was previously characterized as a single-copy gene conserved across vertebrates [410]. An

alignment between the Myb-like transposon proteins and the fish, frog, bird and mammalian

orthologs of NAIF1 revealed high homology between the N-terminal region of NAIF1

(spanning residues 1 to 92) and the N-terminal region of the Myb-like protein (spanning

residues 1 to 90) with 36-38% of sequence identity (not shown). The position of the putative

trihelix motif and the three bulky aromatic residues are conserved in NAIF1 (not shown),

suggesting potential functional homology with the Myb-like protein. The NAIF1 and HARBI1

proteins are not detectable in the recently assembled genomes of the jawless vertebrates

Pertomyzon marinus (lamprey), tunicates Ciona intestinalis and Ciona savignyi (sea squirts),

and deuterostoma Strongylocentrotus purpuratus (sea urchin). Therefore, it appears that

both proteins have emerged in a common ancestor of jawed vertebrates after its separation

from jawless vertebrates some 500 million years ago. Phylogenetic analysis of the NAIF1

and HARBI1 proteins suggests that both highly conserved proteins have evolved in a similar

mode, which may be due to their involvement in the same molecular pathway. Functional

studies have shown that overexpression of human NAIF1 induced apoptosis, and that its N-

terminal region was critical for its apoptosis-inducing function [410]. However, the

physiological role of NAIF1 remains unknown.

Based on the consensus sequences established previously [407], transposon

components projected to be sufficient for Harbinger transposon mobility, namely, a non-

autonomous Harbinger3N_DR element and the coding sequences for both the transposase

and the Myb-like protein were synthesized. The transposon components were used to set up

a cell-based transposition assay similar to that established for Sleeping Beauty [85]. The

system consisted of a transposon donor plasmid carrying an SV40 promoter-driven

neomycin-resistance gene (neo) inserted into the consensus Harbinger3N_DR element

[pHarb(SV40-neo) in Fig. 51] and two helper plasmids expressing the transposase and the
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Figure 51. Transposition of the reconstructed Harbinger
transposon system in HeLa cells. The numbers represent the
mean values of the colony numbers in three independent
assays. The error bars indicate SEM.

   Human (in vivo)           N AGANATCGATCTCWGGATACGTATGTCN
   Zebrafish (in silico)      ATAGACATCGATCTCWGGATACGTATGTCTA

NN A59A46A76G48A63C67C98A63G98G98T61C54T61T39T52NN
NN G22NN T22C41T31T24T 2T48A 2A 2A24G37A26G32C26NN

Figure 52. Harbinger transposon integration sites. WebLogo
analysis of 23-bp insertion sequences. The most frequent
nucleotides at each position and the alternative, frequently
appearing nucleotides are indicated with their frequencies.
(bottom) Alignment of consensus target sequences derived from
de novo integration events of the reconstructed Harbinger
system in human cells and from in silico studies in zebrafish.

Myb-like protein [pFV4a(Tnp) and

pFV4a(Myb-like) in Fig. 51]. The

pHarb(SV40-neo) plasmid was transfected

together with either pFV4a(Tnp) or

pFV4a(Myb-like) or both in HeLa cells.

Transposition, and its efficiency, was

assessed from the numbers of G418-

resistant colonies. Cotransfection of either the transposase- or the Myb-like protein-

expressing plasmid together with the transposon donor construct did not increase colony

numbers (Fig. 51). However, coexpression of both proteins produced neomycin-resistant

colonies at a 2.7-fold higher rate than transfection with the donor plasmid alone, indicative of

chromosomal transposition events (Fig. 51). Because HARBI1 was found to be the most

closely related to the Harbinger3_DR transposase [407], the zebrafish ortholog of HARBI1

was also tested, and found to be deficient in transposition (not shown). Inactive transposase

mutants might act as regulators of transposition; however, coexpression of HARBI1 together

with the transposon components did not have any appreciable effect on Harbinger

transposition (not shown).

In silico analysis of a large number of Harbinger3_DR and Harbinger3N_DR integration

sites in the zebrafish genome revealed a 17-bp palindromic target site centered on the CWG

triplet [407]. To investigate target site

preferences of the reconstructed

Harbinger element in human cells, we

analyzed a total of 46 transposition events

isolated from three independent

transposition assays. 95% of the

insertions (44/46) were flanked either by

CAG or CTG trinucleotides. Sequence

logo analysis of the 46 genomic
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Figure 53. Physical interactions between the
transposase and the Myb-like protein, and
between HARBI1 and NAIF1 in human cells.
(A) Interaction of the transposase (Tnp) with the
Myb-like protein (Myb-like). Lysates and
immunoprecipitates (IPs) were analyzed by
Western blotting (WB) with anti-HA and anti-Myc
antibodies. (B) Specificity of the interaction
between Tnp and Myb-like protein. (C) Mapping of
interaction domains for Tnp and Myb-like protein.
(D) Physical interaction of HARBI1 with NAIF1.

integration sites revealed a 15-bp consensus sequence including the CWG target site (Fig.

52), which matches the zebrafish consensus in 15 out of the 17 base pairs (positions 1 and

17 being not conserved) (Fig. 52). Taking into account the alternative nucleotides at each

position in the zebrafish consensus, each of the 46 integration sites retains at least 12 out of

the 17 base pairs. Thus, our data demonstrate that the Harbinger transposon retains its

target site specificity independent of the host genome. This highly selective target site choice

by the reconstructed Harbinger element is unique even within the PIF/Harbinger transposon

family. Thus, the Harbinger transposon system may serve as a useful experimental tool for

investigating determinants of target site selection of mobile genetic elements, as well as for

establishing technologies for site-specific transgene integration.

Since both the Myb-like protein and the transposase were required for the

transposition process, their possible physical interaction was examined by

coimmunoprecipitation. Myc-tagged Myb-like protein (Myb-like/Myc) and hemagglutinin-

tagged transposase (Tnp/HA) were co-expressed in HeLa cells. The transposase was

precipitated with an anti-HA antibody, and the

immunoprecipitated proteins were analyzed for the

presence of the Myb-like protein by immunoblotting

with an anti-Myc antibody. As shown in Fig. 53A,

the anti-HA antibody coprecipitated Myb-like/Myc

(lane 4), indicating that the transposase and the

Myb-like protein form a complex in cells. This

interaction did not require transposon DNA

(compare lanes 4 and 6 in Fig. 53A) and was

specific, because the anti-HA antibody failed to

coprecipitate either Myb-l ike/Myc when

coexpressed with HA-tagged Jazz-SB transposase

[411] or Myc-tagged Rep78 of AAV when

coexpressed with Tnp/HA (Fig. 53B, lanes 3 and 4).
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Figure 54. Subcellular localization of the transposase and the
Myb-like protein. Colocalization assays of the full-length Tnp/HA
and Myb-like/Myc proteins. From the left, the first panel shows
DAPI staining, the second panel shows the green channel
(Alexa488), the third panel shows the red channel (Cy3.5) and the
last panel shows merged images. Scale bars=20 µm.

Reciprocal experiments confirmed these results, since an anti-Myc antibody coprecipitated

Tnp/HA when co-expressed with Myb-like/Myc, but not when co-expressed with Myc-tagged

Rep78 (data not shown). In order to map the regions of both the Myb-like protein and the

transposase that are essential for interaction, two deletion mutants were tested for each

protein by coimmunoprecipitation. Myb-like(1-85) expresses the N-terminal region and Myb-

like(80-221) lacks the N-terminal region of the Myb-like protein, whereas Tnp(1-141) contains

the N-terminal 141 residues and Tnp(136-343) is restricted to the C-terminal 209 residues of

the transposase. The anti-HA antibody coimmunoprecipitated Tnp(1-141) only when

coexpressed with Myb-like(80-221) (Fig. 53C, lane 6). These data indicate that the

interaction between the transposase and the Myb-like protein requires domains located in the

N-terminal region of the transposase (amino acids 1-141) and the C-terminal region of the

Myb-like protein (amino acids 80-221).

As a first step towards a functional analysis of HARBI1, we employed

coimmunoprecipitation to assess its possible interaction with NAIF1 (Fig. 53D). Analysis of

immunoprecipitates revealed efficient coprecipitation of Myc-tagged NAIF1 with HA-tagged

HARBI1 (Fig. 53D, lane 2), suggesting that HARBI1 and NAIF1 associate with each other in

cells. No immunoprecipitation was detected for cells coexpressing either NAIF1/Myc and HA-

tagged Jazz-SB (lane 3) or Myc-tagged Rep78 and HARBI1/HA (lane 4), showing specificity

of the interaction. These data provide

evidence for a transposase/Myb-like

protein interaction, and suggest that

such interaction plays a role in

transposition of H a r b i n g e r 3 _ D R.

Similar, HARBI1 interacts with NAIF1,

suggesting functional parallels to the

transposon components.

Having found that the Myb-like

protein interacts with the transposase,
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Figure 55. Subcellular localization of HARBI1 and NAIF1.
Colocalization assays of HARBI1/HA and NAIF1/Myc.

we examined the subcellular localization of both proteins. Red fluorescent protein-tagged

Myb-like protein displayed specific localization to the nuclei of transiently transfected HeLa,

whereas enhanced green fluorescent protein-tagged transposase was found to have

cytoplasmic and nuclear distribution. Coimmunofluorescence was next applied to investigate

potential effects of the transposase/Myb-like protein interaction on subcellular localization of

both proteins. When Tnp/HA was expressed alone, it predominantly localized in the

cytoplasm (Fig. 54, top). In contrast, when Tnp/HA and Myb-like/Myc were coexpressed, the

transposase was enriched in the nucleus, where the Myb-like protein localized (Fig. 54,

middle). Cotransfection of the Tnp/HA and Myc-tagged Rep78 showed Rep78 localization in

the nucleus and intranuclear centers as expected for Rep [412], and a predominant

transposase localization in the cytoplasm, similar to that observed in cells expressing

transposase alone (Fig. 54, compare bottom and top panels).

Subcellular localization of HARBI1 and NAIF1 was investigated using the same

experimental approach as described above. Both a physical interaction between HARBI1

and NAIF1 and their similarities to the transposon-encoded transposase and the Myb-like

protein suggest that the two proteins may colocalize in cells. Indeed, cells coexpressing

HARBI1/HA and NAIF1/Myc showed a dramatic relocalization of HARBI1 to produce a

nuclear pattern characteristic of NAIF1/Myc (Fig. 55, top). In contrast, coexpression of Myc-

tagged Rep78 with HARBI1/HA did not alter the subcellular localization pattern of HARBI1

(compare panels in Fig. 55). These results support the conclusion that NAIF1 promotes

nuclear localization of HARBI1. In sum,

both the Myb-like protein and NAIF1 are

nuclear proteins that aid nuclear import of

the transposase and HARBI1,

respectively, an important step in

biochemical reactions that involve DNA,

including transposition.

Interaction of transposase molecules with the terminal regions of the transposon is a

requirement for cut-and-paste transposition. In case of Harbinger3_DR, either one or both of
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Figure 56. DNA-binding activities of the transposase and the
Myb-like protein. (A) EMSA of MBP/Tnp(136-343) (1x=261 nM),
MBP/Tnp(1-141) (1x=261 nM), MBP/Myb-like(80-221) (1x=291 nM)
and increasing concentrations of MBP/Myb-like(1-85) (1x=320 nM)
mixed with a 486-bp Harbinger3_DR transposon probe (depicted in
Fig. 1A). (B) Mapping of the Myb-like protein binding sites. On the
top, a schematic of the Harb(SV40-neo) element is shown with the
relative positions of selected oligonucleotides used as probes in
EMSA. Each reaction was performed with (+) and without (-)
MBP/Myb-like(1-85) (600 nM). The sequences of the
oligonucleotides are indicated with the TIRs highlighted in black (in
probes A and N) and the 9-bp binding sites of the Myb-like protein
highlighted in gray. (C) Luciferase reporter assay. The diagram
represents reporter gene expressions (indicated on the y axis) in
HeLa cells from the plasmids indicated below, in the absence or
presence of pFV4a(Myb-like) and/or pFV4a(Tnp). The schematic
representation of the luciferase reporter construct in p5’-UTR/Luc
is depicted in the inset. (D) Chromatin immunoprecipitation (ChIP)
assay. Transposase-complexed DNAs were precipitated using
anti-HA antibody. PCR was performed with total DNA (Input DNA)
and immunoprecipitated DNA (IP) using primers for the luciferase
coding region generating a 195-bp product. M: size marker.

the two, transposon-encoded proteins is expected to have a DNA-binding function. The

PIF/Harbinger transposases and the HARBI1 proteins have been predicted to contain a

single HTH motif compatible with DNA-binding capacities [405]. Based on the presence of a

putative Myb-like trihelix domain with a highly electropositive predicted surface charge

(theoretical pI=10), the Myb-like protein is expected to have a DNA-binding activity [408].

In order to test the capacity of the transposase and the Myb-like protein to bind

transposon DNA, EMSA was employed using MBP-tagged, purified proteins. MBP/Myb-

like(1-85), MBP/Myb-like(80-221), MBP/Tnp(1-141) and MBP/Tnp(136-343) were incubated

with a probe corresponding to the 5’-UTR of the Harbinger3_DR transposon including the left

IR and flanking consensus target sequence. MBP/Myb-like(1-85) produced retarded bands,

whereas MBP/Myb-like(80-221) did not (Fig. 56A), demonstrating that the trihelix motif is

necessary and sufficient to bind DNA. No

shift was observed for either MBP/Tnp(1-

141) or MBP/Tnp(136-343), indicating

that only the Myb-like protein has the

capacity to bind transposon DNA (Fig.

56A). Increasing concentrations of

MBP/Myb-like(1-85) in the binding

reaction produced more slowly migrating

complexes, indicating either the

presence of multiple binding sites in the

probe that became saturated, or

multimerization of the protein upon DNA-

binding (Fig. 56A). In order to map the

binding sites of the Myb-like protein in

the transposon, an overlapping series of

double-stranded ol igonucleot ides

covering the full consensus sequence of
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Harbinger3N_DR was tested for binding. Three binding sites were identified in both ends of

the transposon sharing the 9-bp palindromic sequence motif 5’-GCGTACGCA (Fig. 56B).

This sequence motif indeed contitutes the binding site of the Myb-like protein, because an

oligonucleotide lacking the site was not shifted (compare probes B and B- in Fig. 56B). We

conclude that the Myb-like protein binds six sites in the transposon ends via its trihelix motif.

Since NAIF1 is predicted to have a trihelix motif similar to that described for the Myb-like

protein, we tested its ability to bind DNA. Using the same probe as above, NAIF1 was found

to bind to DNA, but no shift was observed for HARBI1 (not shown).

The SANT/myb/trihelix motif was found to function as a DNA-binding domain for a large

number of transcription factors [408]; thus, the myb-like protein may play a role in

transcriptional regulation of the transposase [407]. Transcriptional activation of the 5’-UTR of

the transposase gene fused to a luciferase reporter was measured in an in vivo one-hybrid

DNA-binding assay (Fig. 56C). The p5’-UTR/Luc and the control pTATA/Luc reporter

plasmids were transfected into HeLa cells with or without pFV4a(Myb-like) and pFV4a(Tnp).

The Myb-like protein apparently did not affect reporter expression (Fig. 56C), arguing against

a role in transcriptional regulation of the transposase gene.

To investigate potential recruitment of the transposase into a complex formed by the

Myb-like protein and transposon DNA, in vivo chromatin immunoprecipitation (ChIP) was

used following cotransfection of cells with plasmid DNA containing the 5’-UTR of

Harbinger3_DR and Tnp/HA with or without Myb-like/Myc (Fig. 56D). The 5’-UTR of SB

together with HA-tagged SB transposase served as positive control for the assay. After

cross-linking, transposase-complexed DNAs were precipitated using anti-HA antibody

coupled to agarose beads, and amplified using a diagnostic PCR. As expected, S B

transposon DNA was precipitated in an SB transposase-dependent manner irrespective of

coexpressed proteins (Fig. 56D, lanes 1, 3, 5 and 7). Similar, precipitation of Harbinger

transposon DNA required expression of the Harbinger transposase (compare lanes 2 and 8),

but was only seen when the transposase was coexpressed with Myb-like/Myc (Fig. 56D, lane

2), but not when coexpressed with Rep78/Myc (Fig. 56D, lane 6). PCR products were only

recovered in antibody-treated samples (Fig. 56D). Taken together, the results suggest that
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Figure 57. Model of the early steps of Harbinger
element transposition. The transposase and the Myb-
like protein form a complex in cells. The Myb-like
protein promotes nuclear import of the complex, and
binds to subterminal sequences in the transposon ends
through its trihelix domain. The Myb-like protein recruits
the transposase to transposon DNA.

the Myb-like protein contributes to Harbinger transposition by binding to the transposon DNA,

and by recruiting the transposase to the transposon ends.

Our data are compatible with a transpositional model in which the two, transposon-

encoded proteins contribute distinct functions to provide a transpositionally active complex

(Fig. 57). The Myb-like protein promotes nuclear import of the transposase, and likely

participates in forming a synaptic complex by directly binding to subterminal regions of the

transposon and by recruiting the transposase to the transposon ends. Although quite unique

among eukaryotic transposons, the requirement for multiple transposition factors is not

without precedent. For example, transposition of

the En/Spm  element in maize was found to

require two proteins, TnpA and TnpD, encoded

by alternatively spliced transcripts derived from a

single transcription unit [413]. The differential

expression of the H a r b i n g e r  element

transposase and the Myb-like protein may

contribute to the regulation of transposition: an

intr iguing concept subject of future

investigations.

The cellular functions of the vast majority of domesticated, transposon-derived genes

remain largely enigmatic. We made steps towards functional characterization of the

vertebrate HARBI1 and NAIF1 genes, and established functional homologies with the

transposon-encoded proteins. Namely, similar to the interactions between the transposase

and the Myb-like protein, NAIF1 interacts with HARBI1, promotes nuclear import of HARBI1,

and acts as a DNA-binding protein. Thus, HARBI1 is expected to function in a DNA

recombinational reaction together with NAIF1 as a cofactor. In functional analogy, NAIF1

might be a DNA-binding cofactor of HARBI1. Future investigations into the mechanism of

Harbinger transposition and its regulation should facilitate novel discoveries regarding the

cellular functions of NAIF1 and HARBI1.
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3.2 DNA transposons as a gene delivery platform for genetic manipulations in

vertebrates

3.2.1 Development of hyperactive Sleeping Beauty transposon vectors by mutational

analysis (Paper XI)

Considerable effort has been devoted to the development of gene delivery strategies for the

treatment of inherited and acquired disorders in humans (see section 1.6.3). A relatively new

addition to the gene therapist’s toolbox is TE-based gene vectors [85, 259]. Until very

recently, transposon vectors were not available for genetic analyses in vertebrates. This is

because the vast majority of elements currently residing in vertebrate genomes are

transpositionally inactive [20, 31, 49, 220]. To address this problem, we reconstructed active

transposons from vertebrate genomes (see previous sections). In particular, the SB system

shows efficient transposition in a variety of vertebrate (including human) cell lines in tissue

culture [102, 259] and in the mouse in vivo, both in somatic tissues [266] and in the germline

[243, 267-269, 275].

Recent experiments from several laboratories have demonstrated some advantages

of SB over the currently used viral and nonviral vectors, including stable, single copy

integration [266, 414], use of simple plasmid vectors [259, 414], and long-term expression of

integrated transgenes at therapeutic levels [266, 311, 315, 316, 320]. However, in vivo

transformation rates with naked SB plasmids administered through the tail vein into mice

were only around 5% in the liver [266]. Two immediately obvious areas where the efficiency

of SB-mediated gene transfer could potentially be improved are the efficiency of vector

delivery and the intrinsic transpositional activity of the element itself.

Previous improvements to transpositional activity have been made by manipulating

either the transposon IRs or the transposase protein. For example, hyperactive SB vectors

have been generated by reducing the length of vector DNA outside the transposon in donor

plasmids [259], or by the introduction of site-specific mutations into the IRs [334]. However,

even the improved vectors are subject to size-restrictions: transposition frequency of SB

decreases with increasing the length of the transposon [259, 414, 415]. Large (>10 kb)
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Figure 58. Mutations in the right inverted repeat
of Sleeping Beauty interfere with transposition,
but not with the binding capacity of the
transposase. (A) Schematic representation of the
SB transposon. The transposase gene is flanked by
IR/DR-type inverted repeats (black arrows), which
contain the binding sites for the transposase (white
arrows at the ends of the IRs). Two base pair
changes were introduced at the terminus of the right
IR. The C in the sequence 5’ CAGTTGAAG… is the
first base of the transposon. (B) A transposon with
mutant right IR cannot transpose. Efficiency of
transposition is assessed as an increase in G418-
resistant colony numbers in the presence (SB) versus
in the absence (βgal) of transposase. Numbers are
per 3x104 transfected HeLa cells. The graphs show
that a transposon that has the mutant IR (T*/neo)
cannot be mobilized by the transposase. ( C )
Transposase can bind the mutant IR. Electrophoretic
mobility shift assay using 32P-radiolabeled wild-type
(wt) or mutated (IR*) IR fragments as probes and N-
123, a derivative of SB transposase containing the
specific DNA-binding domain of the SB transposase
within the N-terminal 123 amino acids.

pieces of genomic DNA flanked by two identical copies of Paris elements have been

mobilized in Drosophila virilis [416]. Paris is a Tc1/mariner-type transposon, indicating that

mimicking such a naturally occurring arrangement could possibly extend the capacity of SB

vectors to transpose large DNAs.

The “sandwich” element is a new transposable entity, in which DNA flanked by two

copies of SB is mobilized. A requirement for such a transposon to work is the inability of the

individual SB units to transpose on their own. The terminal nucleotides of Tc1 element in C.

elegans  have been previously shown to be

required for element excision [417]. Therefore, the

terminal 5’-CA bases of the right IR of a neo-

tagged SB transposon (pT/neo) were mutated to

5’-GC (Fig. 58A). To test the effect of these

mutations on transposition, the activity of pT*/neo

(with mutant right IR) transposon donor construct

was compared to that of pT/neo (wild-type control),

using the transposition assay described above. In

the negative control, a plasmid expressing β-

galactosidase (pCMVβ) replaced the transposase.

The results showed that the CAGC mutations

completely abolish transposition of T*/neo (Fig.

58B), indicating that transposition of individual SB

elements from sandwich constructs can be

efficiently inhibited.

All four binding sites within the IR/DR

structure (Fig. 58A) are required for SB

transposition [259]. Therefore, a further

(suspected) requirement for the sandwich

transposon to work is that the transposase should
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Figure 59. The sandwich Sleeping Beauty vector shows enhanced
capacity to transpose long transgenes. (A) Outline of wild-type and
sandwich SB transposons. In the sandwich vector, two complete SB
elements flank a transgene to be mobilized in an inverted orientation.
The individual SB units cannot transpose due to the mutations in their
right IRs (asterisks). Only the full, composite element can transpose.
The small, white arrows are the binding sites for the transposase within
the left (large black arrows) and right (large white arrows) IR/DR
repeats. (B) Comparison of the respective transpositional efficiencies of
wild-type and sandwich transposon vectors. Transfections were done in
human HeLa cells, and efficiency of transposition is expressed as a
ratio of colony numbers in the presence versus in the absence of
transposase. The graphs show that the sandwich transposon vector
(black columns) has superior ability over wild-type transposons to
integrate transgenes longer than 7 kb.

be able to bind to all of its binding sites within the composite element. Both the wild-type and

mutant IRs were radiolabeled, and their ability to be bound by the transposase examined in a

mobility shift experiment, using N123 (the DNA-binding domain of SB transposase) (Fig.

58C). The results showed no difference between the wild-type and the mutant IR fragments

in terms of binding to N123 (Fig 58C, lanes 2 and 4). These results therefore demonstrate

that the induced mutations interfere only with the catalytic steps of transposition, but not with

SB transposase binding.

Next, marker transgenes were cloned between two T* transposons (containing no

transgene) in an inverted orientation, thereby forming a sandwich-like arrangement, from

which the two individual SB elements cannot excise, but together define a new composite

element (Fig. 59A). The structure of the sandwich transposon is therefore as follows: (intact

left IR)-body of SB element-(disabled right IR) -- insert with a selection marker -- (disabled

right IR)-body of SB element-(intact left IR). Earlier results showed that, although SB was

able to transpose transgenes of up to ~10 kb, the efficiency of transposition significantly

dropped as the elements got longer

than 4 kb in length [259]. Therefore,

a 4.7-kb piece of DNA was

subcloned into the sandwich vector

to yield a total transposon length of

about 7.7 kb (construct pT/SA7.7 in

Fig. 59B). An additional 4.5 kb piece

of DNA containing the lacZ gene

was subcloned into pT/SA7.7 to

yield a total transposon length of

12.2 kb (construct pT/SA12.2 in Fig.

59B).

T h e  e f f i c i e n c y  o f

transposition of the sandwich
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constructs was tested using the in vivo transposition assay and wild-type transposon

constructs as controls for comparison. The sandwich transposon T/SA7.7 jumped about 3-

fold more efficiently than the similar size, wild-type marker transposon T7.5, and about 2.2-

fold more efficiently than T6.2, a wild-type transposon that contains the same transgene

insert as T/SA7.7 (Fig. 59B). This result indicates that the sandwich vector is indeed more

efficient in transposing relatively long DNA fragments than wild-type SB. Transposition of the

sandwich element T/SA12.2 was still more efficient than that of a 10.3-kb-long wild-type

transposon (Fig. 59B). However, the sandwich transposon apparently abides the same rule

as wild-type SB, namely, that transposition rates are inversely proportional to the length of

the transposon (Fig. 59B) [259]. Our results suggest that increasing the numbers of binding

sites for the transposase can improve transposition of large size transposable elements, and

establish the sandwich element as a useful transposon vector for stable integration of large

transgenes. The structure of the sandwich transposon is somewhat similar to that of the

bacterial transposons Tn5 and Tn10. These elements might have been fortuitously

generated by transposition of two insertion sequence (IS) elements on both sides of an

immobile segment containing antibiotic resistance genes (Fig. 2E) [88, 418]. This situation

can also arise, probably by chance, in other transposition systems, resulting in new,

composite, mobile elements. Indeed, a pair of Paris elements that flank a nonrepetitive

sequence of more than 10 kb in an inverted orientation was shown to be able to transpose in

Drosophila virilis [416].

Why does the sandwich vector transpose long transgenes better than the wild-type

SB  transposon? We have shown earlier that 1) long elements tend to transpose less

efficiently than short ones, likely because the ends of long elements cannot pair easily during

synaptic complex formation [259]; and 2) the DNA-bending protein HMGB1 plays an

important role in SB transposition likely by aiding the pairing of transposon ends (see section

3.1.1.1.4) [335]. Thus, we suggest that an increase in the number of transposase binding

sites (from four to eight) in the sandwich transposon can partially rescue synaptic complex

formation of long elements, presumably due to the more pronounced action of transposase-

transposase interactions and HMGB1 at the transposon inverted repeats. Artificially made,

               dc_67_10



115

sandwich-like Mos1 mariner elements similar to the ones described here for SB have been

found to have increased mobility in Drosophila [419], suggesting common underlying

mechanisms in composite transposon mobilization in the Tc1/mariner family.

Transposons and their hosts have coevolved, and developed strategies that reduce

the negative effects on the host but ensure proliferation of the element [31]. Thus, those

elements that were apparently very successful in propagating themselves within a genome

and in colonizing new genomes through horizontal transmission, such as SB [49, 220], are

unlikely to represent their most active forms. This predicts that hyperactive versions of

transposases can be generated by mutational analysis, which is the case for several

transposases including Tn5 [36, 420, 421], Tn10 [422], Himar1 [423] and SB [414]. There are

several mechanisms of hyperactivity in transposases. For example, hyperactive phenotypes

of the bacterial element Tn5 are due to either the reduction of the self-inhibitory activity of

intact Tn5 transposase [421], a reduced affinity of an inhibitor protein to the transposase [36],

or an increase in the binding affinity of the transposase to its binding sites within the

transposon IRs [420]. The combination of these three hyperactive mutants yields a

synergistic effect, leading to an extraordinarily active transposase [424]. Interestingly, amino

acid replacements that change glutamic acid (E) residues to lysine (K) led to hyperactive

transposase versions in three different transposon systems, Tn5 [420, 421], Tn10 [422] and

Himar1 [423]. Introducing a proline residue, a secondary structure breaker, at a defined site

in the Tn5 transposase also resulted in a hyperactive mutant [36].

Mutations into genes can be introduced in either a random or site-directed fashion.

We explored two different approaches of site-directed mutagenesis of the SB transposase: 1)

replacement of acidic amino acids with basic amino acids; and 2) incorporation of naturally

occurring sequence variants into the transposase. Based on findings that some of the Tn5,

Tn10 and Himar1 hyperactive mutations are acidic to basic amino acid replacements, we

hypothesized that similar mutations also have the potential to increase transpositional activity

of the SB transposase. There are altogether 28 aspartic acid (D) and glutamic acid (E)

residues in the SB transposase, from which 15 are not predicted to have crucial functions in

the transposase; these were replaced by either lysine (K) or arginine (R) residues.
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Figure 60. Effects of amino acid substitutions on the
efficiency of Sleeping Beauty transposition. (A) Effects of
single amino acid replacements. Shown are the transpositional
efficiencies of 22 single-amino-acid mutants of the transposase
relative to the wild-type (SB10) transposase (white column).
From these, 15 are E to K/R mutations, 5 are proline mutations
in the linker region between the DNA-binding- and catalytic
domains and 2 are naturally occurring sequence variants. The
three individual hyperactive mutants identified in this screen are
shown as black columns. (B) Effects of hyperactive mutations in
combinations. Transposition was assayed in human HeLa cells,
and the activity of wild-type transposase (SB10, white column)
is taken as a reference and set to 100%.

Mutations E6K, D10K, D17K, D68K,

D86K, E92K, E93K, E158K, D164K,

E174K, E216K and E321R reduced

transposit ion frequency to barely

measurable levels, whereas D140K and

D142K reduced transposition to about 70%

and 50%, respectively (Fig. 60A), indicating

that these amino acids play critical roles in

S B  transposase activity. Importantly,

however, transposition activity of D260K

was about 40% higher than that of wild-

type SB (Fig. 60A), demonstrating that an

acidic-to-basic change in this position

improves the function of the transposase.

Our second approach for mutagenesis of the SB transposase was to introduce amino

aids that naturally occur in SB or related transposases. Such an approach has been shown

to be useful for the generation of hyperactive versions of SB [414]. We evaluated the effects

of two amino acid changes in the transposase: R115H and R143C. The R115H substitution

was made based on a comparison between SB and the Tdr1 transposase in zebrafish [80].

These two transposable elements represent closely related subfamilies of Tc1-like

transposons in fish genomes, and show about 80% identity in transposase sequence.

Therefore, these two sequences probably represent variants of a transposase that had been

selected for activity in nature. The amino acid residue in position 115 in the Tdr1 transposase

is a histidine, which is expected to preserve the positive charge in this position of the

transposase polypeptide. The second mutant that we tested, the R143C substitution, is a

naturally occurring mutation in the SB transposase, possibly generated at a mutable CpG

site in the transposase gene. The R143C mutant is also called SB9, and represents a

particular intermediate version of the transposase that we obtained during the reconstruction

process of the SB transposase gene [85]. Both the R115H and the R143C mutants showed
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hyperactivity: R115H by about 60% and R143C by about 25% compared to the wild-type SB

transposase (Fig. 60A).

Next, we asked the question whether combinations of the D260K, R115H, and R143C

hyperactive mutations would result in an additive or a synergistic effect. Towards this end,

the three possible double mutants and a triple mutant was engineered. R115H/D260K

showed a 3.7-fold, R115H/R143C a 3.2-fold-, R143C/D260K a 2.6-fold-, and the

R115H/D260K/R143C combination a 2.3-fold increase in transposition activity compared to

the wild-type transposase (Fig. 60B). These results indicate that the R115H mutation acts

synergistically with both D260K and R143C. We sought to determine whether incorporation

of the previously described T136R/M243Q/VVA253HVR hyperactive mutations (collectively

referred to as S B 1 1 ) [414] would further increase transposition activity of our

hypertransposing mutants. SB11  showed a 2.3-fold higher activity than wild-type

transposase, and this level of activity remained unchanged when SB11 was combined with

the R115H/D260K mutations (Fig. 60B). Altogether, our results demonstrate that a

mutagenesis approach to the development of hypractive transposases is viable.

In summary, by using a limited site-directed mutagenesis screen, we identified

hyperactive versions of the SB  transposase. The rationale behind the change of all

nonconserved acidic amino acid residues to basic amino acids is that in several transposition

systems, including Tn5 [420, 421], Tn10 [422] and Himar1 [423], some hyperactive mutations

fall into this class. Acidic-to-basic amino acid changes might eliminate (or at least reduce) the

unfavorable charge-charge interaction between the acidic amino acid residues and the

negatively charged phosphate backbone of the transposon (or target) DNA [420], or might

overcome the self-inhibiting properties of transposase [421]. Most of the mutations that we

introduced into the SB transposase resulted in a decrease in the efficiency of transposition

(Fig. 60A), suggesting very little functional redundancy in the transposase sequence. A

marked sensitivity of transposase to mutations was previously noted for the Mos1 mariner

element [74]. Nevertheless, one of the substitutions, the D260K mutation, produced a

hyperactive phenotype. The aspartic acid in position 260 is either lysine or arginine in other

Tc1-like transposases (Fig. 61), suggesting that lysine and arginine can better function in that
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SB           --SKVVAKWLKDN----KVKVLEWPSQSPDLNPIE--
Hagfish      --SRLCQNDLRREEQDGRLQIMEWPAQSPDLNPIE--
Catfish      --RKSTKE-LKKR-----KRVME-PSQSLDLNAIE--
Frog Prince  --SKSTTEWLKKN----KMKTLEWPSQSPDLNPIE--
Tc1          --SLHVRSWFQRR----HVHLLDWPSQSPDLNPIE--
Tcb1         --SGHVANWFRRR----RVNLLEWPSQSPDLNPIE--
Tcb2         --SKHIKEWFRRR----HVDLLDWPSQSPDLNPIE--
Himar1       --SLRTMAKIHEL----GFELLPHPPYSPDLAPSD--

V253H and A255R hyperactive
mutations in Sleeping Beauty

D260K hyperactive mutation
in Sleeping Beauty

H267R hyperactive
mutation in Himar1

Catalytic E/D residue

Figure 61. Locations of hyperactive mutations. Amino acid
alignment of transposase segments of Tc1-like transposons and that of
the Himar1 mariner element highlights a region where several
hyperactive mutations are located. The alignment shows that D260 of
SB is not conserved: several Tc1-like transposases contain lysine or
arginine in this position. The E residue (D in Himar1) of the DDE
catalytic triad is indicated.

sequence context. It is possible, that

a particular version of fish Tc1-like

transposases did contain K or R at

position 260, but this amino acid got

replaced at some point during

transposase evolution, because it is

functionally non-essential for the

transposase. It is important to note

that four hyperactive mutations

reported from Tc1/mariner elements are located within the same eight-amino-acid segment

in the catalytic domains of these transposases (Fig. 61). The D260K mutation (this work),

and the V253H and A255R mutations [414] in Sleeping Beauty, and the H267R mutation in

Himar1 [423] all map to the same region just preceding the E/D residue of the DDE (DDD in

mariner elements) catalytic triad (Fig. 61). It is therefore possible that these mutations result

in a slight conformational change that is more favorable for catalysis. Because three out of

these four mutations are K and R replacements (Fig. 61), the local shift to positive charge

might enhance target DNA capture, a function likely encoded in the catalytic domain [112,

114]. Further biochemical work will be required to substantiate either of these hypotheses.

Using the apparently successful paradigm of incorporating phylogenetically

conserved amino acids from related transposases into SB, 53 single amino acid variants

were tested for activity in human HeLa cells. 25 of these substitutions resulted in

hyperactivity as compared to the original SB transposase, underscoring the biological

relevance of our phylogenetic approach. Subsequently, this collection of substitutions was

supplemented with hyperactive mutations reported earlier [337, 414, 425, 426], resulting in a

library of 41 clones, each containing a single hyperactive mutation.  None of these individual

mutations resulted in hyperactivity higher than 4-fold. However, as demonstrated above,

combinations of individual mutations could potentially result in additive or synergistic effects.

Due to the large number of possible combinations of 41 variants, it was necessary to develop

a high-throughput, PCR-based, DNA-shuffling strategy and screening in mammalian cells. A
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Figure 62. Comparison of different hyperactive versions of the SB
transposase in transfected human HeLa cells. (right) Respective Petri
dishes with stained, antibiotic-resistant cell colonies obtained with the
original SB transposase as well as with the SB100X hyperactive variant.

library of mutant transposase

genes was established with an

average number of two mutations

per gene in the hope of identifying

pairwise, synergistic combinations.

The best 38 clones isolated from

2,000 clones screened in total

showed up to 25-fold higher activity

as compared to the original SB transposase. On average, the best 8 of the 38 clones carried

3.6 mutations per gene, supporting our hypothesis that the key to achieve a higher degree of

hyperactivity is finding the right combination of multiple hyperactive variants. We observed

that 16 of the 41 hyperactive mutations were never recovered in combinations (“unfriendly”

mutations), while 25 appeared repeatedly in the most hyperactive versions, indicating that

only a fraction of hyperactive combinations are compatible with others (“friendly” mutations).

Four clones were selected and used as a base for further rounds of manual combinations

with “friendly” mutations identified by the screen. This strategy yielded a series of mutants

displaying hyperactivity in a range of ~10-80-fold (Fig. 62). The most hyperactive version,

hereafter referred to as SB100X, contained six combinatorial units that yield nearly 4,500,000

possible combinations, underscoring the necessity of combining “high throughput” and

“analytical” strategies [427]. The availability of the novel hyperactive transposases may

contribute to the development of efficient and safe non-viral vectors that would greatly

facilitate clinical implementation of ex vivo and in vivo gene therapies and functional

genomics studies.

3.2.2 Frog Prince transposon-based RNAi vectors mediate efficient gene knockdown

in human cells (Paper XII)

The recent discovery and development of RNA interference (RNAi) to knock down the

expression of a gene-of-interest has brought a widely applicable tool into the toolbox of the
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molecular or developmental biologist. RNAi is a mechanism of post-transcriptional gene

silencing mediated by double-stranded RNA (dsRNA) (reviewed in [428]). While introduction

of long dsRNA works well in such organisms as C. elegans and Drosophila, it induces a

strong cytotoxic effect in mammalian somatic cells [429]. Synthetic, 21-23-nucleotide short

interfering RNAs (siRNAs) were shown to circumvent this response [430, 431]. However,

despite their efficient and specific suppression of gene expression, siRNAs are costly to

manufacture, the silencing effect is short-lived, and generation of stable knock-down cell

lines (or organisms) is not possible. A refinement of this technique demonstrated that vector-

based siRNAs allowed efficient gene silencing in transgenic cell derivatives due to stable

chromosomal integration. These vectors express siRNAs through either convergent or

divergent transcription [432, 433], or by expression from an Pol III promoter, such as U6 or

H1, of a hairpin-containing inverted repeat, called short-hairpin RNA (shRNA) [434-436].

Initially, plasmid DNA was used as the vector, but this is inefficient in chromosomal

integration. Stable cell lines containing and expressing shRNAs can be generated by

cotransfection of a selectable marker or by placing the selectable marker on the shRNA

expression plasmid [434]. However, expression of the selectable marker does not guarantee

that the shRNA expression cassette is integrated and that it is expressed at a level high

enough to elicit the desired silencing effect in either of these cases. This is because

chromosomal integration of plasmid constructs is probably preceded by random breakage in

the plasmid, which could prevent linkage of the marker and the shRNA expression cassette

[437]. Viral vectors, such as retroviruses and lentiviruses, were developed to alleviate these

problems [438, 439]. However, viral vectors impose problems such as a requirement for

specialized laboratories, and complicated construction and preparation. Clearly, RNAi

technology would benefit from the development of simple, plasmid-based vector systems that

allow efficient chromosomal integration and stable expression of shRNA expression

cassettes both in tissue culture and in vivo.

Transposons can be harnessed and developed into useful genetic tools (see section

1.6). In particular, the SB element has been developed as an efficient vector for gene

transfer and insertional mutagenesis in vertebrates as well as for gene therapy in humans
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Figure 63. Stable knockdown of EGFP expression with Frog Prince-based
shRNA expression vectors. (A) Schematic of Frog Prince-based shRNA vectors.
The parental FP transposon contains the neomycin resistance gene (NEO) driven
by the SV40 promoter (SV40) and followed by the SV40 polyadenlyation signal
(SV40-pA) between the left and right flanking terminal inverted repeats (IRs). The
H1 promoter expression cassette from pSUPER was subcloned between the
polyadenylation signal and the right IR to generate pFP/Neo-H1. (B) Comparison
of efficiencies of colony formation and EGFP knockdown with pSUPER- versus
pFP-based shRNA vectors. A HeLa-derived cell line stably expressing EGFP was
cotransfected with pSUPER/EGFP4 and pFP/Neo (upper panel), or pFP/Neo-
H1/EGFP4 and pFV-FP (lower panel). Two days after transfection, the cells were
diluted and plated into 96-well plates. After two weeks under G418 selection,
EGFP expression was analyzed for resistant colonies in each well with a plate
reader. Colonies were then fixed, stained and counted. The EGFP expression level
per colony was calculated and graphically displayed using the Treeview program.
Each square pixel represents a well and is color-coded. Black represents empty
wells, while the shades of green reflect the level of EGFP expression per colony,
with dark meaning a low level and bright meaning a high level.

[239]. Two recent reports have shown the utility of the SB system as an shRNA vector.

Heggestad et al. (2004) demonstrated stable knockdown of both GFP and lamin A, whereas

Chen and colleagues reported long-lasting knockdown of the human huntingtin transcript in

human cells [280, 318]. The availability of multiple, transposon-based vector systems

broadens the utility of these elements as genetic tools. Thus, another transposon of the

Tc1/mariner superfamily, named Frog Prince (FP), was reconstructed from inactive elements

found in the genome of the frog species Rana pipiens (see section 3.1.5) [382].

We assessed the utility of F P-based transposon vectors for efficient delivery and

expression of shRNAs in cultured mammalian cells. The H1 Pol III promoter expression

cassette from pSUPER [434] was subcloned into the FP transposon to drive expression of

shRNAs. The H1 expression cassette was subcloned into the 3' end of the FP transposon,

between the polyadenylation signal of the neomycin-resistance (neo) expression cassette

and the right terminal inverted repeat, and the resulting construct was denoted as pFP/Neo-

H1 (Fig. 63A). EGFP was chosen as the initial target for proof-of-principle tests. Four anti-

EGFP shRNA oligonucleotides were designed using web-based parameters, and subcloned

into both pSUPER and

pFP/Neo-H1 for transient

analysis. One of these

(hereafter referred to as

EGFP4) resulted in over 90%

reduction in mean EGFP

fluorescence in transient

transfection assays using

both pSUPER-based and

transposon-based vectors

with either orientation of the

H1 shRNA expression

cassette (not shown). The
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EGFP4 shRNA oligo was subcloned into pFP/Neo-H1 to generate pFP/Neo-H1/EGFP4.

EGFP knockdown was examined in a stably transgenic, HeLa-derived, EGFP-expressing

clonal cell line. Cells were transfected with either pFP/Neo-H1-EGFP4 plus pFV-FP

(transposition-mediated stable transgenesis) or with pS/EGFP4 plus pFP/Neo as a

selectable marker (“no-transposition” control). The cells were plated to a 96-well plate such

that pFP/Neo-H1-EGFP4-transfected cells gave at least one colony in almost every well.

After two weeks under G418 selection, the level of EGFP expression per well was measured

using a plate reader. The cells were then fixed, stained, and the colonies counted. The value

of EGFP expression per colony was calculated and expressed in a graphical format. In Fig.

63B, each rectangle represents a 96-well plate, with each pixel being one well. The pixels

are color-coded according to the level of EGFP expression per colony - with black meaning

no colonies, and increasingly lighter shades of green meaning higher EGFP expression per

colony. pFP/Neo-H1-EGFP4 was clearly more efficient at forming antibiotic resistant

colonies, as 95 of the 96 wells contained colonies, whereas only 52 of 96 wells contained

colonies for pS/EGFP4 (Fig. 63B). Furthermore, the average level of EGFP expression in

wells with colonies was overall reduced in pFP/Neo-H1-EGFP4 colonies compared to

pS/EGFP4. We conclude that FP transposon-based shRNA vectors are more efficient at

colony formation and EGFP knockdown than non-transposon, plasmid-based vectors.

In summary, we showed that the Frog Prince-based shRNA system is capable of

knocking down transcripts in human cells. In addition, it functions both transiently and in

stable cell clones, either individually picked or pooled. Our results show that both the number

and the knockdown effect of shRNA-expressing colonies are higher with the transposon-

versus the plasmid-based approach. When the transposon vector system is used for

establishing stable knockdown lines, the probability that an antibiotic-resistant clone is also a

good knockdown clone was higher. One explanation is that transposition-mediated genomic

integration maintains the shRNA cassette and the selectable marker physically linked within

the transposable element. This can enhance the stability of the gene knockdown effect,

compared to non-transposase-mediated integration, where the cleavage of the plasmid DNA
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occurs randomly prior to chromosomal integration [437], which may lead to physical

separation of the selectable maker and the shRNA expression cassette.

Together with previous studies demonstrating S B transposon-based stable

knockdown of gene expression [280, 318], our data establish the advantages of transposon-

based shRNA vectors for both stable and long-term knockdown of a target transcript. The

availability of multiple transposon-based RNAi vectors increases the utility of these elements

for regulating gene expression in vertebrates. The FP-shRNA system lends itself not only to

generation of stable knockdown lines in cell culture, but also to generation of knockdown

model organisms. The FP transposon system has shown activity in a wide host range of

vertebrate cell types in culture, as well as in zebrafish embryos (see section 3.1.5) [382].

With the inclusion of either an inducible promoter or a tissue-specific promoter, the FP-

shRNA system would allow spatial and temporal control over the silencing of

developmentally important or essential genes, as well as generation of animal models of

human disease through localized inhibition of specific targets.

RNA interference has also generated much interest as an alternate method for gene

therapy, focusing on loss-of-function rather than gain-of-function. Current targets being

tested include cancer, single gene disorders and viral infections (reviewed in [440]). The FP-

shRNA system is perfectly suited as a vector for these applications. In addition to the

benefits stated above over plasmid- and viral-based systems, the FP transposon is expected

to be active in many, if not all, human cell types.

3.2.3 Comparative analysis of transposable element vector systems in human cells

(Paper XIII)

The above sections provide important examples for the utilty of SB and FP transposon-based

gene vectors for genetic applications. However, the transposon toolkit is expanding, as other

transposons have been recently shown to catalyze efficient transposition in vertebrate model

organisms. The Tol2 transposon is a member of the hAT  superfamily of TEs, and is

endogenous in the medaka fish (Orizyas latipes) [242]. Tol2 is the preferred transposon
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Figure 64. Transposase and transposon
constructs for comparative studies. Donor
constructs. Arrows represent transposon inverted
terminal repeats, blue arrowheads: SV40 promoter;
neo: neomycin resistance gene. Helper constructs.
Orange arrowheads: CAGGS promoter driving
expression of the different transposases.

system for transgenesis and insertional mutagenesis in zebrafish, and it is considered to be

the current standard for the functionality and activity of the hAT transposon family in

vertebrates including frog, chicken and mouse cells (reviewed in [441]). PiggyBac (PB) was

isolated from the cabbage looper moth (Trichoplusia ni), and is a founder of the piggyBac

superfamily of transposons [442]. It is active in mouse and human cells [256, 443, 444], and

shows a great potential as a tool for transposon-based reprogramming of induced pluripotent

stem (iPS) cells for regenerative medicine [445, 446] as well as for insertional mutagenesis in

mice [256, 443, 447].

The SB, Tol2 and piggyBac transposon systems not only differ in their phylogenetic

origin, but might also differ in their biochemical properties affecting their activities under

specific experimental conditions. Thus, an informed decision on which transposon vector

system to use for a particular experimental goal should ideally be based on a comparative

assessment of the properties of each system. However, a careful side-by-side

characterization of these diverse transposon vector systems has been lacking.

Overall transpositional activity presents one of the main limiting factors for any

transposon application. In order to enhance transposition efficiency, significant efforts have

been put into modifications of the transposon systems, such as codon optimization for

enhanced transposase expression, production of hyperactive transposase variants by

mutagenesis and modification of the transposon

IRs [337, 414, 425, 426]. Two recent outcomes of

such efforts are a mouse codon-optimized

piggyBac transposase gene (mPB) [448] and a

hyperactive SB transposase called SB100X (see

section 3.2.1) [427]; both represent the most

effective transposases currently available.

In order to compare the activities of

SB100X, piggyBac (including mPB and the native

insect gene termed iPB) and Tol2, the respective
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transposase coding regions were cloned into identical, CAGGS promoter-driven expression

vectors (Fig. 64). This arrangement ensured expression of all four proteins from the same

promoter, and excluded possible interference from different plasmid backbones. To be able

to quantify transposition by colony forming assays, we inserted an SV40neo selection

cassette between the IRs of the transposons previously shown to be minimally required for

efficient transposition of each system [259, 449, 450]. To further minimize the difference

between the systems, all transposons were inserted at the same site of their carrier

plasmids. Thus, the only difference between the transposon vectors was the IR sequences,

which are specifically required for interaction with their cognate transposases (Fig. 64).

Two-component transposition systems allow for the optimization of the transposition

reaction by regulating the relative amounts of the transposon and transposase components

in the transfected cells, which is of great importance for tuning transposon systems affected

by overproduction inhibition (OPI), a phenomenon that results in inhibition of transpositional

activity by excess transposase expression (reviewed in [322]). Thus, to characterize and

compare transpositional activities of the three transposons in an unbiased fashion, and to

find the optimal transposition (transfection) conditions for each system, we generated two

independent transposase titration curves for two different transposon dosages in transfected

HeLa cells. First we addressed OPI and enzyme activities by transfecting very “low” amounts

of transposon donor plasmid (10 ng DNA per 2.5x107 transfected cells) and varying amounts

of transposase helper plasmids (Fig. 65).

SB100X reached its peak activity at as low as 5 ng of the transposase plasmid

transfected, while Tol2 required the highest amount (125 ng) of transfected helper plasmid to

obtain its maximal activity (Fig. 65). mPB reached its peak activity at 50 ng of helper plasmid,

whereas iPB needed as much as 250 ng of transfected transposase plasmid to produce its

highest colony number (Fig. 65), consistent with a weaker expression of the insect

transposase gene than the mouse codon-optimized gene in human cells. Neither of the three

systems showed a plateau effect after having reached the peak (which would have indicated

saturation of the transposition reaction). Instead, they all exhibited a distinct decrease in their
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Figure 65. Transposition activity curves of SB100X, Tol2 and P B
transposons in low transposon DNA conditions. Transposition activity
was measured under fixed amount of transposon plasmid (10 ng)
cotransfected with increasing amounts of transposase expression plasmids
into HeLa cells. Charts were derived from three independent transposition
assays, error bars represent standard error of the mean (SEM). (bottom
right) Transposition efficiency as measured by colony numbers obtained at
the peak conditions normalized with transfection efficiencies for each
system.

activities (Fig. 65), consistent with

OPI. This phenomenon is well

documented for SB [337, 414], but

was not yet observed with the

Tol2  transposon system [257,

258], even though it is known that

the Ac element, another member

of the hAT superfamily, is

regulated by OPI [451]. We next

compared the numbers of

ant ibiot ic-resistant colonies

produced by each system under conditions that supported their peak activities, normalized to

transfection efficiencies (as measured by expression of a cotransfected Venus marker). At

their peak activities under these conditions, the estimated transposition efficiencies per

transfected cell population were about 10% for SB100X, 1% for Tol2 and 3,5% for the mPB

system (Fig. 65).

Next we addressed OPI and enzyme activities by transfecting “high” amounts of

transposon donor plasmid (500 ng DNA per 2.5x107 transfected cells) and varying amounts

of transposase helper plasmids. SB100X reached its peak activity at 50 ng of transfected

helper plasmid, while mPB and Tol2 both required 250 ng transposase plasmids to reach

their maximal transpositional efficiencies (not shown). As seen before, all three systems

showed a decrease in colony numbers beyond the peak conditions, consistent with OPI. At

their peak activities under these conditions, the estimated transposition efficiencies per

transfected cell population were about 31% for SB100X, 12% for Tol2 and 27% for mPB. In

sum, Sleeping Beauty was found to be the most efficient and Tol2 the least efficient

transposon in HeLa cells, with piggyBac showing an intermediate level of activity. Our data

suggest that OPI has the capacity to downregulate all three systems, underscoring the

importance of careful optimization of transposon system components for gene transfer

experiments.
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Figure 66. Transposition mediated by Sleeping Beauty and piggyBac i n
primary human CD34+ hematopoietic stem cells. Cord blood-derived CD34+ cells
were nucleofected with a mPB or SB transposon plasmid along with plasmids
encoding the respective mPB or SB100X transposases. The amount of transposon
and transposase plasmid is indicated (in µg). The total amount of DNA tranfected
into the cells was kept constant (15 µg) by topping up with carrier DNA. The total
numbers o f  GFP+ CFUs in  the ery thro id  (CFU-E)  and
granulocytic/monocytic/macrophage (CFU-GM) lineages were compared. The mean
values of GFP+ CFUs +/- standard deviation are shown. Representative mosaic
images of the culture plate reflect the overall GFP+ colonies.

The development of efficient and safe non-viral vectors would greatly facilitate clinical

implementation of cell- and gene-based therapies. It has been previously shown that ex vivo

transfection of human CD34+ cells with SB100X resulted in efficient gene marking with

resulting robust and stable gene expression, as well as multi-lineage hematopoietic

reconstitution after transplantation into immunodeficient mice [427, 452].

In order to compare the SB100X and mPB systems in clinically relevant human cells,

CD34+ cell populations enriched in hematopoietic stem/progenitor cells (HSCs) were co-

transfected by nucleofection with varying amounts of a GFP-marked SB and PB transposons

and CMV promoter-driven helper plasmid encoding the SB100X and mPB transposases.

Stable gene transfer was assessed by GFP+ colony forming units (CFUs) in clonogenic

assays following in vitro differentiation into the erythroid (CFU-E) and granulocyte-monocyte-

macrophage (CFU-GM) lineages (Fig. 66). SB100X produced increasingly higher numbers of

CFU-E colonies as compared to m P B in a transposon component dosage-dependent

manner (Fig. 66). An optimization of piggyBac transposition against that of SB under

conditions previously determined to be optimal for the SB system in HSCs [427] revealed

that SB100X was significantly more efficient in human CD34+ cells than mPB in both CFU-E

and CFU-GM clonogenic

assays (% GFP+ 33-35% for

SB100X vs 7-9% for mPB,

Fig. 66). Thus, the robust

transposition of the SB

system previously observed

in HeLa cells can be

translated to clinically

relevant human HSCs.

F o r  m a n y

transposon applications it is

necessary to titrate the
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Figure 67. Transposon copy numbers generated by
SB100X, Tol2 and mPB. Transposon copy number for
each system was detected by dot-blot analysis of
genomic DNA obtained from HeLa clones resulting from
transfections at activity peak point conditions. (a) Copy
numbers in “low” transposon conditions. 24 clones for
each system were analyzed. (b) Copy numbers in “high”
transposon conditions. 19, 18 and 16 clones for SB100X,
Tol2 and mPB, respectively, were analyzed.

transposon components in order to control the

numbers of genomic transposon insertions per

transposed cell. For example, for loss-of-

function mutagenesis and for therapeutic

applications it is advantageous to keep copy

numbers low, whereas somatic mutagenesis

for cancer gene discovery often requires the

cumulative effects of multiple insertions in the

same cell. Genomic DNA prepared from HeLa

cell clones obtained at the “low” and “high”

transposon dosages at the peak activities of

each of the transposon systems as described

above was analyzed for integrated transposon copy number per clone by dot blotting.

Altogether we analyzed 24 clones obtained at the “low” conditions for each system, and 19,

18 and 16 clones obtained at the “high” conditions for SB100X, Tol2 and mPB, respectively.

At the “low” conditions, the vast majority of clones had a single insertion for all of the

SB100X, Tol2 and mPB systems, and none of the clones had more than two integrated

transposons (Fig. 67A). At the “high” conditions, SB100X generated insertions in a range of

2-40 copies (most of them falling in the range between 2 and 6 insertions), Tol2 in a range of

1-3 copies and mPB in a range of 1-4 copies per cell clone, corresponding to an average

copy number of ~10/clone for SB100X, and ~2/clone for both Tol2 and mPB (Fig. 67B). The

results suggest that the Tol2 and mPB systems tend to produce insertions in the low copy

range even when availability of the transposon is not limiting the transposition reaction,

whereas SB100X transposition can occur within a relatively wide range of copy number that

is tunable by dosing the transposon DNA. After correcting the transposition efficiencies as

measured by the colony formation assays at the peak conditions for both the “low” as well as

the “high” conditions with the average numbers of insertions per colony, relative

transpositional activities of the three transposon systems were calculated: the SB100X
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transposase is about 12-16-fold more potent than Tol2, and about 3-6-fold more potent than

mPB in overall transpositional activity in HeLa cells.

Transposons can be succesfully harnessed as vechicles for introducing transgenes

into the genomes of recipient cells. However, any exogenous transcription unit introduced

into the host genome is a potential target for postintegrative epigenetic modifications that

could result in some degree of expressional silencing. This attenuation of transgene

expression might be induced by several factors such as high copy number, chromatin

context at the insertion site, transgene expression units such as promoter sequences and

particular features of the introduced transgenes including DNA sequence [453]. In order to

compare stability of transgene expression by the SB100X, Tol2 and mPB  systems, a

CAGGS/Venus/IRES/neo/SV40pA expression cassette was cloned between the IRs of each

transposon, allowing for selection of chromosomal integration events by antibiotic selection

and monitoring of transgene expression by Venus fluorescence. This arrangement ensured

that possible differences in transgene expression between the three systems are not

conferred by differences in transgene sequences, but either by intrinsic features of

transposon IRs or by transposon target site selection. The transposon constructs were

transfected in HeLa cells in conjunction with their cognate transposases under conditions

that predominantly yield a single transposon insertion per cell (confirmed by dot-blotting, data

not shown), and do not yield transposase-independent genomic insertions. The same

expression cassette containing no transposon sequences and transfected in the absence of

any transposase served as control for silencing of random plasmid integration events. After

three weeks of selection in G418, cell clones were regularly replated and monitored for

Venus fluorescence for 6 additional weeks in the absence of antibiotic selection.

Altogether we picked and monitored 294 SB100X, 186 Tol2, 178 mPB and 98 control

clones, and detected 18 transposon-associated- and 26 plasmid-associated silencing events

ranging from mosaicism to complete loss of transgene expression (Table 1). All of the three

transposon systems showed low levels of transgene silencing in the range of 2-3% of the cell

clones (Table 1). In contrast to the low silencing frequencies of transposon-delivered
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SB100X 294 5 1.7 2 0.7 3 1 0 0
Tol2 186 7 3.8 4 2.2 3 1.6 0 0
mPB 178 6 3.4 0 0 6 3.4 0 0
control 98 26 26.5 8 8.16 10 10.2 8 8.16

Monitored 
clones

Silencing 
events

% Complete 
silencing % Mosaic 

colonies %% Uniform 
silencing

Table 1. Postintegrative transgene expression in HeLa cells

transgenes, as many as

26% of the cell clones was

affected by partial or

complete loss of transgene

expression in the control group (Table 1). Taken together, all three transposon vector

systems generated low frequencies of silenced transgene integrations, underscoring the

value of transgene delivery with transposon systems versus random plasmid integration.

The mutagenic potential of any given transposon system is one of the most important

basic considerations for most applications ranging from forward genetic screens (where

mutagenicity is desired) to gene therapy (where mutagenicity is undesired). Integration

patterns of most transposable elements have been shown to be nonrandom. In previous

studies, insertional patterns and preferences of SB and PB systems were quite extensively

analyzed [367, 376, 443, 444, 454], in contrast to Tol2, whose insertional characteristics in

mammalian genomes are poorly documented.

In order to gain insight into the target site selection properties of the Tol2 system in

human cells, we mapped 113 Tol2 insertions onto human chromosomes. All of the HeLa cell

chromosomes were targeted in this dataset, suggesting an overall random chromosomal

distribution. With respect to transposition into genes, 48% of the insertions mapped to

transcription units. This frequency of genic insertion is similar to that of the PB system (49-

52%, depending on cell type), and considerably higher than that of SB (31-39%, depending

on cell type) in mouse and human cells. Most of the intragenic insertions mapped to introns,

which could be explained by the larger overall size of introns as compared to exon

sequences. Interestingly, similar to PB and unlike SB, Tol2 revealed a significant bias for

inserting close to transcription start sites, suggesting that an open chromatin state around

transcriptionally active chromosomal regions favors Tol2 integration. Finally, Tol2 insertion

sites revealed significant underrepresentation within chromosomal regions with H3K27me3

histone marks (not shown) [455], typically associated with transcriptionally repressed

heterochromatin. At the primary DNA sequence level, sequence logo analysis of the 113

               dc_67_10



131

Sleeping Beauty

PiggyBac

a

b

c

Tol2

Figure 68. Sequence logo analysis of SB100X, Tol2 and PB
integration sites. Web logo analyses and nucleotide probability
plots of 46 SB100X (a), 113 Tol2 (b) and 46 PB (c) integration sites
in HeLa cells.

Tol2  insertions revealed no obvious

consensus sequence and a lack of

preference for a particular base

composition of target DNA (Fig. 68),

indicating that the To l2 element is

promiscuous in its target site selection

properties, at least on the level of

primary DNA sequence. This is in sharp

contrast to the SB and PB elements that

use obligate TA and TTAA target

sequences, respectively, in a generally

AT-rich DNA context (Fig. 68) [376, 444].

In sum, out of the three transposon systems, the Tol2 transposon displays the most random

target site selection properties on the primary DNA sequence level, but a preference for

integration close to the transcriptional regulatory regions of genes on the genomic level.

In summary, SB100X was found to be the most efficient system in terms of stable

gene transfer under conditions where the availability of the transposon DNA is limiting the

transposition reaction. This could make SB100X a powerful reagent for genomic mobilization

of chromosomally resident transposons in insertional mutagenesis screens. Another

particular application in which SB could be preferred to the other systems is gene transfer in

hard-to-transfect cell types including stem cells. Indeed, the SB system was found superior to

PB in its ability to give rise to robust and stable gene transfer and transgene expression in

human CD34+ cells, suggesting a potential advantage of the SB system under non-selective

conditions in HSC-based gene therapy [427, 452]. Importantly, in a therapeutical setup (e.g.,

β-thalassemia, hemophilia), under non-selective conditions in HSCs, the measured

difference in transpositional efficiencies is expected to be decisive in favor of SB100X.

All of the three transposon systems tested were found to be sensitive to OPI. OPI

describes a phenomenon of decreasing transposition above a certain level of cellular

transposase concentration [456]. The molecular basis of OPI is not known, but it is thought to
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occur when transposase is present in excess concentration driving the formation of

transposition-deficient transposase oligomers [322]. OPI has been described for a wide

variety of transposons, including the Tc1/mariner ([322] and references therein) and hAT

[451] superfamilies. Negative regulation of the SB  system by OPI is well known in the

literature (reviewed in [322]), available data for PB is contradictory [443, 444, 448, 457],

whereas Tol2 has been claimed to be immune to OPI [257, 258]. We found clear indications

for OPI for both the mPB and Tol2 transposases, but it appears that these two transposons

are less affected by this mechanism than SB. Both the mPB and Tol2 systems were found to

be active in a wide range of transposase expression in our experiments. In contrast, it is

advisable to titrate the SB transposase either by dosing expression constructs or by the

choice of promoter driving transposase expression [458].

Chromosomal target site selection as well as transgene copy number are key issues

to be considered for genetic applications of any transposon system. For example, single

copy insertions away from endogenous genes is a clear advantage for safe gene transfer in

human gene therapeutic applications. The SB system appears to satisfy these needs the

best: the insertion pattern generated by SB100X is close to random at the genome level with

no apparent bias for insertion near transcriptional regulatory regions of genes [427], and it is

possible to generate predominantly single-copy insertions by carefully dosing the transposon

components. The PB and Tol2 systems appear to be less favorable for potential therapeutic

applications because, even though they tend to generate low copy number insertions, they

appear to prefer genes [443, 444, 447, 454] and their upstream regulatory regions for

insertion, respectively. Unlike in therapeutic applications, hitting genes by insertional

elements is the goal with forward mutagenesis screens, and all three transposons studied

here are excellent tools for such purposes. For example, the propensity of Tol2 to insert

close to transcriptional start sites of genes is particularly advantageous for enhancer trapping

[459, 460]. The propensity of PB to insert into transcription units [443, 444, 447, 454]

supports genome-wide mutagenesis with gene trap cassettes [461]. In addition to these

fundamental differences in global, genome-wide preferences for transposon insertion,

significant biases in integration site selection at the primary DNA sequence as well as local
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DNA structure levels are also evident. For example, protein-induced deformability

characterized by an alternating Vstep pattern was shown to be associated with preferred SB

insertion sites, whereas piggyBac and Tol2 integration sites lack such consistent, clear-cut

structural patterns [462, 463]. The insertional biases associated with vector systems

represent the main limitation to full genome coverage with individual transposon-based

vectors. Thus, in this respect, the utility of transposons for mutagenesis is greatly enhanced

by the availability of multiple, alternative vector systems with distinct preferences for

insertion, such as Sleeping Beauty, Tol2 and piggyBac.

Any transgene vector system should provide long-term expression of transgenes.

Transgenes delivered by non-viral approaches often form long, repeated arrays

(concatemers) that are targets for transcriptional silencing by heterochromatin formation. In

addition, long-term expression of transgenes delivered by retroviruses has been shown to be

compromised by transcriptional silencing [464]. It was recently shown that the zinc finger

protein ZFP809 bridges the integrated proviral DNA of the murine leukaemia virus and the

TRIM28 transcriptional co-repressor in embryonic stem cells [465]. Thus, sequence elements

in the vector itself can predispose the cargo for silencing. Here we carried out an analysis to

address if similar mechanisms act to silence transgene insertions delivered by transposon

vectors. The cut-and-paste mechanism of DNA transposition results in a single copy of the

transgene per insertion locus; thus, concatemer-induced gene silencing is unlikely to be an

issue with transposition-mediated gene transfer. Indeed, we found that transposon insertions

delivered by the Sleeping Beauty, Tol2 and piggyBac systems only rarely (<4% of all

insertions) undergo silencing in HeLa cells. In contrast, we observed a high frequency (26%)

of silencing in the control group transfected with constructs encoding an inactive transposase

along with the transposon. This silencing was probably caused by high copy number and the

likely formation of tandem array patterns of transgenes as a result of random plasmid

integrations. However, putative silencing of transposon-carried genes may depend on the

site of insertion (position effects). Our data suggest that the three transposon systems

examined here rarely target heterochromatic chromosomal regions for insertion, consistent

with stable transgene expression observed in hundreds of independent insertions. An
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additional factor that may provoke transgene silencing is the cargo DNA, in particular the

type of promoter used to drive expression of the gene of interest. Indeed, it was previously

shown that transgene constructs delivered into mouse cells using SB transposition can be

subject to epigenetic regulation by CpG methylation, and that a determinant of epigenetic

modifications of the integrating transposon vector is the cargo transgene construct, with the

promoter playing a major role [453]. Our data suggest that the CAGGS enhancer/promoter

element is unlikely to trigger a silencing cascade, consistent with ubiquitous expression of

this promoter in several tissues and cell types. Finally, could it be that, similar to retroviruses,

certain sequence motifs in the transposon vectors are recognized by mediators of silencing

in the cell? Our data suggest that this is unlikely for all three transposons investigated here,

at least in HeLa cells. Furthermore, several studies have established that SB-mediated

transposition provides long-term expression in vivo. For example, stable transgene

expression from SB vectors was seen in mice after gene delivery in the liver [266, 313, 466],

lung [314, 320], the brain [317] and in the blood following hamatopoietic reconstitution in vivo

[427, 452]. Thus, although our understanding of all the factors that will ultimately determine

the expressional fate of an integrated transposon is still rudimentary, it appears that

transposon vectors have the capacity to provide long-term expression of transgenes both in

vitro and in vivo. Our results suggest that Sleeping Beauty, Tol2 and piggyBac are attractive

complementary research tools for gene transfer in mammalian systems.

3.2.4 Towards safer vectors for gene therapy I: Transcriptional shielding of Sleeping

Beauty's genetic cargo with insulators (Paper III)

Transposons are emerging alternatives to retroviral vectors for use in gene therapy

applications (see section 1.6.3). Our results on the transcriptional activities associated with

SB vectors (section 3.1.1.1.1) suggest that SB-based vectors may have a safety advantage

as compared to retrovirus-based vectors due to the lack of strong element-intrinsic promoter

activities. However, trans-activation of host gene expression upon vector integration may
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Figure 69. Upregulation of test promoters by vector-borne expression
units, and its shielding with insulators. An SB transposon carrying a SV40-
neo transgene cassette can activate transcription of a nearby minimal promoter
(TATA-box). The capacity of the cargo gene to activate adjacent promoter
elements can be efficiently reduced by flanking the transgene with HS4
insulator core elements. Transcriptional activity was determined by transient
luciferase assays in HeLa cells, and activity of the TATA-box was arbitrarily set
to value 1. Blue box: left IR/DR of SB; green box: right IR/DR of SB; small
triangles in the boxes: transposase binding sites; arrowhead: SV40
enhancer/promoter element; orange box: neo marker; red ovals: HS4 insulator
elements; arrows indicate the direction of transcription initiated at the SV40
promoter.

eventually arise from strong promoter/enhancer elements that are not components of the

transposon vector itself, but instead are components of the cargo transgene cassette.

In order to simulate transposon insertion upstream of a gene, an SB transposon

carrying an SV40-neo cassette (representing a model therapeutic gene) was cloned

immediately upstream of the TATA-box minimal promoter-driven luciferase gene

(representing a model host gene). This arrangement mimics the integration of an SB

transposon carrying a therapeutic gene in close proximity to a host gene driven by its own

weak promoter. As shown in Fig. 69, insertion of the SV40-neo cassette carried by the SB

transposon leads to a 40- to 100-fold activation (depending on the orientation of insertion) of

luciferase gene expression, consistent with transactivation of the TATA-box promoter by the

SV40 enhancer. Indeed, the transactivating ability of an “empty” transposon is reduced as

compared to the cargo-containing transposon.

We next tested whether the safety of the model transposon vector can be further

improved by flanking the SV40 cassette by chicken beta-globin insulator (HS4) sequences.

The HS4 sequence at the 5'-end of the chicken beta-globin locus has the two defining

properties of an insulator: it prevents an enhancer from acting on a promoter when placed

between them ("enhancer blocking"), and acts as a barrier to chromosomal position effect

when it surrounds a stably

integrated reporter. Further

dissection of the core revealed

that HS4 is a compound

element in which the enhancer

blocking and barrier activities

can be separated [467]. A

CTCF binding site in a 250-bp

core element of HS4 is

necessary and sufficient for

enhancer blocking activity [467,
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468]. The SV40-neo cassette was flanked by the core HS4 elements in the SB vector in two

possible orientations with regard to the transgene cassette. The insulated transposons

displayed a 7- to 51-fold reduction in luciferase transcativation as compared to uninsulated

vectors (Fig. 69). Enhancer blocking was efficient in both orientations of transposon

integration with regard to the luciferase gene, and in both orientations of the insulators within

the transposon (Fig. 69).

Activities of promoter/enhancer elements may be subject of tissue/cell type-specific

regulation. In order to substantiate our observations on the transcriptional activities of SB

transposon-derived gene vectors, some of the luciferase reporter constructs described above

were transfected into primary human T cells. The results largely confirmed the data obtained

in HeLa cells in that an SV40-neo cassette-containing SB transposon can significantly

upregulate the TATA-box promoter in T cells, which can efficiently be blocked by flanking the

transgene cassette with HS4 insulators (not shown). Taken together, incorporation of HS4

insulator sequences in SB -based vectors reduces transactivation of promoters by

transposon-borne enhancers, and thus may significantly increase the safety of these vectors

due to a reduced risk of transcriptional activation of host genes situated close to a

transposon insertion site.

In summary, SB-based technologies for nonviral gene transfer gained significant

ground over the past couple of years [310]. Thus, the results presented in this study bear

practical relevance to the use and safety of SB transposon vectors in clinically relevant

applications. First and foremost, the 65-bp region within the 5’-UTR of the SB transposon

that mediates HMG2L1’s activity on transcriptional regulation is not included in SB vectors,

because the ~160-bp DNA situated between the left IR and the transposase coding region is

not required for transposition [337]. We further showed that transcription from the UTRs

towards the outside of the SB transposon is negligible, and occurs at rates comparable to

that by the eukaryotic core promoter TATA-box in both HeLa and primary human T cells (as

discussed in detail in section 3.1.1.1.1).
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We have also shown that the cargo transgene sequence carried by SB vectors can

exert a profound effect on the activity of a transcription unit linked in cis to the transposon

vector, due to the transcriptional enhancer element of the transgene cassette. This presents

a safety issue, because therapeutic expression cassettes may inadvertently upregulate a

proto-oncogene or other signalling factor that happens to be close to the transposon insertion

site (as discussed in section 1.6.3.1). One strategy that is currently considered to lower the

risk of insertional mutagenesis by integrating vector systems is transcriptional confinement of

an expression unit upon genomic integration, which serves two purposes: allow position-

independent expression of the transgene (for efficiency), and prevent trans-activation of a

cellular gene (for safety). The HS4 chromatin insulator of the chicken beta-globin locus has

both of these activities [467], and was shown to improve the expression performance of

murine retrovirus [469, 470], lentivirus [471, 472] as well as AAV [473] vectors by protecting

them from chromosomal position effects. In addition, a suppression of clonal dominance was

found with HS4-insulated lentiviral vectors [474], suggesting reduced upregulation of host

genes upon vector integration due to enhancer blocking by the insulator. In sum, S B

transposon-based vectors have a favorable safety profile, because they are fairly inert in

their transcriptional activities, and because insulator elements can successfully be

incorporated in the next generation of transposon vectors. Thus, SB vectors are expected to

have only a limited ability to upregulate a cellular gene located in the vicinity of a transposon

insertion site.

3.2.5 Towards safer vectors for gene therapy II: Targeted Sleeping Beauty

transposition in human cells (Paper XIV)

None of the vector systems currently used either in preclinical experiments or in clinical trials

described above displays DNA sequence preferences specific enough for targeted insertion

into a defined location in the human genome. However, with any vector that integrates into

chromosomes in a nearly random manner (the SB transposon could theoretically insert into
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Figure 70. Experimental strategies for targeting
Sleeping Beauty transposition. The common components
of the targeting systems include a transposable element that
contains the IRs (arrowheads) and a gene of interest
equipped with a suitable promoter. The transposase (purple
circle) binds to the IRs and catalyzes transposition. A DNA-
binding protein domain (red oval) recognizes a specific
sequence (turquoise box) in the target DNA (parallel lines).
(a) Targeting with transposase fusion proteins. Targeting is
achieved by fusing a specific DNA-binding protein domain to
the transposase. (b) Targeting with fusion proteins that bind
the transposon DNA. Targeting is achieved by fusing a
specific DNA-binding protein domain to another protein
(white oval) that binds to a specific DNA sequence within
the transposable element (yellow box). In this strategy, the
transposase is not modified. (c) Targeting with fusion
proteins that interact with the transposase. Targeting is
achieved by fusing a specific DNA-binding protein domain to
another protein (light green oval) that interacts with the
transposase. In this strategy, neither the transposase nor
the transposon is modified.

any of the ~108 TA sites in the human genome) comes the potential risk of insertional

activation or inactivation of cellular genes (as discussed in section 1.6.3.1) [325].

 Integration into selected sites in the genome would simultaneously ensure

appropriate expression of the transgene (lack of position effects), and prevent hazardous

effects to the organism due to insertional mutagenesis of cellular genes (lack of genotoxicity).

Targeted gene delivery can rely on distinct mechanisms, and we envision three distinct

molecular strategies for targeted SB transposition, making use of heterologous DNA-binding

domains (DBDs) that are either fused to: 1) the SB transposase itself, 2) a protein domain

that binds the transposon DNA, or 3) a protein domain that interacts with the SB transposase

(Fig. 70).

The premise of the first approach is that upon binding of the engineered transposase

to a specific target site specified by the heterologous DBD, transposon insertion may occur in

adjacent regions (Fig. 70A). However, altering sequence-specificity of most recombinases

may prove difficult, since they do not have

spatially separable catalytic and target DBDs

that could be modularly replaced

irrespectively of each other. In addition, some

proteins display sensitivity to fusions with

foreign peptides, domains or proteins,

possibly due to altered folding of the resulting

chimeric protein. Thus, fusions may result in

abolished or limited enzymatic activity.

Nevertheless, there is some evidence for the

feasibility of using transposase fusions to

target insertions to a certain extent to specific

sites. Namely, fusions of the bacterial IS30

transposase with the λ repressor and with the

DBD of the transcription factor Gli1 showed
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Figure 72. A fusion protein consisting of the SB
transposase and the Jazz zinc finger protein
retains transposon excision activity. HeLa cells
were cotransfected with a neo-marked transposon
plasmid and vectors expressing the proteins
indicated. Transposon excision is assayed with
PCR that amplifies a footprint product. PCR-
amplification of the n e o  marker inside the
transfected transposon donor serves as a loading
control.
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Figure 71. Design and transpositional
activities of transposase fusions. Schematic
representation of the fusion proteins that consist
of the SB transposase fused to the tetracycline
repressor (TetR), the Jazz or the E2C ZF
proteins. All fusions contain a glycine-bridge
consisting of ten consecutive glycine residues to
provide a flexible linker between the fusion
partners.

altered insertions profiles in E. coli and in zebrafish

embryos, respectively, using plasmid targets [475].

Furthermore, direct fusions of the Mos1 and piggyBac

eukaryotic transposases with the GAL4 DBD were

shown to retain transpositional activity, and to result in

site-selective transposon insertion in a plasmid-to-

plasmid experimental setup in mosquito embryos

[476]. Transposition mediated by the chimeric Mos1

transposase into the UAS-containing target plasmid

occurred at a 96 % frequency at the same TA located 954 bp away from the targeted UAS

sequence. Transposition by the GAL4-PB fusion protein into a plasmid containing the UAS

target sequence occurred at a 67% frequency into a TTAA site located 1103 bp upstream of

the UAS. Another group reported that only N-terminal fusions to the SB transposase retained

transpositional activity, and that fusions of HSB5 (a third-generation improved S B

transposase) with the GAL4 and E2C (a synthetic, zinc finger protein recognizing an 18-bp

target site in the 5’-untranslated region of the human erbB-2 gene) DBDs resulted in a drop

in transposition efficiency to ~20-26% of unfused HSB5 [477]. Nevertheless, these fusion

transposases showed targeted transposon integration in plasmid-based assays in cultured

human cells. Targeted transposition events were enriched about 11-fold in a 443-bp window

around a 5-mer UAS site and about 8-fold in a

443-bp window around a 5-mer repeat of the E2C

binding site in the target plasmids, respectively, as

compared with integration patterns mediated by

unfused HSB5. However, cell-based assays failed

to detect targeting of the E2C binding site in the

genomic context.

Fusion proteins containing the SB

transposase and either the bacterial tetracycline

               dc_67_10



140

0

5

10

15

20

25

30

35

40

45

0-1 1-2 2-3 3-4 4-5 >5

N
um

be
r o

f i
ns

er
tio

ns

Distance from S/MAR (kb)

control
SAF

Figure 73. Preferential insertion into S/MARs by
transposon targeting. Transposition events were
recovered from transformed cells, and human
chromosomal DNA flanking the insertion sites was
analyzed with respect to proximity to chromosomal
S/MARs. The MAR-Wiz program was used to predict the
presence of an S/MAR in the vicinity of a transposon
insertion. Distances were categorized, and the numbers
of insertions obtained in the presence and in the absence
of the targeting fusion protein in each category are
shown.

EGFP

zeo

GAGCTCGGTACCCGGGTCGAGTAGGCGTGTACGGTGGGAGGCCTATATAAGCAGAGCTCGTTTAG

TGAACCGTCAGATCGCCTGGAGACGCCATCCACGCTGTTTTGACCTCCATAGAAGACACCGGGAC

CGATCCAGCCTCCGCGGATG

zeo

TRE

Figure 74. Targeted transposition close to the TRE. Two transposon insertions
in close proximity of the targeted TRE region, in the two possible orientations, within
two TA dinucleotides of the CMV promoter TATA-box are shown.

repressor (TetR) that specifically binds the

tetracycline operator sequence, or the Jazz and

E2C ZF peptides were engineered (Fig. 71).

Transposon excision activity of the fusion

proteins was tested using a PCR-based

excision assay [348]. Out of four constructs

tested, only the Jazz/SB fusion showed

detectable activity in human HeLa cells,

although at a clearly reduced efficiency

compared to unfused transposase (Fig. 72). In

line with the excision data, the Jazz/SB fusion was found to retain transpositional activity at

about 10-15% of the wild-type level. However, a PCR survey on genomic DNA isolated from

transformant cells generated using Jazz/SB as transposase source revealed no indication of

targeted transposition into the utrophin locus, and no occurrence of the 9-bp binding site of

Jazz within a 1-kb window around the transposon insertion sites (data not shown). Taken

together, the results establish that most direct fusions to the SB transposase have negative

effects on transpositional activity, and suggest that ZFs with higher specificity in terms of

DNA binding will be required for targeted transposition.

The second strategy is based on a fusion protein with dual DNA-binding activity that

has the capacity to bind to two DNA molecules that contain binding sites of the respective

fusion partners, thereby bringing them into close proximity (Fig. 70B). A similar mechanism of

bridging of DNA molecules by proteins might act in targeting some P element transposon

vectors in Drosophila. P element insertion is essentially random at the genome scale.

However, P elements containing regulatory sequences from the engrailed gene show some

insertional specificity by

frequently inserting near the

endogenous, parental gene

[ 4 7 8 ,  4 7 9 ].  T h i s
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phenomenon, called transposon "homing", tends to be region-specific [479] with transposon

integrations distributed over several kilobase pair regions near the targeted loci. Potential SB

targeting by such mechanism was assessed by engineering a LexA operator into a benign

site within an SB  transposon vector. Targeted transposition events into endogenous

chromosomal MAR sequences (Fig. 73) as well as a chromosomally integrated tetracycline

response element (Fig. 74) were recovered by employing targeting fusion proteins containing

LexA and either the SAF-box, a protein domain that binds to chromosomal MARs, or the

tetracycline repressor (TetR). The targeted transposition events identified in these

experiments were likely mediated by simultaneous binding of the targeting fusion protein to

both transposon and target DNA. This strategy shows promise, because it does not

measurably interfere with the transposition process.

The third strategy for targeted SB  transposition is based on protein-protein

interactions between a targeting protein and the SB transposase (Fig. 70C). Either naturally

occurring or engineered transposase interactors may tether the transpositional machinery to

specific DNA sites, potentially leading to integration into nearby regions. Importantly, several,

naturally occurring transposable elements evolved strategies for targeted insertion into

defined chromosomal sites or regions, and the mechanisms of targeted insertions often rely

on protein-protein interactions between a transposon-encoded factor and a cellular, DNA-

binding host factor. For example, based upon observations for a role of LEDGF/p75 in

directing HIV integration into expressed transcription units, in vitro studies have shown

increased integration near λ  repressor binding sites by fusing either the full-length

LEDGF/p75 or the LEDGF/p75 IN-binding domain to the DBD of phage λ repressor protein

[480]. In an analogous fashion, Sir4p (which mediates targeted insertion of the yeast Ty5

retrotransposon into heterochromatin) fused to the E. coli LexA DBD was shown to result in

integration hot spots for Ty5 near LexA operators [481]. Altogether, these observations

suggest a general model wherein interactions between transposase/IN and DNA-bound

proteins mediate insertional target choice.
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Figure 75. Transposon targeting using a strategy
based on protein-protein interactions between a
targeting fusion protein and the SB transposase. The
targeting fusion protein consists of the tetracycline
repressor (TetR) that binds to the TRE, a nuclear
localization signal (NLS), a glycine-bridge and the N-
terminal protein interaction domain of the SB transposase
(N-57). The targeted chromosomal locus as described is a
tetracyclin resoponse element (TRE)-driven EGFP gene
stably integrated into HeLa cell chromosomes, the
tranposon is an unmodified, antibiotic-marked SB element.
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Figure 76. Mapping of targeted SB insertions. Mapping with
respect to the TRE-EGFP target isolated from six independent
experiments is shown. Multiple arrows represent independent
insertions into the same site.

Such a strategy was successfully

adapted for targeted SB  transposition by

coexpressing the SB transposase with a

targeting fusion protein consisting of a specific

DBD and a subdomain of the SB transposase

that mediates protein-protein interactions

between transposase subunits (Fig. 75) [45].

This domain spans the N-terminal helix-turn-

helix domain (termed N57 for containing 57

amino acids) of the SB  transposase (Fig. 75) [45]. Targeted transposition into a

chromosomally integrated tetracycline response element using a TetR-N57 fusion was

monitored in human cells [411]. By using this strategy, >10% of cells receiving transposon

insertions contained at least one transposition event within the targeted chromosomal region.

Insertions obtained by this strategy occurred at multiple sites within a 2.5-kb window, and

featured some insertion hot spots (Fig. 76). A significant advantage of this technology as

compared to direct transposase fusions is that the transposase polypeptide does not have to

be modified; thus, potential negative effects on transposase activity are eliminated.

Technologies for site-directed transgene integration into safe regions in the human

genome would reduce the potential genotoxic effects of transposon insertion, thereby

contributing to an overall improvement of the safety profile of transposon-based gene vectors

for human applications. There are several factors affecting site-selectivity of integrating

vector systems. These include primary sequence and physical structure of the DNA at the

targeted region, accessibility of specific

chromosomal sites determined by

chromatin components, expression of

endogenous proteins that may compete for

binding, and the specificity as well as

capacity of chimeric proteins in DNA-
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binding as well as in catalytic functions. The major challenges facing the development of this

technology are around three major issues. 1) Future work will have to focus on the

identification of applicable, endogenous chromosomal target sites that fulfill the criteria for a

genomic “safe harbor”, and on the selection of DNA-binding proteins that can be exploited for

efficiently targeting transposition into those sites in vivo. In this respect, naturally occurring

DBDs have some limitations for use as gene targeting agents. Namely, those DBDs that

have physiological binding sites in the human genome recognize short DNA sequences

present in multiple copies throughout the human genome, making targeted insertion with

these DBDs impractical. Recognition sites of 18 bp would be expected to be unique in the

human genome. Artificial ZFs offer a potential solution. Their modular character in structure

and function is the key advantage in engeneering of proteins that are able to recognize

theoretically any sequence in the human genome [482]. Each individual zinc finger binds 3-4

bp DNA, thus a set of 64 domains would cover recognition of any desired DNA sequence. 2)

Direct fusions of DBDs to transposase proteins appear to interfere with the biochemical

activities of the transposase; thus, a systematic evaluation of protein spacer sequences

linking the two fusion partners will be required in order to allow rational design of direct

transposase fusions. 3) A major hurdle for targeting systems engineered from promiscuously

integrating vectors (such as Sleeping Beauty) are the considerable off-target insertions in the

context of the human genome. Despite the fact that targeted integrations can be generated,

non-targeted insertions can still occur at high frequencies, because the natural DNA-binding

capacities of the transposase competes with that of the foreign DBD used for targeting.

Keeping such off-target insertions at a minimum remains a major challenge that could be at

least in part be addressed by engineering of DNA-binding domains with high specificity as

well as affinity towards targeted sites. Although these hurdles are yet to be overcome before

technologies of targeted gene insertion can be considered for applications, recent evidence

suggests that target-selected transgene insertion into desired regions in the human genome

is a realistic goal.
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4 SUMMARY: Major discoveries and conclusions

Transposons are discrete segments of DNA that have the distinctive ability to move and

replicate within genomes. Transposons were discovered in the 1940’s by Barbara McClintock

(who later was awarded with the Nobel Prize for this discovery) in the maize genome, and

have since been found ubiquitous in essentially all living organisms. The process of element

movement is generally called transposition, and can contribute to insertional mutagenesis,

altered gene expression and recombination. Transposons make up significant fractions of

genomes; for example, about 45% of the human genome is composed of sequences of a

variety of different elements. Transposons are best viewed as molecular parasites that

propagate themselves using resources of the host cell. The transposition process is under

regulation by both element- and host cell-encoded mechanisms and factors; these include

transcriptional regulation of transposase expression, regulation of synaptic complex

assemby, modulation of both transposon excision as well as integration by components of

the chromatin and various factors that contribute to the target site selection properties of a

given element. Transposition also has profound effects on the cell’s life by modulating

cellular pathways and gene functions by interacting with host proteins and by insertional

mutagenesis. Despite their parasitic nature, there is increasing evidence that transposable

elements are a powerful force in gene evolution. Indeed, about 50 human genes are derived

from transposable elements, among them genes that are responsible for immunoglobulin

gene recombination in all vertebrates.

Transposons are natural gene delivery vehicles, and have been revolutionizing

genomic manipulations in diverse model systems. Transposons have been developed as

useful tools for genomic manipulations, including transgenesis and insertional mutagenesis,

in invertebrate animal systems as well as in plants, but similar technologies have been

impossible in vertebrate systems for a long time, for the simple reason that the vast majority

of DNA transposons are extinct in vertebrate genomes.
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We made the following major discoveries and conclusions:

• Molecular phylogenetic data were used to construct a synthetic transposon, Sleeping

Beauty (SB), which could be identical or equivalent to an ancient element that dispersed

in fish genomes in part by horizontal transmission between species. A consensus

sequence of a transposase gene of the salmonid subfamily of elements was engineered

by eliminating the inactivating mutations. SB transposase binds to two sites (the DRs)

within the inverted repeats (IRs) of salmonid transposons in a substrate-specific manner,

and mediates precise, cut-and-paste transposition in fish as well as in mouse and human

cells.

• We investigated transcriptional activities of SB in order to assess its potential to alter host

gene expression upon integration. The untranslated regions (UTRs) of the transposon

direct convergent, inwards-directed transcription. Transcription from the 5’-UTR of SB is

upregulated by the host-encoded factor HMG2L1, and requires a 65-bp region not

present in commonly used SB vectors. The SB transposase antagonizes the effect of

HMG2L1, suggesting that natural transposase expression is under a negative feedback

regulation. SB transposon vectors lacking the 65-bp region associated with HMG2L1-

dependent upregulation exhibit benign transcriptional activities, at a level up to 100-times

lower than that of the MLV retrovirus long terminal repeat.

• We established that the DNA-bending, high mobility group protein, HMGB1 is a host-

encoded cofactor of SB transposition. Transposition was severely reduced in mouse cells

deficient in HMGB1. This effect was rescued by transient overexpression of HMGB1, and

was partially complemented by HMGB2, but not with the HMGA1 protein. Overexpression

of HMGB1 in wild-type mouse cells enhanced transposition, indicating that HMGB1 can

be a limiting factor of transposition. SB transposase was found to interact with HMGB1 in

vivo, suggesting that the transposase may recruit HMGB1 to transposon DNA. HMGB1

stimulated preferential binding of the transposase to the DR more distant from the
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cleavage site, and promoted bending of DNA fragments containing the transposon IR.

We propose that the role of HMGB1 is to ensure that transposase-transposon complexes

are first formed at the internal DRs, and to subsequently promote juxtaposition of

functional sites in transposon DNA, thereby assisting the formation of synaptic

complexes.

• We used the SB  element as a tool to probe transposon-host cell interactions in

vertebrates. The Miz-1 transcription factor was identified as an interactor of the SB

transposase in a yeast two-hybrid screen. Through its association with Miz-1, the SB

transposase downregulates cyclin D1 expression in human cells, as evidenced by

differential gene expression analysis using microarray hybridization. Downregulation of

cyclin D1 results in a prolonged G1 phase of the cell-cycle and retarded growth of

transposase-expressing cells. G1 slowdown is associated with a decrease of cyclin

D1/cdk4-specific phosphorylation of the retinoblastoma protein. Both cyclin D1

downregulation and the G1 slowdown induced by the transposase require Miz-1. A

temporary G1 arrest enhances transposition, suggesting that SB transposition is favored

in the G1 phase of the cell-cycle, where the nonhomologous end joining (NHEJ) pathway

of DNA repair is preferentially active. Because NHEJ is required for efficient SB

transposition, the transposase-induced G1 slowdown is probably a selfish act on the

transposon’s part to maximize the chance for a successful transposition event.

• We have shown that DNA CpG methylation upregulates transposition of IR/DR elements

in the Tc1/mariner superfamily. CpG methylation provokes the formation of a tight

chromatin structure at the transposon DNA, likely aiding the formation of a catalytically

active complex by facilitating synapsis of sites bound by the transposase.

• We established that the distribution of experimentally induced SB insertions in the human

genome can be considered fairly random, because most chromosomes can serve as a

target; no obvious hotspots with multiple insertions were found, and no preference for

coding versus non-coding DNA was observed. We further showed that the SB element
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displays a certain degree of specificity in target site utilization at the DNA sequence and

structural level. A palindromic AT-repeat consensus sequence with bendability and a

symmetrical pattern of hydrogen bonding sites in the major groove of the target DNA

define preferred sites for integration.

• A novel open reading frame-trapping method was used to isolate uninterrupted

transposase coding regions from the genome of the frog species Rana pipiens. The

isolated clones were about 90% identical to a predicted transposase gene sequence from

Xenopus laevis. None of these native genes was found to be active. Therefore, a

consensus sequence of the transposase gene was derived. This engineered transposase

and the transposon inverted repeats together constitute the components of a novel

transposon system that we named Frog Prince (FP). FP has only about fifty percent

sequence similarity to SB, and catalyzes efficient cut-and-paste transposition in fish,

amphibian and mammalian cell lines. We demonstrate high-efficiency gene trapping in

human cells using FP transposition. FP is the most efficient DNA-based transposon from

vertebrates described to date, and shows about 70% higher activity in zebrafish cells

than S B . Frog Prince can greatly extend our possibilities for genetic analyses in

vertebrates.

• Hsmar1, one of the two subfamilies of mariner transposons in humans, is an ancient

element that entered the primate genome lineage ~50 million years ago. Although

Hsmar1 elements are inactive due to mutational damage, one particular copy of the

transposase gene has apparently been under selection. This transposase coding region

is part of the SETMAR gene, in which a histone methylatransferase SET domain is fused

to an Hsmar1 transposase domain. A phylogenetic approach was taken to reconstruct

the ancestral Hsmar1 transposase gene that we named Hsmar1-Ra. The Hsmar1-Ra

transposase efficiently mobilizes Hsmar1 transposons by a cut-and-paste mechanism in

human cells and zebrafish embryos. Hsmar1-Ra can also mobilize short inverted-repeat

transposable elements (MITEs) related to Hsmar1 (MiHsmar1), thereby establishing a

functional relationship between an Hsmar1 transposase source and these MITEs.
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MiHsmar1 excision is two orders-of-magnitude more efficient than that of long elements,

thus providing an explanation for their high copy number. We show that the SETMAR

protein binds, and introduces single-strand nicks into Hsmar1 inverted repeat sequences

in vitro. Pathway choice for DNA break repair was found to be characteristically different

in response to transposon cleavage mediated by Hsmar1-Ra and SETMAR in vivo.

Whereas nonhomologous end-joining plays a dominant role in repairing excision sites

generated by the Hsmar1-Ra transposase, DNA repair following cleavage by SETMAR

predominantly follows a homology-dependent pathway. The novel transposon system

can be a useful tool for genome manipulations in vertebrates, and for investigations into

the transpositional dynamics and contribution of these elements to primate genome

evolution.

• Ancient, inactive copies of transposable elements of the PIF/Harbinger superfamily have

been described in vertebrates. Based on a predicted consensus sequence, we

reconstructed the functional components of the Harbinger3_DR transposon in zebrafish,

including a transposase and a second, transposon-encoded protein of unknown function

that has a Myb-like trihelix domain. The reconstructed Harbinger transposon shows

efficient cut-and-paste transposition in human cells, and preferentially inserts into a 15-bp

consensus target sequence. The Myb-like protein is required for transposition, and

physically interacts with the transposase. The Myb-like protein enables transposition in

part by promoting nuclear import of the transposase, and by binding to the transposon

ends. We investigated the functions of two, transposon-derived human proteins: HARBI1,

a domesticated transposase-derived protein and NAIF1 that contains a trihelix motif

similar to that described in the Myb-like protein. Physical interaction, subcellular

localization and DNA-binding activities of HARBI1 and NAIF1 suggest strong functional

homologies between the Harbinger3_DR system and their related, host-encoded

counterparts.
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• The SB transposon is a promising vector for transgenesis in vertebrates, and is being

developed as a novel, nonviral system for gene therapeutic purposes. A mutagenesis

approach was undertaken to improve various aspects of the transposon, including safety

and overall efficiency of gene transfer in human cells. We constructed a “sandwich”

transposon, in which the DNA to be mobilized is flanked by two complete SB elements

arranged in an inverted orientation. The sandwich element has superior ability to

transpose >10 kb transgenes, thereby extending the cloning capacity of SB-based

vectors. We derived hyperactive versions of the SB transposase by single-amino-acid

substitutions. These mutations act synergistically, and result in an almost 4-fold

enhancement of activity when compared to the wild-type transposase. We also created a

library of mutant SB transposase genes by using an in vitro evolution paradigm. One

particular mutant, called SB100X, exhibited a ~100-fold enhancement of transposition as

compared to the wild-type transposase, and showed robust gene transfer efficiencies in

mouse embryos as well as human hematopoietic stem cells. The improved vector system

should prove useful for efficient gene transfer in vertebrates.

• We have developed a stable RNA interference (RNAi) delivery system that is based on

the FP transposon. This plasmid-based vector system combines the gene silencing

capabilities of H1 polymerase III promoter-driven short hairpin RNAs (shRNA) with the

advantages of stable and efficient genomic integration of the shRNA cassette mediated

by transposition. We show that the FP-based shRNA expressing system can efficiently

knock down the expression of genes in human cells. Transposon-mediated genomic

integration ensures that the shRNA expression cassette and a selectable marker gene

within the transposon remain intact and physically linked. We demonstrate that a major

advantage of our vector system over plasmid-based shRNA delivery is both its enhanced

frequency of intact genomic integration as well as higher target suppression in transgenic

human cells. Due to its simplicity and effectiveness, transposon-based RNAi is an

emerging tool to facilitate analysis of gene function through the establishment of stable

loss-of-function cell lines.
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• Transposon-based gene vectors have become indispensable tools in vertebrate genetics

for applications ranging from insertional mutagenesis and transgenesis in model species

to gene therapy in humans. The transposon toolkit is expanding, but a careful, side-by-

side characterization of the diverse transposon systems has been lacking. Here we

compared the SB, piggyBac and Tol2 transposons with respect to overall activity,

overproduction inhibition (OPI), target site selection and transgene copy number as well

as long-term expression in human cells. SB  was the most efficient system under

conditions where the availability of the transposon DNA is limiting the transposition

reaction including hard-to-transfect hematopoietic stem/progenitor cells, and the most

sensitive to OPI, underpinning the need for careful optimization of the transposon

components. SB and piggyBac were about equally active, and both more efficient than

Tol2, under nonrestrictive conditions. All three systems provided long-term transgene

expression in human cells with minimal signs of silencing. SB , Tol2 and piggyBac

constitute complementary research tools for gene transfer in mammalian cells with

important implications for fundamental and translational research.

• Incorporation of chicken beta-globin HS4 insulator sequences in SB-based vectors

reduces transactivation of model promoters by transposon-borne enhancers, and thus

may lower the risk of transcriptional activation of host genes situated close to a

transposon insertion site.

• Random chromosomal transposition is clearly undesired for human gene therapeutic

applications due to potential genotoxic effects associated with transposon integration. We

demonstrated targeted chromosomal insertion of the SB transposon in human cells. We

established a successful strategy based on targeting proteins that can bind both

transposon and target DNA to direct SB element transposition into the vicinity of a

specific DNA sequence in the human genome. Furthermore, transposon targeting based

on protein-protein interactions between the SB transposase and a targeting fusion

containing the N-terminal protein interaction domain of SB is a successful strategy to

direct SB integrations into a given locus in the human genome. This approach was found
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to enable a ~107-fold enrichment of transgene insertion at a desired locus. Our results

provide proof-of-principle for directing chromosomal insertion of an otherwise randomly

integrating genetic element into preselected sites. Targeted transposition could be a

powerful technology for safe transgene integration in human applications.
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