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Preface

Most of the people think about noise what is certainly unpleasant and unwanted. For ordinary people it is a deterministic or random sound that is too loud or too irregular or just interferes with the information of interest. Engineers, physicists, chemists and biologists widen the scope to many kinds of signals including voltage, current, resistance, displacement, light intensity and even more – these may fluctuate randomly, which limits the precision of measurements and therefore limits the information extraction possibilities. In engineering and natural sciences considering random noise is unavoidable in most cases; we speak about signal-to-noise ratio and we still think that noise is something to be eliminated or at least it must be kept as low as possible.

However, randomness is an inherent feature of nature – noise can be found everywhere. Carrier fluctuations cause voltage and current noise in resistors, transistors and amplifiers; random movement of particles corresponds to temperature and pressure fluctuations of gases; diffusion is an inherently random process and quantum mechanics would not exist without a truly probabilistic background. Random fluctuations are present in climate changes, in levels of rivers, in social and economic processes, in heart rate and blood pressure variations, in evolution and behavior of living systems.

Noise output from a system can carry useful information about the system. Audible noise coming from the water in the pot informs us that the temperature is getting close to the boiling point; irregular noise emitted by engines is often an indicator of some dysfunction; integrated circuits regularly get noisier after partial degradation; and, surprisingly, decreased heart rate fluctuations suggest disease.

Noise can also be used as a tool to solve some commercial, technical or scientific problems. Digitized, rough images and characters displayed on a screen can be made more readable and natural by adding some amount of noise; security and PIN codes are generated randomly; random numbers are useful in numerical integration, optimization and in the so-called Monte Carlo – the town of games of chance – simulations and oddly enough, adding noise can improve the linearity of instruments and can even increase the signal-to-noise ratio in some cases – via the phenomenon called stochastic resonance.

The progressive and continuous advances in analog and digital electronics and informatics influenced the research of noise significantly, moved it toward information extraction methods and sophisticated signal processing algorithms that can be run even on very small battery powered devices. The beauty of noise research is its multidisciplinary character and the wide range of investigation methods from basic theoretical and experimental analysis to applied research in which engineers, physicists, computer scientists and many others can work together.

I have started my noise research career as a member of the group of Prof. L. Kish in Szeged, 1988. My debut as a speaker was at the International Conference on Noise and Fluctuations (ICNF) organized by Prof. A. Ambrózy – the author of the book Electronic Noise, McGraw Hill, 1983 – at the Budapest University of Technology and Economics in 1989 that was the only one event of this noise conference series held in Hungary. I was lucky that I could work in the lab of Prof. Ambrózy for a short period; I took part in the development of a computer controlled noise generator [A1]. Two other international noise conferences were particularly important for me: the conference series named Unsolved Problems of Noise (UPoN) that was founded by Prof. L. Kish and the first event that was organized in 1996, Szeged; and later I received the invitation to act
as chairman of the conference Noise in Complex Systems and Stochastic Dynamics in 2004, Spain [D22], as a part of the Fluctuations and Noise (FaN) symposium series. Finally, I would mention that I have been working for the unique journal Fluctuation and Noise Letters (http://www.worldscinet.com/fnl/) – exclusively dedicated to noise research – as a handling editor since 2002.

From the beginning I have been committed to do noise investigations in various ways and in many different systems. In the following chapters I shall present the most important results of my noise research conducted after my PhD title. The subjects include:

- fundamental research of 1/f noise properties;
- numerical simulation modeling of noise in electronic device degradation;
- development of a digital signal processor (DSP) based mixed-signal system to support experimental noise analysis;
- theoretical, experimental and numerical simulation investigation of signal-to-noise ratio gain improvement by stochastic resonance;
- hardware and software development for fluctuation-enhanced gas sensing;
- DSP system realization of secure communications utilizing noise.

I would like to note that the experience I have gained in noise research and in related hardware and software developments and signal processing has led to many interdisciplinary research collaborations. Just to mention a few examples, I have worked together with engineers (development of hardware, embedded and host computer software for optoelectronic component testing), laser physicists (active control of excimer laser delay utilizing jitter noise), chemists (fluctuation-enhanced sensing using carbon nanotubes), biophysicists (low-noise instrumentation of bacterial photosynthesis), computer scientists (hardware development to support handwriting recognition by inertial sensors), medical doctors (measurement and analysis of heart rate and blood pressure fluctuations and development of a 128 channel ECG mapping instrument) and even with secondary school teachers (educational applications of sensor-to-USB interfaces and virtual instrumentation technology).

Several parts of this thesis reflect these multidisciplinary findings that, I believe, have been of benefit to those involved and, at the larger scale, to society.

1 Amplitude saturation invariance of 1/f^a fluctuations

1.1 About 1/f noise

It was a long time ago that 1/f noise (also known as flicker noise, pink noise), whose power spectral density (PSD) is inversely proportional to the frequency, was first discovered in the current fluctuation of a vacuum tube [1,2]. Since then, the topic has been studied intensively, and a considerable amount of knowledge has accumulated.

Rather different systems exhibit 1/f fluctuations. They are found in semiconductors [3,4], superconductors [5], lasers [6,7], astrophysical data [8] and quantum phenomena. It has also been reported that 1/f noise is present in neurons [9], traffic flow [10], geophysical records [11] and even classical music [12]. 1/f spectrum has been found in the long term behavior of the heart rate fluctuations [13] –note that oddly enough too low fluctuations may indicate disease [14] –, in many biological, chemical systems and processes.

Modern instruments and measurement devices use active electronic components like transistors, operational amplifiers, data converters and many other integrated circuits – all of them exhibit some amount of noise that may limit accuracy and reliability. Operational amplifier data sheets include information about input voltage and current noise spectral density always showing 1/f like behavior at low frequencies, typically below a few hundred Hz. Since the variance of 1/f noise is getting higher as the measurement time is increasing, averaging in the time domain does not reduce the statistical error that is something important to keep in mind.

1/f noise has some strange properties: it is at the boundary of stationary processes; it is logarithmically divergent at both high and low frequencies; it is hard to treat it mathematically; it cannot be derived from other well known noise sources (e.g. white noise) using simple linear operations like integration or differentiation which makes 1/f noise models rather complicated and/or limited in most cases [15].

A full understanding of the phenomenon has not been arrived at, especially with respect to the origin of this kind of fluctuation. Concerning the generality of 1/f noise; there are two basic different views:

- There must be some universal mechanism responsible in all systems which exhibit 1/f noise,
- There is no common origin and one should invoke different models for each system.

This problem is still open; the presence of 1/f noise in several different systems has not been completely accounted for, hence 1/f noise is sometimes considered to be a mysterious phenomenon. Research into the properties of 1/f noise can help to construct new models and may lead to a more precise understanding of the systems exhibiting this kind of noise.

1.2 1/f noise generation

1/f noise generators are used in several applications [16,17,18]. In scientific projects they provide the noise for investigation of its properties; they can be used as sources for excitation of various systems or can also be integrated in a complex simulation environment to analyze the behavior of the system under consideration.
Noise generators are also used in system transfer function measurements and in system analysis. Their advantage is the distribution of their power both in the time and in the frequency domain. For example, a linear system can be excited by a pulse or white noise, because both have wide bandwidth. However the pulse has strictly limited distribution of its power in time, while the noise power is distributed in time. 1/f noise has a unique property that makes it useful in system analysis: it has the same power in any frequency range, where the middle frequency and the bandwidth ratio is the same. For example, if one considers a 1/f noise driven tunable bandpass filter whose quality factor is given, the output power is the same for any filter frequency setting. Due to this fact, 1/f noise generators are often used in audio system testing.

In the following we report the 1/f noise generation methods we have used in our research. Development of a mixed signal digital signal processor (DSP) based generator will also be shown.

### 1.2.1 Software 1/f noise generation

There are many different ways of generating 1/f noise samples by software. The basis of these generators is the pseudo-random number generator that provides random-like numbers although the generation is deterministic [19]. Linear congruence and XOR-shift generators are popular due to their simple use, fast execution, availability of reliable performance tests [19-21]. Still one should be careful about using unspecified generators come with software packages and compilers. For example the old generator called RANDU built in older FORTRAN systems has poor performance [19].

Pseudo-random generators provide uncorrelated samples that correspond to white noise. Correlated noises – like 1/f noise – can be obtained by processing these samples in either the “time” or “frequency” domain. For example, properly designed finite impulse response (FIR) filters, cascaded infinite impulse response (IIR) filters, fractional integration can do the job using the time series, but transforming the signal into the frequency domain using discrete Fourier transform (DFT) or fast Fourier transform (FFT) allows manipulations in the frequency domain. There are always accuracy, efficiency and frequency band limitations due to the special nature of 1/f noise.

In our numerical simulations we used an FFT-based method [16,17]. The samples were generated by tested pseudo-random generators and FFT was used to convert the data into the frequency domain. The transformed signal was then multiplied by the square root of the required power spectral density. The drawback of this method is that the number of samples must be given to do the transformation therefore it can’t be used to generate continuous stream of 1/f noise samples. However, in our investigations this was not required while the high accuracy and fast execution of the method helped us to obtain reliable results and the use of high number of averages.

### 1.2.2 DSP 1/f noise generator hardware

In order to produce reliable 1/f noise voltage we have developed a DSP based noise generator [A2]. The principle of the device is shown on Figure 1.1.
A DSP is used to generate the pseudo-random numbers and it performs the digital filtering to get 1/f noise samples. The numbers representing 1/f noise are converted into the analog domain by a digital-to-analog converter (DAC). Due to the nature of the sampled data system and stepped digital-to-analog conversion, the DAC output signal contains so called images above the Nyquist frequency and the spectrum is distorted by a sin(x)/x shape. This latter can be taken into account during the design of the digital filter while the images can be attenuated by a low-pass analog filter.

We have chosen the probably the most often used method to generate 1/f noise from white noise. According to the principle 1/f noise can be approximated by the sum of noises whose spectrum follows the Lorentz-function, \( A_i/(1+f^2/f_{c,i}^2) \) that can be easily obtained by passing a white noise through a first order low-pass filter [23-24]. The \( A_i \) amplitudes and \( f_{c,i} \) corner frequency of the individual signals must follow the rule \( A_i/A_{i+1} = f_{c,i+1}/f_{c,i} = 10^{1/M} \), where \( M \) is the number of signals per decade. Figure 1.2 illustrates how these signals approximate the 1/f noise in a given frequency band.

For a sampled data system the low-pass filters can be simply realized by IIR filters. In general, the IIR digital equivalent of an analog filter can be found by using the bilinear transform. Note that the sampled data frequency scale is rather different from the real frequency scale at frequencies close to the Nyquist point, and this should be taken into account. If the frequency range and tolerance is given, the number of signals and their parameters can be calculated. R. Mingesz has developed a method to determine the optimal parameters, 1% accuracy can be achieved by using two signals per decade over four decades of frequency [A2]. Figure 1.3 shows the block diagram of the principle discussed above.
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We have designed and built two DSP $1/f$ generator circuits. The simplest, compact design is based on a 16-bit fixed-point DSP, the ADSP2105. Only four integrated circuits were used: the DSP, a boot EPROM, a serial input 12-bit DAC (AD7233) and an operational amplifier (AD845) configured as a Sallen-Key low-pass filter.

The tested linear congruence pseudo-random generator [19,25]

$$x_i = (1664525 \cdot x_{i-1} + 32767) \mod 2^{32}$$  \hspace{1cm} (1.1)

was used to calculate the $x_i$ 32-bit unsigned integer pseudo-random numbers and the sum of ten IIR filters provided the $1/f$ noise samples. The processor’s timer generated the 100kHz update rate, the associated interrupt routine was used for the signal processing. The schematic diagram of the design can be seen on Figure 1.4 and the measured power spectral density of the output of the device is depicted on Figure 1.5.

Note that we also developed a more powerful and accurate version based on the faster ADSP-2181 processor and a 14-bit DAC (AD7836). This much more universal hardware is developed in order to support many different scientific and technical applications and it will be detailed in Chapter 3.

**Figure 1.3.** A set of first order digital low-pass IIR filters can be used to generate noises with different amplitudes and cut-off frequencies. The sum of these signals has power spectral density approximately proportional to $1/f$ in a certain frequency band.
Figure 1.4. Schematic diagram of the DSP 1/f noise generator circuit. The fixed point DSP generates the pseudo-random numbers and performs the digital filtering. The D/A converter is driven by the serial port of the DSP and an analog filter is used to attenuate the images. Only four integrated circuits are used: the DSP, the boot EPROM, the D/A converter and an operational amplifier.
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$1/f$ noise has several properties that make it unique from some aspects as we have already pointed out in the introduction of this chapter. In addition to these, an interesting property of Gaussian $1/f$ noise has been found experimentally: the power spectral density remains close to $1/f$, if the sign of the noise is kept only \[A3\]. Two years later we have broadened this during the investigations of $1/f$ noise driven stochastic resonance: the power spectral density remains the same if the amplitude is saturated at certain levels under rather general conditions \[A4, A5\]. Later we have extended the analysis to $1/f^\alpha$ noises with $0<\alpha<2$ by experimental investigations and numerical simulations, but these results were theoretically unexplained \[A6\]. Finally we have found the theoretical derivation of the above mentioned invariant property for certain cases. In addition, we have examined the phenomenon for even more general conditions with the help of numerical simulations. In the following we show the most important part of our experimental and theoretical work and we also draw the attention to some unsolved problems associated with the amplitude saturation of $1/f^\alpha$ noises.

### 1.3 Amplitude saturation of $1/f$ fluctuations

The following formula produces a dichotomous noise $y(t)$ based on the polarity of the input noise $x(t)$:

$$y(t) \propto \begin{cases} +1, & \text{if } x(t) \geq 0 \\ -1, & \text{if } x(t) < 0 \end{cases} \quad (1.2)$$

Diffusion noise with power spectral density proportional to $1/f^{3/2}$ can be obtained if $x(t)$ represents the one dimensional random walk with $1/f^2$ PSD \[22,26\]. An experimental setup has been built by G. Trefán \[A3\] to generate such noise, but besides $1/f^2$ noise $1/f$ noise was also used and the output PSD was close to $1/f$ in that case. The block diagram of the system is shown on Figure 1.6.

\[Figure 1.5\]. Measured power spectral density of the outputs signal generated by the DSP $1/f$ noise generator circuit. The noise is close to $1/f$ over almost four decades of frequency.
The experimental study of stochastic resonance (will be detailed in Chapter 4) required a simple bistable system driven by noise and a periodic signal [A4]. The simplest bistable circuit is the Schmitt-trigger whose operation can be described by the following equation:

\[
y(t) \begin{cases} 
+1, & \text{if } x(t) > x_{\text{max}} \\
-1, & \text{if } x(t) < x_{\text{min}} \\
\text{no change}, & \text{otherwise}
\end{cases}
\]

(1.3)

Figure 1.7 shows the block diagram of the experimental setup.

Figure 1.7. Block diagram of the system used to investigate stochastic resonance in a bistable system, in the Schmitt-trigger.

We have applied a small amplitude sinusoidal signal plus 1/f noise and found that the output spectrum has two parts:

- above a certain corner frequency it is proportional to $1/f^2$,
- below this frequency it gets close to $1/f$.

This behavior seemed to be the same for various threshold levels of the Schmitt-trigger, only the corner frequency has been changed.

Figure 1.8 shows a typical output power spectral density obtained by numerical simulation. The noise root mean square (RMS) amplitude was set to 1, the switching levels of the Schmitt-trigger were -1 and 1 and the sinusoidal signal had amplitude of 0.2. The 1/f noise was generated using the frequency domain method described earlier; the length of the sequences was 8192 points. The PSD is given as an average of 1000 runs.
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1.3.2 Various saturation levels

In order to explore the amplitude saturation properties of $1/f$ fluctuation in a more general manner the following transformation can be considered [A5]:

$$y(t) = \begin{cases} x_{\text{max}}, & \text{if } x(t) > x_{\text{max}} \\ x_{\text{min}}, & \text{if } x(t) < x_{\text{min}} \\ x(t), & \text{otherwise} \end{cases}$$

(1.4)

The amplitude saturation operation is illustrated on Figure 1.9.

**Figure 1.8.** Simulated power spectral density at the output of a Schmitt-trigger driven by a periodic signal plus $1/f$ noise. The Schmitt-trigger thresholds are -1 and 1, the noise RMS is 1 and the amplitude of the sinusoidal signal is 0.2, the frequency is 100Hz. At low frequencies the spectrum remains close to $1/f$.

**Figure 1.9.** Amplitude saturation of a typical $1/f$ noise sample

Three rather different saturation examples and the corresponding power spectral densities are shown on Figure 1.10.
Figure 1.10. Amplitude saturation examples of a typical 1/f noise sample. The amplitude saturated signals are shown on the left, the corresponding spectra can be seen on the right hand side. For all cases the spectrum of the saturated signal remains very close to 1/f.
1.4 Amplitude saturation of $1/f^\alpha$ fluctuations

The results mentioned above implied the consequence that $1/f$ noise may have a special feature that its PSD is invariant to almost any kind of amplitude saturation. Note that the two saturation levels always included the mean of the noise, later we’ll address this point in a bit more detail.

The question easily arises: is it unique to $1/f$ noise or can be valid for other kind of noises? Since $1/f$ noise can be viewed from a more general point, namely it is quite typical to use the term $1/f$ noise even when one observes $1/f^\alpha$ PSD, where $\alpha$ is not equal to 1, rather a range is specified, in most cases from 0.8 to 1.2 as these values are often found in real systems. Therefore it is straightforward to consider noises that have PSDs proportional to $1/f^\alpha$.

1.4.1 Simulation results

First we show the numerical simulation results for the amplitude saturation analysis of $1/f^\alpha$ noise [A6]. We have investigated the case when the mean value of input noise is zero and the upper and lower saturation levels are symmetric and very close to the mean value: $x_{\text{min}} = x_{\text{max}} \approx 0$. In this case, we get an almost dichotomous output signal $y(t)$, which can be approximated by the following formula:

$$
y(t) \propto \begin{cases} +1, & \text{if } x(t) \geq 0 \\
-1, & \text{if } x(t) < 0 
\end{cases}
$$

(1.5)

According to our results the output signal’s PSD has $1/f^\beta$ dependence and our aim was to find the relation between $\alpha$ and $\beta$. The $1/f^\alpha$ noise was generated using the frequency domain method described earlier; the length of the sequences was $2^{18}$ points. The PSD is given as an average of 1000 runs.

**Figure 1.11.** Exponent $\beta$ of the truncated signals PSD versus the exponent $\alpha$ of the input PSD. The data are obtained by numerical simulations.

Figure 1.11 shows the result of the simulation. One can see that $\alpha$ and $\beta$ are practically the same in the range of 0 to 1, while above 1 $\beta$ is smaller than $\alpha$. The case of $\alpha=0$ (white noise) and $\alpha=2$ ($1/f^2$ noise) were already known, since the PSD of the white noise is obviously invariant to amplitude saturation, because it remains uncorrelated. The dichotomous diffusion noise whose PSD is proportional to $1/f^{3/2}$ can be derived.
from $1/t^2$ noise representing a one-dimensional random walk or Brownian motion. The simulation results are in agreement with these facts.

1.4.2 Theoretical results for dichotomous output signals

In 1997 we have started collaboration with the research group of S. Ishioka and N. Fuchikami at the Tokyo Metropolitan University in the subject and the theoretical explanation of the phenomenon had been found \([A7-A10]\). Note again that we have considered the case of dichotomous output signal when the saturation levels are almost zero and the mean of the noise is zero as well. In the following the main steps of the calculation will be presented.

First we derive the relation between the correlation functions $R_y(t)$ and $R_x(t)$ of the input and output signals, respectively. The correlation function of the output signal is given by

$$R_y(t) = (+1) \cdot P(y(0) \cdot y(t) = 1) + (-1) \cdot P(y(0) \cdot y(t) = -1)$$

$$= P(x(0) \cdot x(t) > 0) - P(x(0) \cdot x(t) < 0) = 2 \cdot P(x(0) \cdot x(t) > 0) - 1$$

where $P(.)$ is the probability that the condition of the argument is satisfied. If we assume a stationary Gaussian process, the joint probability density is

$$P(x(t_1), x(t_2)) = P(x(0), x(t_1 - t_2)) = \frac{1}{A_0} e^{-(x^2 - 2cxy + y^2)/B} \equiv f(x, y),$$

where $x\equiv x(0), y\equiv x(t_1-t_2), c\equiv R_y(t_1-t_2), A_0\equiv 2\pi R_y(0)/(1-c^2)^{1/2}, B\equiv 2R_y(0)/(1-c^2), R_y(t)$ is the correlation function of $x(t)$.

Using Equation 1.7 the probability $P(xy>0)$ can be written as

$$P(x \cdot y > 0) = \int_0^\infty \int_0^\infty f(x, y) dx dy + \int_0^\infty \int_0^\infty f(x, y) dx dy = \frac{1}{2} + \frac{1}{\pi} \arcsin(R_x(t)).$$

Therefore we obtain

$$R_y(t) = \frac{2}{\pi} \arcsin(R_x(t)).$$

The relation (1.9) between the correlation functions leads to the relation between power spectral densities (PSD) applying the Wiener-Khinchine theorem, because we have assumed stationary processes

$$S_y(\omega) = 2 \int_0^\infty R_y(t) \cos(\omega t) dt = -2 \int_0^\infty R_x(t) \frac{\sin(\omega t)}{\omega} dt,$$

$$I = x, y$$

It turns out that the PSD of the form $S_y(\omega) \sim 1/\omega^\alpha$ is transformed into PSD $S_x(\omega) \sim 1/\omega^\beta$.

We have investigated the relation of the exponents $\alpha$ and $\beta$ for the following cases: $0<\alpha<1, \alpha=1$ and $1<\alpha<2$.

1.4.2.1 Case $1<\alpha<2$

For $1<\alpha<2$, we have chosen the correlation function
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\[ R_s(t) = \begin{cases} 
1 - t^{-\alpha}, & \text{if } t \leq 1 \\
0, & \text{if } t > 1 
\end{cases} \quad (1.11) \]

The corresponding PSD can be calculated using Equation (1.10):

\[ S_s(\omega) = 2 \alpha \frac{1}{\omega^2} \int_0^\alpha \frac{\sin(z)}{z^{\alpha-1}} \, dz 
= \frac{2}{\omega^2} \left[ \Gamma(\alpha) \sin[\pi/2(\alpha-1)] - (\alpha - 1) \int_0^\alpha \frac{\sin(z)}{z^{\alpha-1}} \, dz \right] \quad (1.12) \]

At high frequencies (\( \omega >> 1 \)), the second term can be neglected because the integrand \( \sin x / x^{\alpha-1} \) becomes small for \( x \geq \omega >> 1 \), so the spectrum becomes \( \sim 1/\omega^\alpha \). The high frequency condition \( \omega >> 1 \) actually means that \( \omega >> 1/\tau_1 \), where \( \tau_1 \) is a correlation time of the signal. Using Equations (1.11) and (1.9), we obtain the correlation function of the output signal as

\[ R_s(t) = \begin{cases} 
\frac{1}{\sqrt{\pi}} \arcsin(1-t^{-\alpha}), & t \leq 1 \\
1 - 2 \frac{\sqrt{2}}{\pi} \sqrt{t^{-\alpha-1}}, & t << 1 \\
0, & t > 1 
\end{cases} \quad (1.13) \]

The transformed signal's PSD becomes

\[ S_s(\omega) \sim \frac{1}{\omega^{2\beta}}, \quad \beta = \frac{\alpha + 1}{2} \quad (\omega >> 1), \quad (1.14) \]

in the high frequency limit, because when \( \omega >> 1 \), the main contribution to the integral (1.10) comes from small values of \( t \), thus the approximation of (1.13) can be used.

### 1.4.2.2 Case 0<\alpha<1

In the case of \( 0<\alpha<1 \), the correlation function is chosen as

\[ R_s(t) = \begin{cases} 
1, & \text{if } t \leq 1 \\
1 / t^{1-\alpha}, & \text{if } t > 1 
\end{cases} \quad (1.15) \]

Using Equation (1.10), the corresponding PSD is obtained as

\[ S_s(\omega) = 2 \alpha \frac{1}{\omega^2} \int_1^\infty \frac{\sin(\omega t)}{t^{\alpha-1} \omega} (\alpha - 1) \, dt = \frac{2}{\omega^2} \left[ \Gamma(\alpha) \cos(\pi/2\alpha) - (\alpha - 1) \int_0^\alpha \frac{\sin(z)}{z^{\alpha-1}} \, dz \right] \quad (1.16) \]

At low frequencies (\( \omega << 1 \)) the second term can be neglected, because \( 1<<2-\alpha<<2 \) and we get \( S_s(\omega) \sim 1/\omega^\alpha \). The dimensionless relation \( \omega << 1 \) actually corresponds to \( \omega << \tau_2 \), where \( \tau_2 \) is a typical time scale of the system above which the correlation function decays. The correlation function

\[ R_s(t) = \frac{1}{1 + t^{1-\alpha}}, \quad (1.17) \]

also leads to the same form of PSD, because this expression of \( R_s(t) \) may be replaced by (1.15) in the integral of Equation (1.10) if \( \omega << 1 \).

Substituting Equation (1.15) into (1.9) gives the correlation function of the output signal:
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\[
R_y(t) = \begin{cases} 
1 & (t < 1) \\
\frac{2}{\pi} \arcsin \left( \frac{1}{t^{1-\alpha}} \right) & (t \geq 1) \\
\sim \frac{2}{\pi} \frac{1}{t^{1-\alpha}} & (t >> 1)
\end{cases}
\]
(1.18)

Using the approximation of Equation (1.18) in (1.10), we obtain

\[
S_y(\omega) \sim \frac{1}{\omega^\beta}, \quad \beta = \alpha, \quad (\omega << 1),
\]
(1.19)
in the low frequency limit.

### 1.4.2.3 Case \(\alpha = 1\)

For 1/f noise (\(\alpha = 1\)) the correlation function is approximated by the following formula:

\[
R_x(t) = \begin{cases} 
1 & \text{if } t \leq 1 \\
\frac{1}{1 + \log t} & \text{if } t > 1
\end{cases}
\]
(1.20)

Using this function the PSD calculated as

\[
S_y(\omega) = \frac{2}{\omega} \int_0^\infty \frac{\sin(z)}{1 + \log z / \omega} \frac{1}{z} dz
\]
(1.21)

Assuming \(\omega << 1\), \(1 + \log(x/\omega)\) can be replaced by \(\log(1/\omega)\) in the integrand and we get

\[
S_y(\omega) \sim \frac{2}{\omega(\log 1/\omega)} \int_0^\infty \frac{\sin(x)}{x} dx = \frac{2}{2} \frac{1}{\omega(\log 1/\omega)^2}.
\]
(1.22)

The correlation function

\[
R_x(t) = \frac{1}{1 + \log(t + 1)},
\]
(1.23)

can also be used to get the same approximated PSD as (1.22). The PSD of the output signal is given by the formula

\[
S_y(\omega) \sim \frac{2}{\omega(\log 1/\omega)^2} \quad (\omega << 1),
\]
(1.24)
in the low frequency limit.

The PSDs were calculated over the same frequency range for the input and output signals, and in summary we found that the exponent \(\beta\) of the output PSD depends on the exponent \(\alpha\) of the input PSD as follows:

\[
\beta = \begin{cases} 
\alpha, & \text{if } 0 < \alpha \leq 1 \\
\frac{\alpha + 1}{2}, & \text{if } 1 < \alpha < 2
\end{cases}
\]
(1.25)

The approximations used to derive this relation (\(\omega << 1\) for \(0 < \alpha \leq 1\) and \(\omega >> 1\) for \(1 < \alpha < 2\)) were verified by the numerical integration of Equation (1.10), into which the proper correlation function was substituted. Figure 2 shows the results of the numerical integration for the cases of \(\alpha = 0.75\), \(\alpha = 1\) and \(\alpha = 1.25\).
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Our results have been confirmed by numerical simulations also. Gaussian noises with length of $2^{18}$ were generated, and the PSD was calculated by averaging 1000 samples. On Figure 1.13 the numerical simulation result for $1/f$ noise ($\alpha=1$) is plotted and Figure 1.14 shows how the numerical simulation confirms Equation (1.25).

Figure 1.12. PSD of the input (hollow circles) and output (filled circles) signals obtained by numerical integration for $\alpha=1.25$, $\alpha=1$ and $\alpha=0.75$. The solid lines represent ideal $1/f^\alpha$ and $1/f^\beta$ spectra.
1.4.3 Extending the theoretical results to other saturation levels

The above results for very close truncation levels can be generalized to distant truncation levels as well [A9-A10]. Let us assume that we have a zero-mean Gaussian 1/f\(^\alpha\) noise and truncation levels \(x_{\text{min}} < 0 < x_{\text{max}}\). For short time intervals (high frequencies)
the PSD of the truncated signal is mainly determined by the noise amplitude behavior between the levels. On the other hand, for time intervals much longer than the time required by the signal to pass between the two levels, the signal has similar PSD as in the case of low levels. If $\alpha \leq 1$, this means that the spectrum has the same dependence both for low and high frequencies, while for $\alpha > 1$ the low frequency part below a certain corner frequency has exponent $\beta = \frac{\alpha + 1}{2}$, while for high frequencies $\beta = \alpha$ is expected. The corner frequency depends on the truncation levels, of course. Let us assume that the truncation is symmetric, i.e. $x_{\text{max}} = -x_{\text{min}} = U$. When the level is changed from $U$ to $aU$, then the corner frequency changes from $f_c$ to $a^{2(\alpha-1)/\alpha}f_c$ for $1 < \alpha < 2$. This scaling property can be obtained from the self-affine character of the signal $x(t)$. Note that this argument does not hold for cases in which the mean of the input noise is not located between the truncation levels.

1.4.4 **Behavior at asymmetrical truncation levels excluding the mean value**

We have carried out numerical simulations for cases when the mean value of the noise is not included in the interval defined by the upper and lower truncation levels. Equation (1.25) does not hold valid for this case, however the output PSD seems to follow a power law again with a modified value of $\beta$. Figure 5 illustrates the results for 1/f input noise, where both the upper and lower truncation levels are close to $\sigma$ (label 2), $2\sigma$ (label 3) together with the previous case (label 1). Here $\sigma$ is the standard deviation of the simulated noise.

![Figure 1.15](image-url) Output PSDs for 1/f input noise with truncation levels located at 0, $\sigma$, and $2\sigma$ labeled with 1,2,3, respectively. The corresponding slopes are 0.98, 0.91, and 0.8.

The theoretical result of Equation (1.25) cannot be applied to these cases as the phenomenon is rather complex here.
1.5 Conclusions

Two results related to Gaussian 1/f^\alpha fluctuations have been shown. We reported about the development of a compact and accurate DSP-based 1/f^\alpha generator that can be used as a tool to support experimental analysis and can serve as a signal source for system analysis and mixed signal simulations.

Our discovery of the special invariant property of these fluctuations related to amplitude saturation is a significant addition to the knowledge about 1/f^\alpha fluctuations and can help to understand the origin, general occurrence and special behavior of these fluctuations. The results obtained by measurements and numerical simulations followed by theoretical explanation of the invariance of the PSD of Gaussian 1/f^\alpha fluctuations against the amplitude saturation for 0<\alpha\leq1 and the dependence for 1<\alpha<2 has also been derived. The theoretical results are extended to asymmetrical and distant truncation levels between which the mean value of the noise is located. Note here that the 1/f^{3/2} PSD of diffusion noise can be obtained using amplitude truncation of 1/f^2 noise [22] in accordance with Equation (1.25) even though \alpha=2 is not included in our theoretical derivation.

The theoretical results do not include the case when the saturation levels both are above or under the mean value. Our numerical simulations show that the PSD of the truncated signals follows a power law again, but the exponent \beta of the output PSD has a theoretically unexplained dependence on the exponent \alpha of the input PSD.

In natural systems, measurements and data communications noise is always present, and several non-linear transformations can occur including amplitude saturation. Simple examples are signals with limited amplitude range, overdriven systems and systems with saturating transfer functions. It is obvious that linear amplifiers exhibit this behavior due to the supply-limited output range. Note that investigations of other non-linear transforms of 1/f^\alpha noises might also help to understand these noises more precisely. Since the PSD is invariant to almost any truncation of the amplitude, the level-crossing dynamics seem to play a crucial role concerning the spectral dependence.

Our result may also suggest a possible convergence from 1/f^{3/2} noise to 1/f noise via successive amplitude saturation processes on the sum of multiple fluctuations. Dichotomous 1/f^\alpha noises – like 1/f noise in ion channel switching fluctuations – might also be related to this interesting invariance.
2 Biased percolation model for degradation of electronic devices

Reliability is probably the most important factor in many applications of electronic devices. All modern instruments, machines, health-care and life-saving devices, industrial and medical robots – just to name a few only – are using more and more electronic circuits and components. Early detection and prediction of the failure of such components is extremely important and in most cases must be performed during operation with proper sensitivity and of course, only non-destructive methods can be applied and the information can only be read from the signals coming from the system under consideration during natural operation [1-13].

The progressive miniaturization of electronic components, very large scale integration often result in excessive current densities and increased operating temperature – both increase the probability of the damage of some parts of the circuit [1].

Experimental and theoretical investigations of the degradation process often caused by stress induced voids, mechanical or electromigration show special change of the conductivity, inhomogeneous distribution of the defects, filamentary damage pattern and a definitely increased 1/f noise [2].

Percolation models – where random connectivity in a complex system is considered [14] – are successfully applied to study the conductivity and noise in random resistor networks [14-22] with conductor-superconductor and conductor-insulator transitions [18-19]; a random fuse model has been introduced for the failure of disordered materials [23-25].

We have introduced a new type of percolation model called biased percolation that is promising in understanding and analyzing the degradation process and can serve as a sensitive, non-destructive diagnostic tool and early predictor of failure using the noise as information source [B1-B13].

2.1 Biased percolation model of electronic device degradation

Our simple model for a homogeneous thin film resistor mounted on a substrate is a two dimensional resistor network contacted at two sides, see Figure 2.1. For simplicity we consider a square lattice of identical resistors whose value is unity, 1Ω. In our model a defect is represented by resistor that has infinite value, in other words, by an open circuit. Note, that one can also consider a short circuit-like defect; we’ll discuss this possibility later. Our aim is to

- define a defect generation process at the microscopic level;
- calculate microscopic quantities (current distribution);
- calculate macroscopic quantities (sample resistance, current, noise);
- determine the time evolution of the quantities.
In our model the defect generation is a thermally activate
d statistical process that we have included in our Monte Carlo sim
ulations. The probability of generating a defect at a given position $k$ in a simulation step is given by the following formula:

$$W_k = \exp\left( - \frac{E_0}{k_B T_k} \right)$$ \hspace{1cm} (2.1)

where $E_0$ is the activation energy of the defect generation, $k_B$ is the Boltzmann constant and $T_k$ is the temperature of the resistor. Since the power generated by the current flowing through the resistor is equal to the resistor value multiplied by the square of the current, assuming linear dependence of the temperature versus power we can get

$$T_k = T_0 + A r_i i_k^2$$ \hspace{1cm} (2.2)

where $T_0$ is the temperature of the substrate and the value of parameter $A$ depends on the thermal coupling between the film and the substrate. If the heat coupling is perfect, then the film has the same temperature as the substrate that means $A$ is zero, therefore the probability if generating a defect is

$$W_k^0 = \exp\left( - \frac{E_0}{k_B T_0} \right).$$ \hspace{1cm} (2.3)

This case we call free percolation, it is the classical 2D percolation well known in many other systems [14]. Since this percolation process does not depend in the local current distribution in the lattice, it will give homogeneous defect pattern. However, when $A$ is nonzero, a defect is generated with higher probability where the current flowing through the local resistor is higher. If a defect is generated at a certain position, the current in the neighboring resistors will be increased; therefore the probability of generating a defect is higher close to a defect. This will result in an inhomogeneous defect pattern and we call this process biased percolation. Biased or directed percolation can occur in many different systems with external excitations [26-28].
2.2 Development of the numerical simulation framework

In order to carry out Monte Carlo simulations, we have developed an optimized software framework in C and later in C++ programming language.

2.2.1 Determining the voltages and currents in the network

The solution of the network means that we have to calculate all node voltages and all currents flowing through the resistors. Connecting a voltage source between the contacts will force current through the sample. A simple way to calculate the local currents is the method of the loop currents, when Kirchhoff’s second law is used to write an equation for each loop. Figure 2.2 illustrates a 3x3 resistor network and the association of the loop currents. The numbering of the loops can be optimized to reduce the required computational power dramatically, as it will be shown later.

\[
\begin{pmatrix}
0 & r_{12} & 0 & r_{14} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & r_{21} & r_{22} & r_{23} & 0 & r_{25} & 0 & 0 & 0 & 0 \\
0 & 0 & r_{32} & r_{33} & 0 & 0 & r_{36} & 0 & 0 & 0 \\
0 & r_{41} & 0 & 0 & r_{44} & r_{45} & 0 & r_{47} & 0 & 0 \\
0 & 0 & r_{52} & 0 & r_{54} & r_{55} & r_{56} & 0 & r_{58} & 0 \\
0 & 0 & 0 & r_{63} & 0 & r_{65} & r_{66} & 0 & 0 & r_{69} \\
0 & 0 & 0 & 0 & r_{74} & 0 & 0 & r_{77} & r_{78} & 0 \\
0 & 0 & 0 & 0 & 0 & r_{85} & 0 & r_{87} & r_{88} & r_{89} \\
0 & 0 & 0 & 0 & 0 & 0 & r_{96} & 0 & r_{98} & r_{99} \\
U_g & 0 & 0 & 0 & 0 & 0 & 0 & r_{107} & r_{108} & r_{109} \\
\end{pmatrix}
\begin{pmatrix}
i_{L1} \\
i_{L2} \\
i_{L3} \\
i_{L4} \\
i_{L5} \\
i_{L6} \\
i_{L7} \\
i_{L8} \\
i_{L9} \\
i_{L10}
\end{pmatrix}
\]

(2.4)

**Figure 2.2.** 3x3 resistor network solution scheme. The directed arcs correspond to the loop currents, the last loop contains the voltage generator.
or in a short form

\[ u = R \cdot i_L, \]  

(2.5)

where \( i_L \) is the vector of the loop currents; \( u \) is the vector whose elements are the signed sum the voltage sources in the corresponding loop; the \( R \) matrix has the elements \( R_{ij} \) that is the signed sum of the network resistors that belong both to the \( i \)-th and to the \( j \)-th loop. One can see that only the last loop has nonzero voltage source, and the resistance matrix has many zero components, it has a form of a band matrix.

For an \( N \) by \( N \) network the number of resistors is \( 2N(N+1) \) and the number of equations is \( N^2+1 \). Although there are \( (N^2+1)^2 \) coefficients in the resistance matrix, the number of nonzero coefficients in the above arrangement is reduced to less than \( (2N+1)(N^2+1) \). Therefore the numerical solution of the equation systems needs less than \( (2N+1)^3(N^2+1)/2 \) operations. Without this optimization \( (N^2+1)^3/2 \) operations would be required. For example, a 100x100 network has 20200 resistors and the number of equations is 10001. The optimization gives close to 2500 times faster execution. The code written in C took less than 10 seconds on a DEC Alpha workstation installed at the University of Lecce, where we have carried out the Monte Carlo simulations in 1995 in collaboration with C. Pennetta and L. Reggiani. Later we have developed a graphical user interface version [B14] that allowed easier simulations and real-time visualization as well, see Figure 2.3.

Figure 2.3. Graphical user interface of the network modeling software. The user can set all modeling parameters, can monitor the simulation process. The status bar shows the actual current, temperature and probability of creating a defect at the resistor on which the user has been clicked. Darker resistors are warmer and carry higher current.
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Figure 2.4 shows a completely degraded lattice in the case of free percolation, there is no conducting path between the two contacts. Figures 2.5-2.6 illustrate the damage patterns and current distribution in the network close to the failure for the case of free and biased percolation processes, respectively. These figures clearly visualize the differences between the two kinds of degradation. The free percolation exhibits homogeneous damage pattern and current distribution while the biased percolation causes a filamentary damage pattern, defect grow perpendicular to the global current flow and strong inhomogeneity.

Figure 2.4. Completely degraded 30x30 resistor network. The free percolation shows homogeneous defect creation pattern. The thick solid line helps to find the insulating path.

Figure 2.5. Partially degraded 30x30 resistor network in the case of free percolation. The corresponding distribution of the squared currents can be seen on the right.
2.2.2 Calculating the fluctuations

Solving the above described equations by Gauss elimination one can get the values of all loop currents therefore the local currents can also be known. After completing the elimination the sample resistance can be given by $R_{MM}$, where $M=N^2+1$.

Assuming the each resistor is fluctuating in time as $r_k + \delta r_k(t)$. For simplicity, all resistors have the same mean value $r_k = r$ and the same variance of the fluctuations $\langle \delta r_k(t) \rangle^2 = \rho^2$. Using Cohn’s theorem [15,29] it is possible to calculate the relative variance of the total network resistance as

$$\frac{\langle \delta R^2 \rangle}{R^2} = \frac{\rho^2}{r^2} \left( \sum_k i_k^4 \right) \left( \sum_k i_k^2 \right)^2,$$

if $\rho^2 \ll r^2$.

2.2.3 Time evolution of the resistance and resistance fluctuations

In order to determine the time evolution of the sample resistance and its fluctuations we have carried out Monte Carlo simulations using a 100x100 resistor network. The substrate temperature $T_0$ was 300K, the activation energy and Boltzmann constant ratio $E_0/k_B$ was equal to 3000K, the thermal coupling parameter $A$ was $100\cdot N^2 K/W$, we assumed 1Ω resistors in the network and the 1V excitation voltage applied at the contacts. In each Monte Carlo step all the currents were calculated then the local temperatures and the corresponding defect generation probabilities were determined using Equation (2.1). The random decision was made at each location using the defect generation probability to replace the resistor with an open circuit to represent a defect. Note that the open circuit corresponded to a reasonable high resistance value of $10^9 \Omega$ to avoid problems with the numerical representation.

Figure 2.7 shows a typical evolution of the sample resistance and its variance for the free and biased percolation cases. It can be clearly seen that much shorter time is required for a significant degradation of the sample in the case of biased percolation.
The reason is twofold. It is obvious from figures 2.5 and 2.6 that during biased percolation much smaller number of defects can cause total degradation. In addition, the defect generation probability is higher at the locations where the current is increased.

On one hand the degradation process is faster but it is also more abrupt. This means that it is harder to predict the failure, therefore research to find other indicators is important.

![Figure 2.7](image)

**Figure 2.7.** Evolution of the sample resistance and normalized variance during the degradation process in a 100x100 lattice caused by free (label 1) and biased (label 2) percolation processes. Both quantities show faster and more abrupt change in the case of biased percolation.

During the evolution both the resistance and the variance of its fluctuations increase. The dependence of these quantities on each other differs significantly in the free or biased percolation cases as can be seen on Figure 2.8. Both curves have linear shape in a log-log plot indicating power law dependence that is normally observed in percolation phenomena:

$$\frac{\langle \delta R^2 \rangle}{R^2} \propto R^\gamma$$

(2.7)

The free percolation theory for 2D lattices results $\gamma=0.86$ [14-16], however we have found $\gamma=2.05\pm0.08$ for the biased percolation process. This finding is in agreement with experimental results that show much stronger increase of the noise during the degradation process that can be predicted by usual percolation models.
We have carried out numerical simulations also for the case when short circuits (conductor-superconductor transition) are generated as defects rather than open circuits (conductor-insulator transition). This way it is possible to analyze the case when the experiments show decrease of the resistance during the degradation process. The similarities are discussed in detail in our publication here we only show a few typical findings.

**Figure 2.8.** Normalized variance as a function of the total resistance of the lattice for the cases of free (label 1) and biased (label 2) percolation models, respectively. Curves refer to average values over 10 and 50 samples, respectively, with sizes 100x100.

We have carried out numerical simulations also for the case when short circuits (conductor-superconductor transition) are generated as defects rather than open circuits (conductor-insulator transition). This way it is possible to analyze the case when the experiments show decrease of the resistance during the degradation process. The similarities are discussed in detail in our publication here we only show a few typical findings.

Figure 2.9 compares the relative variance of the total resistance as a function of the total resistance for the cases of conductor-superconductor transition and conductor-insulator transition. The plot suggests that the two processes are counterparts in the sense that the absolute value of the scaling exponent $\gamma$ is close to 2 in both cases while its sign is the opposite.
2.2.4 Temperature dependence

In this section we report the dependence of the resistance and normalized resistance fluctuations on the substrate temperature. If the temperature is lower, then more steps (longer time) is needed for the degradation, however the transition is more abrupt as it is visualized by Figure 2.10. The conductor-superconductor and conductor-insulator transitions exhibit very similar degradation behavior.

We have also investigated the lifetime of the sample as a function of the substrate temperature both for constant current and constant voltage operation modes. At the actual value of $E_0$, these results show a roughly $T_0^{-4}$ decrease of the lifetime in the low temperature region $77 \text{ K} < T_0 < 200 \text{ K}$. This dependence bends at temperatures above 200 K, where the two operation modes give results which differ significantly, current mode being associated with a longer lifetime. The power dissipated under constant voltage conditions increases during degradation, while it decreases when the total current is kept constant. Both the figures 2.10 and 2.11 show the longer lifetime at reduced substrate temperatures that is due to the longer time needed to generate the first defects after that the degradation process will be significantly accelerated.

**Figure 2.9.** Relative variance of the total resistance as a function of the total resistance, for the cases of conductor-superconductor transition (left part of the figure) and conductor-insulator transition (right part of the figure). Constant-voltage operation mode and a substrate temperature of 300 K are assumed. Points are representative of about 6000 data originating from 50 samples with sizes 100x100. Continuous line interpolates these points, each point is representative of an average of the data made on a hyperbolic density sampling.
In order to illustrate the power dissipation characteristics of the process during the degradation the average temperature of the sample can be calculated using the following formula:

\[
\langle T \rangle_{N_{tot}} = \frac{1}{N_{tot}} \sum_{k} T_k = \frac{1}{N_{tot}} \sum_{k} (T_0 + \Delta T_k) = T_0 + \frac{A}{N_{tot}} \sum_{k} \delta T_k = T_0 + \frac{A}{N_{tot}} RI^2 \tag{2.8}
\]

Figure 2.10. Evolution of the sample resistance (left panel) and variance of the resistance fluctuations (right panel) normalized to \( R^2 \) under constant-voltage condition. Triangles, open circles and full circles refer, respectively, to a substrate temperature of 500K, 300K and 77K. The sizes of the sample are 100x100.

Figure 2.11. Film lifetime as a function of the substrate temperature. Constant voltage (open squares) and constant current (filled circles) operation modes are compared. The data refer to an average over 50 samples with sizes of 100x100.

In order to illustrate the power dissipation characteristics of the process during the degradation the average temperature of the sample can be calculated using the following formula:

\[
\langle T \rangle_{N_{tot}} = \frac{1}{N_{tot}} \sum_{k} T_k = \frac{1}{N_{tot}} \sum_{k} (T_0 + \Delta T_k) = T_0 + \frac{A}{N_{tot}} \sum_{k} \delta T_k = T_0 + \frac{A}{N_{tot}} RI^2 \tag{2.8}
\]

Figure 2.12 plots this as a function of the resistance that can be considered as an indicator of the degradation process.
2.2.5 Power spectral density of the resistance fluctuations

In the search of another indicator for the actual state and predictor of failure one can consider the power spectral density of the total resistance fluctuations that can give more information than taking only the variance. The PSD typically has 1/f frequency dependence in such samples as a superposition of the elementary fluctuations. A typical way to construct 1/f noise is to assume superimposition of elementary resistance fluctuations in the form of

$$S_{\epsilon_k}(f) = \frac{\rho^2 \tau_k}{1 + (2\pi f \tau_k)^2}$$  \hspace{1cm} (2.9)$$

where \(\tau_k\) is the correlation time of the fluctuation [30]. In our simulations we have used hyperbolically distributed \(\tau_k\) values in the range of \(10^{-6}\)s to 1s to provide 1/f noise over a frequency range of 6 orders of magnitude and these fluctuations are randomly assigned to the resistors. Thus the power spectral density of the total resistance fluctuations can be expressed as [15,16]

$$S_{\text{tot}}(f) = \frac{R^2}{r^2 \left( \sum \tau_i^2 \right) \sum S_{\epsilon_k} \tau_k^4}. \hspace{1cm} (2.10)$$

Note that one can expect a change in the shape of the power spectral density if the damage pattern is getting inhomogeneous since the individual fluctuations are weighted by the \(4^{\text{th}}\) power of the local current.

This is evidenced on Figure 2.13. Here four different degradation states are shown both for the free and biased percolation processes. While no significant change in the PSD frequency dependence can be observed for the free percolation, biased percolation can exhibit noticeable changes.
Biased percolation model for degradation of electronic devices

Conclusion

We have introduced a biased percolation model suited to investigating degradation and abrupt failure of electronic devices. A software framework has been developed to numerically simulate the 2D resistor network model of a thin conducting film. As indicators of degradation, we have studied the evolution of the damage pattern, resistance evolution, current and temperature distributions, the relative resistance fluctuations and their frequency dependence. A comparative analysis with the free percolation model shows interesting features.

- The damage pattern exhibits an anisotropic distribution of defects perpendicular (conductor-insulator transition) or parallel (conductor-superconductor transition) to the direction of the current flow which exhibits a characteristic filamentary damage pattern.
- The resistance and relative variance both exhibit a fast and sharp transition to failure with decreasing temperature, the former showing a progressive decrease and the latter an increase.
- The fraction of defects responsible for the failure is much smaller than that expected from standard percolation.
- By associating a time scale with the iteration steps, the lifetime of the device has been found to decrease radically with temperature.
- The variance of resistance fluctuations scales with the resistance with a scaling exponent of \( \gamma = 2.05 \pm 0.08 \).
- Pure 1/f noise spectra exhibit an increase in amplitude and a colored transition near the abrupt failure of the device.

Figure 2.13. Normalized spectral density of total resistance fluctuations at different values of the resistance for the free (left panel) and biased (right panel) percolation model for a lattice with size of 100x100. Numbers label the state corresponding to different sample resistance values: free percolation: (1) \( R=1.0 \ \Omega \), (2) \( R=1.2 \ \Omega \), (3) \( R=2.0 \ \Omega \), (4) \( R=4.1 \ \Omega \). Biased percolation: (1) \( R=1.0 \ \Omega \), (2) \( R=1.2 \ \Omega \), (3) \( R=2.0 \ \Omega \), (4) \( R=4.3 \ \Omega \).
The model can be extended to consider different reasons of defect generation by replacing the thermally activated degradation process. The local current dependence must be kept in order to have similar damage pattern, conductivity and noise evolution.

Finally, we note that the above features are in satisfactory agreement with existing experiments [2-13], indicating that this kind of model can offer interesting possibilities to study reliability and failure of electronic devices. The strong increase of the noise during degradation indicates the relevance of the use of the noise as a sensitive and non-destructive diagnostic tool of device degradation.
3 DSP data acquisition and control system for noise analysis

There are many accurate, fully featured professional instruments on the market that can be used to support special scientific experimentation, signal and system analysis. Noise measurements usually require low-noise preamplifiers, spectrum analyzers and special low-noise power supplies. Some manufacturers [1] are specialized to develop such devices and today there is rapidly improving alternative of modular computer controlled data acquisition systems and software support from companies like National Instruments [2] that might help scientists and engineers to develop their specialized, optimized experimental solution quickly and efficiently.

These solutions still may have several limitations because of high cost, they can be too bulky, in many cases the lack of galvanic isolation and differential input/output structure limit the performance and application possibilities while the required reliability and accuracy can be satisfied with custom solutions. Although building custom solutions need considerable expertise, the availability of high performance components and building blocks and the excellent technical documentation and tools eases the development of highly efficient experimental systems. Another significant advantage of the approach is the possibility of easy deployment. Keeping these in mind we have developed a special modular DSP-based data acquisition and control system in 1999 that allowed us to perform many scientific measurements and experiments not only in noise research (1/f\text{\textsuperscript{\alpha}} noise generation [A1], analog computer experiments of stochastic resonance [D8], fluctuation enhanced gas sensing [E3-E6] and absolutely secure communications using analog electronic components [F1-F3]; see the next chapters), but in many other multidisciplinary research and engineering fields including laser physics and photoacoustics [G9], lock-in amplifier applications, nanotechnology related measurements [E3-E6], atomic force microscope optimization and research of experimental education based on virtual instrumentation [C7]. We have made more than ten units that are used in many research laboratories at the University of Szeged, however some are installed in foreign research institutes (Texas A&M University, Department of Electrical and Computer Engineering; Rice University, Department of Mechanical Engineering & Materials Science; University of California Santa Barbara, Neuroscience Research Institute, USA; Fachhochschule, Emden, Germany).

Note that many of the above mentioned reasons still hold and the development of customized scientific instruments are continued at our research laboratory with a widened scope including medical and biophysics applications and we always tend to use the latest, highest performing components from leading suppliers like Analog Devices, Linear Technology, Texas Instruments [3-10].

In the following we briefly introduce the DSP-based system and the mixed signal modules that were used to achieve the results that will be detailed in the following three chapters.

3.1 DSP module

The modular system follows the Eurocard standard (IEEE Std 1101.11-1998). The individual modules can be plugged into a backplane with a 96-pin male DIN41612 connector. The backplane provides separate analog and digital grounds, 5V digital supply, low noise -5V, 5V, -15V and 15V analog supply. The backplane connects the
boards’ signals including the 16-bit bidirectional data bus, 8-bit address bus, I/O control signals, reset, two high-speed DSP serial ports, an UART port and three interrupt lines.

<table>
<thead>
<tr>
<th>A1</th>
<th>+15V</th>
<th>B1</th>
<th>+15V</th>
<th>C1</th>
<th>+15V</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>+15V</td>
<td>B2</td>
<td>+15V</td>
<td>C2</td>
<td>-15V</td>
</tr>
<tr>
<td>A3</td>
<td>-15V</td>
<td>B3</td>
<td>-15V</td>
<td>C3</td>
<td>-15V</td>
</tr>
<tr>
<td>A4</td>
<td>+5V</td>
<td>B4</td>
<td>+5V</td>
<td>C4</td>
<td>+5V</td>
</tr>
<tr>
<td>A5</td>
<td>+5V</td>
<td>B5</td>
<td>+5V</td>
<td>C5</td>
<td>+5V</td>
</tr>
<tr>
<td>A6</td>
<td>-5V</td>
<td>B6</td>
<td>-5V</td>
<td>C6</td>
<td>-5V</td>
</tr>
<tr>
<td>A7</td>
<td>-5V</td>
<td>B7</td>
<td>-5V</td>
<td>C7</td>
<td>-5V</td>
</tr>
<tr>
<td>A8</td>
<td>AGND</td>
<td>B8</td>
<td>AGND</td>
<td>C8</td>
<td>AGND</td>
</tr>
<tr>
<td>A9</td>
<td>AGND</td>
<td>B9</td>
<td>AGND</td>
<td>C9</td>
<td>AGND</td>
</tr>
<tr>
<td>A10</td>
<td>AGND</td>
<td>B10</td>
<td>AGND</td>
<td>C10</td>
<td>AGND</td>
</tr>
<tr>
<td>A11</td>
<td>DGND</td>
<td>B11</td>
<td>DGND</td>
<td>C11</td>
<td>DGND</td>
</tr>
<tr>
<td>A12</td>
<td>DGND</td>
<td>B12</td>
<td>DGND</td>
<td>C12</td>
<td>DGND</td>
</tr>
<tr>
<td>A13</td>
<td>DGND</td>
<td>B13</td>
<td>DGND</td>
<td>C13</td>
<td>DGND</td>
</tr>
<tr>
<td>A14</td>
<td>UART Transmit</td>
<td>B14</td>
<td>DATA15</td>
<td>C14</td>
<td>DATA14</td>
</tr>
<tr>
<td>A15</td>
<td>UART Receive</td>
<td>B15</td>
<td>DATA13</td>
<td>C15</td>
<td>DATA12</td>
</tr>
<tr>
<td>A16</td>
<td>undefined</td>
<td>B16</td>
<td>DATA11</td>
<td>C16</td>
<td>DATA10</td>
</tr>
<tr>
<td>A17</td>
<td>undefined</td>
<td>B17</td>
<td>DATA9</td>
<td>C17</td>
<td>DATA8</td>
</tr>
<tr>
<td>A18</td>
<td>undefined</td>
<td>B18</td>
<td>DATA7</td>
<td>C18</td>
<td>DATA6</td>
</tr>
<tr>
<td>A19</td>
<td>RESET</td>
<td>B19</td>
<td>DATA5</td>
<td>C19</td>
<td>DATA4</td>
</tr>
<tr>
<td>A20</td>
<td>Interrupt IRQE (ADSP2181)</td>
<td>B20</td>
<td>DATA3</td>
<td>C20</td>
<td>DATA2</td>
</tr>
<tr>
<td>A21</td>
<td>Interrupt IRQ2 (ADSP2181)</td>
<td>B21</td>
<td>DATA1</td>
<td>C21</td>
<td>DATA0</td>
</tr>
<tr>
<td>A22</td>
<td>Interrupt IRQ0 (ADSP2181)</td>
<td>B22</td>
<td>ADDRESS7</td>
<td>C22</td>
<td>ADDRESS6</td>
</tr>
<tr>
<td>A23</td>
<td>I/O SELECT</td>
<td>B23</td>
<td>ADDRESS5</td>
<td>C23</td>
<td>ADDRESS4</td>
</tr>
<tr>
<td>A24</td>
<td>I/O WRITE</td>
<td>B24</td>
<td>ADDRESS3</td>
<td>C24</td>
<td>ADDRESS2</td>
</tr>
<tr>
<td>A25</td>
<td>I/O READ</td>
<td>B25</td>
<td>ADDRESS1</td>
<td>C25</td>
<td>ADDRESS0</td>
</tr>
<tr>
<td>A26</td>
<td>Serial data read DR0 (ADSP2181)</td>
<td>B26</td>
<td>undefined</td>
<td>C26</td>
<td>undefined</td>
</tr>
<tr>
<td>A27</td>
<td>Serial data transmit DT0 (ADSP2181)</td>
<td>B27</td>
<td>Transmit frame sync TFS0 (ADSP2181)</td>
<td>C27</td>
<td>Read frame sync RFS0 (ADSP2181)</td>
</tr>
<tr>
<td>A28</td>
<td>Serial data read DR0 (ADSP2181)</td>
<td>B28</td>
<td>Transmit frame sync TFS1 (ADSP2181)</td>
<td>C28</td>
<td>Serial clock SCLK0 (ADSP2181)</td>
</tr>
<tr>
<td>A29</td>
<td>Serial data transmit DT0 (ADSP2181)</td>
<td>B29</td>
<td>Serial clock SCLK1 (ADSP2181)</td>
<td>C29</td>
<td>Read frame sync RFS1 (ADSP2181)</td>
</tr>
<tr>
<td>A30</td>
<td>5V DIGITAL</td>
<td>B30</td>
<td>5V DIGITAL</td>
<td>C30</td>
<td>5V DIGITAL</td>
</tr>
<tr>
<td>A31</td>
<td>5V DIGITAL</td>
<td>B31</td>
<td>5V DIGITAL</td>
<td>C31</td>
<td>5V DIGITAL</td>
</tr>
<tr>
<td>A32</td>
<td>5V DIGITAL</td>
<td>B32</td>
<td>5V DIGITAL</td>
<td>C32</td>
<td>5V DIGITAL</td>
</tr>
</tbody>
</table>

Table 3.1. Pin description of the 96-pin DIN41612 connector. The backplane provides the analog and digital supply, the ADSP2181 digital signal processor module drives the buffered address bus, reset and I/O control signals and receives the interrupt lines via Schmitt-triggers to improve noise immunity. The data bus is buffered and bidirectional, the ADSP2181 serial ports are connected directly to the connector.

The DSP board is the main module (see Figure 3.1 and 3.2) that can be plugged in the backplane. The heart of this module is the ADSP2181 digital signal processor from Analog Devices. The DSP integrates 80kbytes of SRAM – note that the modified Harvard architecture allows to store data in the program memory as well – and all
instructions are executed in a single cycle. The non-pipelined architecture ensures predictable execution time in most cases without the use of any hardware generated synchronization signals that has advantages for example in data conversion applications.

We have used lower and higher speed grade versions of the 16-bit fixed point DSP, 24MHz and 40MHz, respectively. The DSP data and address bus is buffered with 74HCT245 bidirectional and 74HCT541 unidirectional drivers. Three interrupt lines of the DSP are also routed to the connector. The I/O control lines are generated by a programmable logic device (PLD), a GAL16V8D chip. Although the DSP’s read and write I/O time can be programmed, the data hold and setup times are fixed, therefore to ensure reliable communication with the other modules’ components (data converters, latches, etc) a state machine is programmed into the PLD that generates the proper timing for the I/O control signal based on the DSP clock. This is done by counting four periods of the system clock to hold the read and write signals active, while the original DSP I/O signal last seven clock periods. A boot EEPROM contains a simple monitor program that allows downloading any DSP code without reprogramming the EEPROM. This way in system programming is made simple.

One channel of a dual universal asynchronous receiver/transmitter (UART) integrated circuit (PC16552D) is used to communicate with the host computer. The RS323 and RS422/485 hardware are protected against electrostatic discharge (ESD) and are available with data rates up to 230kbit/s and 1.152MBit/s, respectively. Later we have also integrated a USB-UART interface using the reliable FT232R chip. Note that the host computer interface is galvanically isolated to avoid possible ground loops, power line interference and noise in sensitive applications. An LCD interface helps to display information during operation and eases implementation of standalone operation modes.

![Figure 3.1. Simplified block diagram of the main DSP module.](image)

We have used the easy algebraic assembly language of the ADSP21xx family of digital signal processors to develop software for the DSP module. Note that in most cases the DSP was used to acquire and generate data with precise timing and to perform simple signal processing like averaging, look-up table transformations, while the more complicated processing (like the spectral analysis, curve fitting, etc.) were done on the host computer. This way the software development could be kept rather simple and fast.
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3.2 16-bit ADC, quad 14-bit DAC and dual 12-bit multiplier DAC module

Our experimental research of stochastic processes often needed the generation of multiple time dependent noisy and periodic waveforms with amplitude control, tuning of the system parameters by a few DC voltages, acquisition of noisy waveforms in a quite large dynamic range. We have designed and built a special Eurocard module to perform all of these functions. The block diagram and photo of the module are shown on Figure 3.3 and 3.4, respectively.

The DC voltages and/or the waveforms can be generated by a quad 14-bit D/A converter integrated circuit (AD7835). Although direct digital signal synthesis provides a way of amplitude control just by scaling the number to be sent to the D/A converter, the amplitude accuracy may be degraded, since for small signals only a fraction of the voltage range is used. To overcome this limitation we have used two 12-bit multiplying D/A converters (DAC1230) in two quadrant operating mode to precisely tune the amplitude of full-scale signals generated by external hardware or the other D/A converters integrated on the module. The signal to be scaled must be connected to the reference input of the multiplying DAC that has considerable input resistance, therefore the external signal is buffered by an operational amplifier. Another amplifier is used to convert the DAC output current into voltage. In order to reduce board complexity and provide good quality ground plane these multiplying DACs are driven by a small microcontroller (AT89C2051) that is connected to the DSP boards via an UART interface that uses only two wires.

The analog input signal conditioning consists of an input buffer amplifier and a second stage to convert the -10V to 10V input signal range into the ADC’s input range of 0 to 2,5V. The 16-bit sigma-delta ADC (AD776) eliminates the need for complicated anti-aliasing filters. The ADC is connected to the DSP’s serial communication port and
the ADC clock is also generated by the DSP. This ensures precise synchronization of all
data conversion processes under the control of the DSP.

Note that the data converters are driven by a precision voltage reference circuit
(AD780) to improve the reliability and accuracy of the system.

Electrical characteristics summary:
A/D conversion and analog inputs
- 100kHz maximum sample rate
- 16-bit resolution
- integral non-linearity: ±3LSB typical
- total harmonic distortion (THD): 90 dB typical
D/A conversion and analog outputs
- four independent channels with fixed ±10V range
- 14-bit resolution, 1LSB typical non-linearity
- 100KHz update rate
- 10us settling to 0.01%
Two quadrant multiplying D/A conversion I/O
- two independent channels with ±10V signal range
- 12-bit resolution, 1LSB typical non-linearity

Figure 3.3. Simplified block diagram of the data acquisition and control module.
3.3 Quad 14-bit ADC and DAC module

In several applications it required to measure multiple time dependent voltage signals. There are two typical solutions to provide this: use of a single ADC and an analog multiplexer whose output can be switched quickly enough to realize a quasi simultaneous sampling. Signal source impedance, multiplexer settling time, sampling and conversion timing must be carefully considered and sigma-delta ADCs can’t be used since their settling needs several conversion cycles. A better way is to use an ADC for each signal and use a single sampling clock for all ADCs. We have chosen this latter method to build a four channel analog input/output module based on a quad simultaneously sampling single-chip 14-bit ADC (AD7865). The four analog outputs were realized by a quad 14-bit DAC (AD7836). The block diagram and photo of the card can be seen on Figure 3.5 and 3.6, respectively.

Two ADC channels are connected to dual 4-to-1 fault-protected analog multiplexers (AGD439F) followed by an instrumentation amplifier (AD620) and a software programmable gain amplifier (PGA103). The inputs can be configured in single ended or differential modes by software. The two other ADC channels have simple unity gain voltage followers to eliminate the signal source loading by the ADC’s input resistance.

The DSP provides the programmable sampling clock and the ADC’s end of conversion signal is used to generate an interrupt after each conversion. The DSP’s interrupt service routine can simply store the data into the memory or send it to the host but can even process the data and set the DAC outputs ensuring tight synchronization with the sampling process.

Electrical characteristics summary:
A/D conversion and analog inputs
- 8 differential or single ended inputs (software selectable)
- overvoltage protection for -35V..35V out of operating range
- software programmable gain/input range: ±0.1V, ±1V, ±10V
- 2 auxiliary channels with fixed ±10V range
- approximately 1MHz bandwidth
- 350kHz maximum sample rate
- 14-bit resolution
- 10us settling time to 0.01%
- simultaneous sampling capability of 2 selected channels plus 2 auxiliary channels
- integral non-linearity: ±1LSB typical (60ppm)
- total harmonic distortion (THD): 90 dB typical (30ppm)
- external digital triggering, analog triggering based on converted input voltage
- external clock for conversion, software configurable polarity

D/A conversion and analog outputs
- four independent channels with fixed ±10V range
- 14-bit resolution, 1LSB typical non-linearity
- 100KHz update rate
- 10us settling to 0.01%

![Simplified block diagram of the 14-bit simultaneously sampling data acquisition and control module.](image)

**Figure 3.5.** Simplified block diagram of the 14-bit simultaneously sampling data acquisition and control module.
3.4 Dual 16-bit oversampling ADC module

The last module that will be discussed is a high-speed and high-resolution two channel simultaneously sampling ADC card especially developed for recording noisy signals with wide amplitude and frequency range.

Figure 3.7 depicts the block diagram of the module and its photo can be seen on Figure 3.8. The unit incorporates two parallel output 16-bit sigma-delta ADCs (AD7723) whose sampling clock input is driven by the DSP. The maximum sample rate of the converters is 1MHz. The input signal chain contains a dual 4-to-1 fault-protected analog multiplexer (ADG439F) followed by two buffers (AD825). A high-speed fully differential amplifier (AD8132) drives the differential ADC inputs and does the required level shift also (note that the inputs are bipolar while the ADC is a single supply device).

Electrical characteristics summary:

- 8 differential or single ended inputs (software selectable)
- overvoltage protection for -35V..35V out of operating range
- approximately 400kHz maximum bandwidth
- 1MHz maximum sample rate, 16-bit resolution
- simultaneous sampling of 2 selected channels
- integral non-linearity: ±1LSB typical
- total harmonic distortion (THD): 90 dB typical
- software analog triggering based on converted input voltage
3.5 Conclusions

A highly flexible and high performance modular DSP controlled data acquisition and control system has been developed in order to effectively support precision experimentation in the field of noise research. The main unit is based on a 16-bit fixed-point DSP that allows real-time control and data acquisition with accurate timing and communication with a host computer via isolated serial interface and controls all other analog and digital modules in the system. The DSP is made in-system programmable to provide high flexibility.

Three high precision special data acquisition and control modules have been developed that were used in various research experiments that will be reported in the next chapters. Data conversion resolution up to 16 bits, simultaneously sampling...
capability and high functional density along with the flexibility allowed performing high quality research in various fields. Several compact customized instruments have also been developed as an exploitation of the results obtained with the universal system as it will be shown later. The system has been successfully used in many multidisciplinary research projects, educational and engineering applications [A1,A2,C1-C7, D7,D8,D11,D19-D22,]. The system has been shown in an invited talk at HUNGELEKTRO 2002, 7th International Exhibition and Conference on Electronics Technology, Budapest, 23 April 2002 [C3].
4 High signal-to-noise ratio gain by stochastic resonance

4.1 Stochastic resonance

Surprisingly enough, in some non-linear systems a certain amount of random noise helps to optimize the signal transfer, in other words, to maximize the signal-to-noise ratio (SNR) at the output. This phenomenon is called stochastic resonance (SR), and it is one of the most exciting topics of noise research with several possible applications [1-12, D1-D5]. In addition to technical and physical systems, SR also occurs in biological systems, and is promising in neuron modeling based on noisy excitations [13-20].

The term stochastic resonance was introduced by Benzi and coworkers [1] when they wanted to find the mechanism behind the more or less periodic occurrence of ice ages. This period of $10^5$ years matches the period of the eccentricity changes of the orbital of the Earth, therefore they assumed that the Sun’s radiation power on the Earth’s surface was also periodically changed. Since the effect is very small – only about 0.1% – the additional short-term climatic fluctuations were assumed to possibly trigger the occurrence of an ice age period. In other words, noise was considered to enhance the effect of a small periodic perturbation.

A simple way to show the concept of stochastic resonance is to consider a system that has a single tone periodic signal and Gaussian white noise as input signals and an output signal that is determined by some nonlinear transform of the inputs. Stochastic resonance occurs, if the output SNR has a maximum at nonzero input noise (see Figure 4.1).

\[ \text{SNR} := \lim_{N \to 0} \frac{\int_{f_0-N}^{f_0+N} S(f) df}{S_N(f_0)}, \]  

(4.1)

where $S(f)$ and $S_N(f)$ is the power spectral density of the output signal and background noise, respectively and $f_0$ is the frequency of the input periodic signal. Since the output signal is not purely periodic – although it has periodic components at the fundamental and even at higher harmonics – the power spectral density is continuous with Dirac-
delta peaks at $f_0$ and its multiples. The SNR definition tries to compare the strength of the signal to the background noise at $f_0$. However the periodic component’s power is concentrated at while the noise power is distributed over a wide frequency range, this is the reason why this unusual definition is used. Note that its dimension is frequency (power divided by power spectral density) that may be quite odd from a technical point of view.

4.1.1 Stochastic resonance in dynamical systems

4.1.1.1 Double well potential

The so called double well system became the archetypal model for SR. In this case we assume that a particle is moving in a double well potential $V(x)$ with two stable states [10]:

$$V(x) = -\frac{a}{2}x^2 + \frac{b}{4}x^4,$$  

where $x$ is the position of the particle, $a$ and $b$ are parameters. The potential has two minima at $-x_m$ and $x_m$ and a barrier with height of $\Delta V$ between these two stable states, where

$$x_m = \sqrt{\frac{a}{b}}, \quad \Delta V = |V(0) - V(x_m)| = \frac{a^2}{4b}.$$  

If the particle is driven by a periodic force that is too weak to flip the particle between the two states and additional noise may help to do this. The periodic force can also be thought as a modulation of the potential as shown of Figure 4.2.

![Double well potential](image)

**Figure 4.2.** Different states of the modulated double well potential are illustrated on the left. The right panel shows some typical particle position waveforms for too low, near optimal and too high noise from top to bottom, respectively.

One can easily understand that some amount of noise can induce transitions between the two stable states at time instants synchronized to the period of the modulation. Too small noise won’t force the transitions while too high noise makes the transitions randomly occurring. Therefore if the output signal is just the position of the particle, the SNR will have maximum at nonzero noise.
4.1.2 Non-dynamical stochastic resonance

Stochastic resonance can occur in even simpler systems. The first experimental system showing SR was a Schmitt-trigger [9], a bistable electronic circuit that was driven by a sub-threshold signal plus noise and behaves similarly to the double well system. The simplest stochastic resonator is a level crossing detector formed by a comparator followed by a monostable circuit as shown on Figure 4.3 [8,21,22]. Again we need a sub-threshold periodic signal plus noise to observe the phenomenon called non-dynamical stochastic resonance [D1].

![Figure 4.3](image)

**Figure 4.3.** A certain amount of noise optimizes the detection of a sub-threshold periodic signal fed into a level crossing detector. With too low or too high noise the output will have low signal-to-noise ratio.

4.1.3 Dithering

Dithering that is used in many engineering applications and is similar to stochastic resonance [23]. Random dithering can be used to enhance the resolution of quantization; to improve linearity and spurious free dynamic range of analog-to-digital converters [24]; it is also used to improve the quality of digitized images. There are many similar applications where randomness is utilized to improve performance including stochastic time-to-digital conversion, pulse width modulation and many more.

Some modern high-speed analog-to-digital converters have on-chip random noise generator whose output is added to the input signal before digitization to improve the linearity of the converter. This clearly shows the fact that noise is not necessarily bad and adding noise can even have advantages in technical many applications. The LTC2208 ([www.linear.com](http://www.linear.com)) and AD9268 ([www.analog.com](http://www.analog.com)) analog-to-digital converters are good examples. Besides adding noise to the analog input, they employ a further optimization. A pseudorandom number generator followed by a digital-to-analog converter provides the analog noise source, and after the conversion the pseudorandom number is subtracted from the digital output. This way the noise injected by random dithering can be reduced. The block diagram of the solution is shown on Figure 4.4.
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Figure 4.4. The linearity of the AD9268 16-bit analog-to-digital converter is improved by the on-chip pseudorandom dither generator. The pseudorandom numbers are converted into an analog signal and added to the input. After the analog-to-digital conversion the number is subtracted from the output to reduce the noise introduced by the dithering.

4.2 Signal-to-noise ratio gain

SR actually means that the output SNR ($SNR_{out}$) has a maximum as a function of the input noise intensity, but the input SNR ($SNR_{in}$) usually exceeds $SNR_{out}$ for any noise amplitude. Researchers tried to find systems and conditions where SNR gain define as $G=SNR_{out}/SNR_{in}$, however in some promising cases it turned out that a measurement artifact caused by improper anti-alias filtering [25,26] and it was shown theoretically that $SNR_{out}$ cannot be higher than $SNR_{in}$ if the system works in the linear response regime [27]. The first successful attempt reported in 1995 by Kiss [28]: very large SNR gain has been found in a non-dynamical level-crossing SR system. Here the signal was a random pulse train therefore the classical SNR definition could not be used and the impact of the result remained relatively low. Later SNR gain exceeding unity was found in several systems including monostable and bistable, dynamical and non-dynamical systems. Our research group achieved significant results in the field that will be summarized in the following.

4.3 Signal-to-noise ratio gain in a level-crossing detector

4.3.1 Introduction

As it was mentioned above, it was shown that SNR gain above unity can be observed taking randomly repeating pulses as signal, but the conventional SNR definition given by Equation (4.1) can’t be used since the signal is not periodic. Our aim was to show that it is possible to get very high gain even using periodic signals and the original SNR definition.

4.3.2 Signal-to-noise ratio gain improvement

We have developed a numerical simulation framework to carry out the investigations [D2]. The input signal was a periodic pulse train as shown on Figure 4.5.
In our numerical simulations the amplitude of the signal was $A=9$, the duty cycle was varied between $1/128$ and $1/2$. The threshold was set to 10 and a Gaussian pseudo-random noise was generated and added to the signal. When the threshold was crossed, a pulse at the output was generated with the same width. The operation was not retriggerable to guarantee uniform pulse width at the output. The power spectral density was estimated using time series consisting of 16384 points with pulse width of 256 points. The PSD was calculated using an average of 10000 runs that allowed highly accurate calculation of the signal-to-noise ratio using

$$SNR = \frac{S_k}{\frac{1}{6} \sum_{j=1}^{6} (S_{k-j} + S_{k+j})},$$

(4.4)

where $S$ is the discrete PSD, $k$ is the index of the fundamental frequency.

Figure 4.6 shows how the signal-to-noise ratio gain depends on the input noise strength. For duty cycle of $1/2$ no gain above unity is observed, but decreasing the duty cycle increases the gain, for $1/128$ duty cycle it is well above $10^4$.

![Figure 4.6](image)

**Figure 4.6.** Signal-to-noise ratio gain in a level-crossing detector obtained by numerical simulation. The gain can be very high, above $10^4$, if the duty cycle (indicated above the individual curves) of the signal is low.

### 4.4 Signal-to-noise ratio gain in non-dynamical bistable systems

Significant SNR gain can also be obtained in bistable systems as well. The first result demonstrating SNR gain exceeding unity was reported in 1997 [30]. The authors used the simplest bistable system, the Schmitt-trigger and a regular sub-threshold square wave input signal plus Gaussian noise for a single case. We have examined the possibilities of SNR improvement using pulse-like signals with different amplitude and duty cycle values [D7]. The symmetric periodic pulse train is depicted on Figure 4.7.
Since the commonly used SNR definition [10]
\[
\text{SNR} := \frac{\lim_{\Delta f \to 0} \int_{f_0-\Delta f}^{f_0+\Delta f} S(f) df}{S_N(f_0)}
\] (4.5)

considers a single frequency only, there were many critical remarks in the literature using it for non-sinusoidal signals and also the presence of SNR gain was questioned and alternatives were provided [31-33,40,41]. We have introduced the wide band SNR definition to the field stochastic resonance that is commonly used in the field of engineering:

\[
\text{SNR}_w := \frac{P_S}{P_N} = \sum_{k=1}^{\infty} \lim_{\Delta f \to 0} \int_{bf_0-M}^{bf_0+M} S(f) df \int_{0}^{\infty} S_N(f) df
\] (4.6)

This definition takes the total signal power and total noise power, and is commonly used in engineering. We have carried out numerical simulations and calculated the SNR gain using both definitions. To obtain the SNR gain as a function of the input noise amplitude \(\sigma\), we recorded 1000 independent samples with lengths of 32768 data points for each \(\sigma\) value; the input pulse train was periodic by 1024 data points. Then we calculated the averaged PSD of these samples and from the PSD we obtained the signal-to-noise ratio. The results are plotted on Figures 4.8 and 4.9.
4.5 Signal-to-noise ratio gain in the archetypal double well system

Although the double well system is similar to the bistable Schmitt-trigger, the mechanism is much more complex here and the SNR value can be very sensitive to the filtering and threshold crossing conditions. We have designed and built an analog computer to model the double well potential and used our special DSP data acquisition and control system to carry out the experiments and to get reliable, precise measurement results [D8-D12].

Using the potential [10]

\[ V(x) = \frac{a}{2} x^2 + \frac{b}{4} x^4, \]  

(4.7)

we get the following equation for the motion of the particle:

\[ m\ddot{x} = -\gamma \dot{x} - \frac{\partial V(x)}{\partial x} + p(t) + \xi(t) \]  

(4.8)

where \( m \) is the mass of the particle, \( \gamma \) represents the friction, \( p(t) \) and \( \xi(t) \) is the periodic and white noise force, respectively.

With the substitutions
the following Langevin equation can be obtained for the overdamped situation:

\[ \dot{x} = x - x^3 + p(t) + w(t) \]  

This model can be used to analyze the SNR gain in the double well system. Figure 4.10 shows the block diagram of the corresponding analog computer and the DSP data acquisition and control system.

\[ \frac{x}{x_m} \rightarrow x, \quad \frac{a}{\gamma} \rightarrow t, \quad \frac{1}{a x_m} p\left(\frac{\gamma t}{a}\right) \rightarrow p(t), \quad \frac{\gamma}{a} f_0 \rightarrow f_0, \quad \frac{1}{a x_m} \xi\left(\frac{\gamma t}{a}\right) \rightarrow w(t) \] 

(4.9)

\[ \dot{x} = x - x^3 + p(t) + w(t) \]  

(4.10)

**Figure 4.10. Simplified block diagram of the mixed signal system.**

The DSP and data converter modules have already been shown in Chapter 3.1 and 3.2, respectively. The schematic of the analog computer is depicted on Figure 4.11. The AD734AN analog multipliers are chosen for their high accuracy and a dual precision operational amplifier has been used to provide the adder and integrator functions. The periodic and noise signals were generated by the DSP driving two DACs while the amplitude of these signal were precisely controlled by the data converter modules 12-bit multiplying DACs. The 16-bit sigma-delta ADC connected to the DSP’s serial port ensured precisely coherent sampling that was important to achieve very highly accurate PSD estimation. The input and output signals were measured with exactly the same parameters to guarantee reliable SNR gain calculations.
We carried out measurements and calculated the input and output SNRs as well as SNR gains for three different values of the amplitude of the deterministic signal (70%, 80% and 90% of threshold value) with duty cycles of 10%, 20% and 30% for each amplitude value. A sample length of 2048 was used for recordings and 1000 samples were averaged to compute the power spectral density and the SNR. The sampling frequency was 8 kHz, the frequency of the periodic input signal was set to 31.25 Hz and the bandwidth of the white noise was 50 kHz.

We have found that the double well potential can provide high SNR amplification if the input excitation is a periodic pulse train plus Gaussian white noise. High SNR gains can be observed for small duty cycles and signal amplitude close to the switching threshold. It is important to emphasize that the SNR gain is greater than unity even over a wider range if we apply a much more realistic wideband SNR definition based on the total power of signal and noise.

Figure 4.12 shows the input and output SNR dependence for different signal amplitudes. One can see that while the input SNR is practically independent of the duty cycle, SNR drops at the output with decreasing amplitude resulting in a decreased gain.
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If the duty cycle is varied, the opposite effect can be observed: the output SNR remains practically unchanged, while the input SNR strongly drops if the duty cycle is decreased, see Figure 4.13.

The SNR gain can for different duty cycles can be seen on the left of Figure 4.14; on the right the SNR gains obtained using the two different SNR definitions are compared.
4.6 Signal-to-noise ratio gain in stochastic resonators driven by colored noises

4.6.1 Can colored noise optimize stochastic resonance?

Most of the investigations have been carried out using wide band white noise excitations, however colored noises including 1/f noise are naturally present in real systems. This also holds for several biological systems – such as the neuronal system that is one of the most important application fields of SR – where 1/f^κ noises with κ=1 are quite common. The effect of colored input noises in dynamical and non-dynamical systems was investigated earlier [10,D1] and it turned out, that colored noises usually result in poorer SNR. However it was reported that 1/f noise seems to be an optimal noise excitation and in a special case 1/f noise might optimize the sensory function of neurons according to the FitzHugh-Nagumo (FHN) model [37,38]. Exponentially correlated colored noise excitations were also analyzed in one of the most common dynamical SR model, the double well potential [10,34]. In order to understand the role of noise color better we have extended the investigations of SR in a double well and in the FHN neuron model to 1/f^κ noises with 0≤κ≤2. The results for the two systems are compared [D13-D15].

We have already introduced the double well system above. The FHN dynamical model is based on the following differential equation system [37]:

\[ \dot{\varphi} = v(\varphi - a)(1 - \varphi) - w + c + p(t) + \zeta(t), \quad (4.11) \]

\[ \dot{w} = v - w + b, \quad (4.12) \]

where we used parameters values of \( \varepsilon=0.005, a=0.5, b=0.15 \) and \( c=0.04 \) while \( p(t) \) and \( \zeta(t) \) were the sinusoidal and noise terms. Our simulations based on the fourth-order Runge-Kutta method, the length of data sequences were 32768 and the SNR calculations were based on an average of 1000 spectra.

Figure 4.14. The plot on the left shows SNR gain versus noise amplitude for different duty cycles. On the right panel the G and G_w plots are compared. The signal amplitude is 90% of the threshold value.
It turned out that smaller noise can indeed maximize the SNR for $\kappa > 0$ than required by white noise ($\kappa = 0$) for both systems, but the maximum SNR value is smaller for larger $\kappa$, the maximum SNR is occurs at white noise. The main difference between the two systems is that SNR versus $\kappa$ does not exhibit a definite minimum for the double well system (see Figure 4.1). Previous results indicate that 1/f noise ($\kappa = 1$) maximizes the SNR with smaller amplitude than required by white or 1/f² noise [37-39], however our simulations with much higher resolution shows that the minimum does not occur necessarily at $\kappa = 1$, although its practical relevance is questionable.

It seems to be clear that the reason for this kind of enhancement of SR is simply due to the filtering effect of these dynamical systems. This means that for example if the high frequency part of the noise is attenuated by the system, then larger amplitude is required for white noise to be effective. A band pass filtering character was found for the FHN model earlier [38,39] which gives a good explanation of the SNR dependence on the noise color. For the double well potential a low pass character is expected rather, which gives a reason, why the SNR behavior differs for the two systems. It is also clear, why the non-dynamical SR systems does not exhibit enhancement via noise coloring: filtering does not occur in most of such systems.

We can conclude that SNR enhancement strongly depends on the input noise bandwidth and 1/f noise probably does not play an emphasized role in SR in neural systems: one can easily find several other types of physically relevant noises (e.g. exponentially correlated noise) which are more efficient than 1/f noise.

**Figure 4.15.** Noise amplitude $\sigma_{\text{max}}$ required to maximize SNR (top left), and the maximum value of SNR as a function of $\kappa$ for the double well system (top right). The plot at the bottom shows $\sigma_{\text{max}}$ for the FHN system.
4.6.2 Signal-to-noise ratio gain as a function of the noise color

We have also investigated the impact of the noise color on the SNR gain in the level crossing detector and in the Schmitt-trigger – two simple non-dynamical systems that can show SNR gain well above unity [D14].

We carried out each of our simulations with the following parameters: the input signals consisted of 32768 data points and the deterministic part was periodic by 2048 data points. The relative amplitude we chose as 90%, and the duty cycle was 10%. The frequency of the periodic input was chosen as 0.00375 Hz, which meant that the time increment between neighboring data points was 0.13 s. The maximum frequency in the noise was 3.84 Hz, 1024 times as much as the signal frequency. We varied the spectral exponent of the noise between 0 and 2, with an increment of 0.1.

![Figure 4.16](image)

Figure 4.16. Noise amplitude required to maximise the gain \( \sigma_{\text{max}} \) and the maximum of the gain \( G_{\text{max}} \) in an LCD, as functions of the spectral exponent of the noise \( \kappa \). The narrow-band quantities are marked with solid dots and the wide-band ones are represented by hollow triangles.

Figure 4.16 shows that the maximum SNR gain occurs at nonzero \( \kappa \). In order to make clear this clear, we show Makra’s theoretical explanation [D14]. First we calculate the total power of the input noise using the following formula:

\[
\sigma^2 = \int_{f_{\text{min}}}^{f_{\text{max}}} S_{\text{noise}}(f) df,
\]

(4.13)

where we took \( f_{\text{min}} \) and \( f_{\text{max}} \) is the lower and upper frequency limit of the generated noise, respectively. Using this we can get the PSD for a \( 1/f^\kappa \) noises \((0 \leq \kappa \leq 2, \kappa \neq 1)\) noise as

\[
S_{\text{noise}}(f) = \sigma^2 (\kappa - 1) \left( \frac{f_{\text{min}}}{f_{\text{max}}} \right)^{\kappa - 1} \frac{1}{f^\kappa},
\]

(4.14)

The input SNR is given as

\[
\text{SNR}_{\text{in}} = \frac{S_{\text{signal}}(f_0)}{S_{\text{noise}}(f_0)} = \text{SNR}_{\text{in}}(f_0, \sigma, \kappa, f_{\text{min}}, f_{\text{max}})
\]

(4.15)

If we increase the spectral exponent, a greater portion of the same noise power will be concentrated in the domain of small frequencies, thus for a small \( f_0 \), \( \text{SNR}_{\text{in}} \) will decrease. Further increasing \( \kappa \), the frequency domain wherein the noise is strongly attenuated might include \( f_0 \) as well, which means that the noise level around \( f_0 \) might drop as compared to that in the case of smaller spectral exponents, producing greater \( \text{SNR}_{\text{in}} \). Thus the input SNR may have a definite minimum at non-zero \( \kappa \). Combined with a monotonically decreasing \( \text{SNR}_{\text{out}} \), this effect may result in the non-monotonic behavior of the gain maximum. Figure 4.17 illustrates the tendencies of the input SNR.
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(calculated from the theoretical formula) and the output SNR (obtained from simulations, as no analytical formulae for the output in the case of colored noises is available), and the resulting gain.

![Graph](image)

**Figure 4.17.** The input SNR around the minimum, calculated from the analytical formula (left panel), and the output (simulated) and the input (calculated) SNRs compared at $\sigma = 0.21$, along with the resulting gain (right panel).

The same parameters were used to analyze the SNR gain dependence in the bistable Schmitt-trigger system. The results of the simulation are shown on Figure 4.18.

![Graph](image)

**Figure 4.18.** Noise amplitude required to maximize the gain $\sigma_{\text{max}}$ and the maximum of the gain $G_{\text{max}}$ in a Schmitt-trigger, as functions of the spectral exponent of the noise $\kappa$. The narrow-band quantities are marked with solid dots and the wide-band ones are represented by hollow triangles.

We can conclude that there is a marked difference in the behavior of the two types of gains. Regardless of what kind of gain we consider, we can predict that in both systems, increasing the spectral exponent (the correlation) of the noise is not desirable in the sense that the maximum of the gain will occur for greater noise amplitudes than for white noise. As for the value of the maximum itself, the two kinds of gains diverge: the wide-band gain is maximal for white noise and increasing the correlation only degrades it, while the narrow-band gain can be optimized at a non-zero spectral exponent.

### 4.7 Cross-spectral measurements of signal-to-noise ratio gain

Although the first significant SNR gain by stochastic resonance far above unity is demonstrated using a random pulse train as input signal, in most cases periodic signals were used in investigations. To show how robust is the SNR gain in the systems we have already considered, we have applied the SNR gain definition used by Kish [28,D16,D17]:

56
where $P_S$ and $P_N$ are the total power of the signal and noise part at the output, respectively, $S_{in, out}(f)$ denotes the cross power spectral density of the input signal and the total output, while $S_{in, sig}(f)$ is the PSD of the input signal.

We have applied three different signals: periodic pulse train, aperiodic pulse train and band-limited white noise with periodic extension (see Figure 4.19) as input signals and Gaussian white noise for stochastic resonance.

**Figure 4.19. Different input signals.**

The experiments were carried out with our analog computer built to model the double well potential and used our special DSP data acquisition and control system. Table 4.1 summarizes the most important parameters of the experiments.

<table>
<thead>
<tr>
<th></th>
<th>Periodic pulse train</th>
<th>Aperiodic pulse train</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample length</td>
<td>8192</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycles per sample</td>
<td>32</td>
<td></td>
<td>n/a</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>10 kHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulse width</td>
<td>1.3 ms (13 data points)</td>
<td></td>
<td>n/a</td>
</tr>
<tr>
<td>Duty cycle</td>
<td>10%</td>
<td></td>
<td>n/a</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>n/a</td>
<td></td>
<td>39 Hz</td>
</tr>
<tr>
<td>Averages</td>
<td>10—50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.1. Analog simulation parameters for the different input signals**

The results show that SNR gain exceeding unity can be obtained for a quite general set of input signals; examples are shown on Figure 4.20 and 4.21. Note also that for periodic signals the cross-spectral SNR definition gives the same result as the wide-band SNR definition that emphasizes the reason to use of the latter instead of the narrow band formula.
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**Figure 4.20.** SNR gain as a function of the input noise RMS. The left plot compares the wide-band and the cross-spectral SNR definition in the case of the periodic input pulse train and shows very close matching between the two quantities. On the right the cross-spectral SNR gain for the aperiodic pulse train is shown. The behavior is similar, although the maximum value is considerable lower.

**Figure 4.21.** Cross-spectral SNR gain as a function of the input noise RMS. The gain is above unity over a quite wide range of the input noise RMS.
4.8 Hardware and embedded software development to support noise enhanced synchronization of excimer laser pulses

In this section we report about our hardware and software development aiming to improve the precision of the synchronization of excimer laser pulses. We utilized noise to enhance performance and we have also found a stochastic resonance related phenomenon in the behavior of control under certain conditions.

Precise time-synchronization of excitations, events is very important in experimental research in many disciplines including high-energy physics, photosynthesis research, chemical relaxation time measurements, technical applications of time-to-digital conversion and many more [42, 43].

In systems, where the trigger signal causes a delayed event at the output, regulation of the delay is required to maintain precise timing if the system’s properties are time dependent, therefore the delay would change in time. A good example is the hydrogen thyatron that is widely used in excimer, carbon dioxide and copper vapor pulsed gas lasers, fast kickers in high-energy processes. In such applications it is important to keep the uncertainty and precision of synchronization below 1-2ns. The switching time – often called anode delay – of the thyatrons typically fall in the range of 100ps to 1ns, however this time is not constant. It has a slow, more or less deterministic, slowly varying component mainly due to temperature changes and an additive random jitter component associated by the gas discharge in the thyatron. Since the latter component is unpredictable, it cannot be compensated by active control; however the slow changes can be eliminated by inserting a tunable delay element between the start pulse and the input of the thyatron [D19].

In the following we present a brief overview of the regulation and show our improved solution to the problem for internally and externally triggered cases.

The principle of controlling the delay of the laser is illustrated on Figure 4.22. A programmable delay can be added to the laser delay to keep the time between the trigger and laser pulse at the desired value. The actual delay value must be measured in order to calculate the programmable delay value; note that the laser delay can be calculated as well, since the programmed delay is known. The time delays can be measured by various time-to-digital converters [44, 45], some of them are based on high speed counters running at a certain update rate [46].
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In our original design [D19] we have used integrated programmable delay lines to adjust the total delay of the system and a five-window digital window comparator to estimate the actual delay. The principle of detecting the time window in which the laser pulse appears is based on a software selectable reference delay signal that drives a 5-tap delay line integrated circuit (DS1100-30) whose four used outputs are equally spaced providing three 6ns wide neighboring time windows. Figure 4.23 shows the basic arrangement and the corresponding timing diagram.

**Figure 4.22.** The rising edge of the input pulse triggers a programmable delay element and this will start the laser. The delay of the whole system is the sum of the programmable delay and the laser inherent delay, thus the desired delay can be realized by compensating the varying delay of the laser.

**Figure 4.23.** The laser output signal can fall into five different time windows. The three windows in the middle have length of 6ns and are generated by a 5-tap delay line (DS1100-30) whose output signal can be captured by an edge-triggered D-type flip-flop upon the detection of the laser output pulse. For repetitive signals averaging can help to improve the time resolution if a certain amount of jitter noise is present.
We have observed a stochastic resonance-like phenomenon here: the jitter noise of the system helped to improve the quality of the control, the RMS of the error of the delay had a minimum as a function of the strength of the laser jitter noise [D19], see Figure 4.24.

![Figure 4.24](image-url)

**Figure 4.24.** The RMS delay error and its reciprocal, the quality of the control as a function of the standard deviation of the laser jitter noise (σ). The RMS error of the control has a minimum at non-zero jitter noise; in other words certain amount of noise is needed to optimize the quality of the control.

The main drawback of the approach shown above is the seriously limited range of the time-to-digital conversion, while the absence of internal triggering and the limitations of the programmable delay circuits reduce the performance of the system considerably. In order to overcome these limitations we have designed a compact and flexible microcontroller based hardware to perform all measurement and control operations [D20]. A C8051F120 microcontroller has a built in programmable counter array (PCA) that consists of a 16-bit counter and six independent 16-bit compare/capture modules [47]. The main counter is running at 100MHz, and its actual value can be captured on the rising edge at the input of a module, therefore these modules can be used as time-to-digital converters with the resolution of 10ns, which is the system clock period. Note that this time base if significantly more accurate than the timing defined by the delay line used in the original design. The block diagram of the system is depicted on Figure 4.25.
The system contains four programmable delay units for different purposes:

- \( t_1 \) has a maximum range of 50ns, and it is used to add finely tuned delay for the start pulse before time-to-digital conversion by PCA module 1 (PCA1). It also allows random dithering to enhance resolution [48, 49].
- \( T_2 \) and \( t_2 \) are cascaded coarse and fine delay units with 2500ns and 50ns range to serve as a programmable delay to get the desired delay. These two units are required to have high enough resolution.
- \( T_3 \) and \( t_3 \) are cascaded coarse and fine delay units with 2500ns and 50ns range, and can be used to simulate the laser delay even without using the laser. They are useful to test and setup the unit or they can be used as general purpose delay elements.
- \( t_4 \) is a delay unit with range of 50ns and used to time shift the detection point of the laser pulse before time-to-digital conversion by PCA module 2 (PCA2). It can also be used to add random dither to enhance the resolution.

All of these programmable delay elements are based on a very simple principle [50]. The digital input signal is buffered and the output of this buffer charges a capacitor via a series resistor. The voltage \( U_c \) at the capacitor approximates the supply voltage \( U_s \) exponentially:

\[
U_c = U_s \left( 1 - e^{-\frac{t}{RC}} \right) \tag{4.17}
\]

where \( R \) and \( C \) are the value of the resistor and the capacitor, respectively.

This voltage is fed into the non-inverting input of a high-speed comparator (ADCMP603), whose inverting input voltage is set by a digital-to-analog converter (TLV5630). The output of the comparator will be switched when the capacitor will be charged to a voltage equal to the voltage at the comparator’s inverting input. This means that the output is delayed depending on the output voltage of the DAC \( U_{DAC} \):
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\[ t = -RC \ln \left( 1 - \frac{U_{\text{DAC}}}{U_s} \right) \]  

(4.18)

Note that the buffer and comparator have their own additive delays of a few nanoseconds, marked with circled numbers 1 and 2 on Figure 4.26.

Figure 4.26. Programmable delay generator. When the input signal goes from low to high state, the voltage \( U_c \) at the output approaches the supply voltage exponentially. The digital-to-analog converter (DAC) is used to set the comparator level, thus the output signal is delayed depending on this level. Note that the input buffer and the comparator both have their own delays of a few nanoseconds labeled by 1 and 2 in circles and marked in the time diagram by dashed lines. On the right hand side the measured delay is plotted as a function of the programmed delay. The delay has been measured by averaging the result of 1000 trials and the normal distribution curve was fitted to the data to obtain the 10ps RMS value of the jitter.

The six delay elements are programmed with the TLV5630 single integrated circuit containing eight 12-bit DACs. The microcontroller can set all DAC output voltages and associated time delays via its SPI port and have a USB connection for optional supervised operation by a host computer.

The resolution of the 2500ns full scale range coarse delay units is 1ns with measured jitter of 90ps RMS, while the 50ns full scale range fine delay unit has resolution of 15ps and an impressively low 10ps RMS jitter. The transfer function and accuracy of the delay operation is shown on Figure 4.27.

Figure 4.27. Measured delay as a function of the \( U_{\text{DAC}} \) control voltage. On the right hand side the linearized function is plotted. The linear fit shows the rather high accuracy.
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Figure 4.28. Photo of the prototype printed circuit board.

Figure 4.28 shows the photo of the realized circuit. The surface mount components are placed on the top side of the printed circuit board, the bottom side provides a high quality ground plane. The external signal can be connected via standard BNC connectors for this prototype, for embedded applications the design can be optimized.

4.8.1 Delay control operation

Two different triggering modes can be realized depending on the source of the start impulse that triggers the laser. If the system is controlled by an external device, the start signal will be asynchronous to the system clock of the controller hardware. The controller can also be used to start the laser and other external devices; in this case the trigger impulse is synchronized to the 100MHz system clock.

4.8.2 Internally triggered operation

As it was mentioned above, the laser can be triggered by the controller hardware, when the start pulse has a fixed delay from the preceding system clock toggle. The \( T_2 + t_2 \) programmed delay and the laser delay are added to set the position of the laser pulse. The laser pulse triggers the \( t_4 \) delay element whose output will be captured by the PCA2 module. Figure 4.29 shows that this time instant can be synchronized to a system clock toggle point by tuning \( t_4 \). This means that the small jitter of the laser and the additional electronics will cause random flipping between two neighboring captured PCA2 values. This way the random jitter of the laser can be used to enhance the 10ns resolution by averaging the results obtained in a repetitive operation. It can also be desirable to add some jitter noise by setting \( t_4 \) randomly to optimize the effectiveness of the dither. Note that this delay does not affect the position of the laser output since it is only used to shift the counter capture signal. The desired delay is not limited to 10ns multiples, only the 15ps resolution of the fine delay unit limits the positioning.
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4.8.3 Externally triggered operation

In many cases the laser start signal comes from an external device and must be synchronized to an external event. This means that neither the start pulse nor the laser output pulse is synchronous to the system clock. Therefore it is not any more possible to use the laser jitter alone as a dither signal to enhance resolution, since the capture signal cannot be moved to a system clock toggle point. In this case both the laser start signal and the laser output signal must be randomly dithered before time-to-digital conversion by PCA1 and PCA2 capture latches to allow resolution enhancement for repetitive operation. The uniformly distributed 10ns wide dither signal can be easily generated by programming the \( t_1 \) and \( t_4 \) delay elements with properly chosen pseudorandom numbers for the corresponding DACs. The time diagram of the signals is depicted on Figure 4.30.

![Time diagram of the control signals. The trigger out signal is generated by the controller hardware, therefore it is locked to the system clock which has a period of 10ns. The PCA2 module is used to measure the resulting delay.](Figure 4.29)

![Time diagram of the control signals. The trigger signal is generated externally, therefore it is not synchronized to the system clock therefore two PCA modules are used to measure the resulting delay. The 10ns wide additive dither on both PCA1 and PCA2 signals is used to enhance the 10ns resolution.](Figure 4.30)
4.8.4 **Control algorithm**

We have implemented a rather simple and scalable control algorithm to keep the overall delay at the desired level even if the laser delay is changing in time. Note that the flexible hardware allows many solutions for different situations. The algorithm works both for the internally and externally triggered cases; the main difference is the method of measuring the delay as it was described above.

![Flowchart and time diagram of the signals.](image)

The flowchart and time diagram of the control principle can be seen on Figure 4.31. If the laser output is measured at the \( k \)-th 10ns window, i.e. the PCA2 module captures the value \( k \), we can determine the laser delay by subtracting the actual programmed delay values. We can do an adaptive averaging on this fluctuating value to enhance resolution and to get a more precise result. The number of averages is determined during operation; we start with a value of 1 and increase this number if no significant change can be observed in the laser delay. The change detection threshold and maximum number of averages depend on many factors; they must be tuned to their optimum value in the real environment.

4.8.5 **Performance of the control operation**

We have tested the performance of our control algorithm by numerical simulations using some typical cases and parameter values. The laser jitter was set to 1ns RMS for the simulation of the laser delay step and ramp responses. Figure 4.32 shows the result of the simulation. It can be seen, that due to the adaptive averaging a few laser shots are required to recover from an abrupt change in the laser delay. On the other hand, the algorithm only slightly increases the overall jitter as can be seen by comparing the delay plot with and without jitter.
High signal-to-noise ratio gain by stochastic resonance

Figure 4.32. Ramp and step response of the stochastic control system with an adaptive averaging of maximum of 10 samples with laser jitter of 1 ns RMS. The dashed line shows the desired delay of 100 ns, the actual delay is fluctuating around this value. The ramped and stepped laser delay is shown in the 70 ns-85 ns range. The error of the control is 1.52 ns RMS.

Figure 4.33. Ramp response of the stochastic control system with an adaptive averaging of maximum of 10 samples (left panel) and 30 samples (right panel) with laser jitter of 100 ps RMS. The dashed line shows the desired delay of 100 ns, the actual delay is fluctuating around this value. The ramped and stepped laser delay is shown in the 70 ns-85 ns range. In the steady state the error of the control for the 10 and 30 maximum averaging number is 660 ps RMS and 440 ps RMS, respectively.

Figure 4.33 illustrates ramp response simulation. During ramping the actual delay value is somewhat higher than the desired value, but is it still well below the inherent jitter of the laser. Ramping with higher slope may require different adaptive averaging parameters to have similar performance; however this situation is rather unlikely.

4.9 Conclusions

We have shown several possibilities to obtain high signal-to-noise ratio amplification in systems showing stochastic resonance. According to our numerical simulation results the simplest stochastic resonator, the level-crossing detector can provide very large SNR gains well above $10^4$ for periodic pulse like signals with small duty cycles. The mechanism of the gain has been explained theoretically as well.
We have also observed large SNR gains in a bistable system (Schmitt-trigger) for symmetric asymmetric pulse-like signals using the conventional narrow-band and the wide-band SNR calculation. We have built an analog computer and used our DSP data acquisition and control system to show that even a bistable dynamical system, the double well potential has the capability to improve the SNR gain considerably. The same hardware and software environment was used to extend the analysis to aperiodic and wide band signals where we have applied a cross-spectral SNR definition to show SNR gains above unity for all investigated signals.

Numerical simulations and theoretical analysis were performed to analyze the impact of the noise color on the efficiency of stochastic resonance and SNR gain improvement. We have clarified that 1/f noise does not play a special role in the stochastic resonance found in the FitzHugh-Nagumo neuron model as was suggested earlier. We have extended the investigations to 1/f^k noises with 0≤k≤2 and for the double well system also. We have found that although smaller noise amplitude maximizes the SNR due to the band-pass and low-pass filtering characteristics of these systems, the value of the SNR and SNR gain is smaller, therefore colored noises cannot be considered more efficient. This result is in agreement with the results obtained for different kinds of colored noises [10].

We have shown a rather simple solution to control laser pulse timing using the inherent jitter and additive random dither. We have designed and realized a microcontroller based hardware that has several programmable delay elements and timing units to support control and resolution enhancement by utilizing the different random noise sources. The device can be operated in a stand-alone mode when the embedded processor runs the control algorithm but can also be controlled by a host computer via the USB interface. Internal or external triggering can be selected; random dithering of both the trigger and laser output signals is used to improve time resolution with simple and efficient control algorithm. The low-cost device may also be used in many interdisciplinary applications where sub-ns time resolution and accurate timing control is required with high flexibility. In such applications, the main advantage is that even a single-chip mixed-signal microcontroller can be used with only a few passive external components. There are many microcontrollers on the market with integrated comparators, digital-to-analog converters and timing units, therefore the delay lines and time-to-digital conversion can all be easily implemented, no external circuits or costly application-specific circuits (ASICs) are needed.
5 Fluctuation enhanced gas sensing

5.1 The concept of fluctuation enhanced sensing

Fluctuation enhanced sensing is an emerging way of extracting more information from the output signal of some kind of sensors with the help of intensive analysis of random fluctuations [1-9,E1,E2]. It is well known that noise coming from a system can carry important information about the state and behavior of the subject, however it is not always straightforward to find the experimental and signal processing tools for extracting this information. Safety, home automation, industrial analysis and control are some reasons of growing gas sensor applications. Commercially available Taguchi gas sensors [10,11] and promising nanotechnology-based gas sensors [12-19] show change in their resistance as a function of the concentration of the externally applied different gases. Measuring only the average of this resistance gives only very limited information especially in the presence of a mixture of several gases, while it has been shown that noise analysis can give significantly more information, have the potential to identify the type and concentration of the surrounding gases in some cases.

The principle of fluctuation enhanced sensing is based on the analysis of the power spectral density of the fluctuations. Gas sensors typically exhibit 1/f resistance fluctuations in the low frequency range; however it may have slightly different frequency dependence for different types of applied gases. Sometimes this effect is very weak, therefore simple measures are not enough to make the distinction, more sophisticated pattern recognition methods must be used.

The main advantage of this method is the possibility of providing a single sensor alternative instead of using a set of gas sensors that are sensitive to different types of gases to analyze gas mixtures. This is probably the most frequent situation in a typical gas sensor application.

Developing noise measurement techniques and signal processing methods can help to improve the quality and efficiency of gas sensing, it is also aimed to make low power, portable devices and intelligent sensor networks [20,21, E10].

5.2 Development of measurement systems to support fluctuation enhanced sensing

In most cases a comprehensive set of professional instruments – like low noise preamplifiers, dynamic signal analyzers – are used to perform the measurement and analysis. However, development of compact dedicated instrumentation hardware and associated software can help to improve efficiency of the research and in the same time aids exploitation. We have developed different systems to allow easy and flexible acquisition of resistance fluctuation signals of gas sensors to support fluctuation enhanced analysis [E3-E13].

5.2.1 DSP data acquisition and control system

The gas sensor provides resistance output as a function of the gas concentration, therefore a current source is needed to convert this signal into voltage. Since the resistance fluctuations contain important information about the applied gas type and concentration, a sensitive, high precision and low noise resistance-to-voltage conversion is required.
The first stage of the signal conditioning circuitry is based on a low noise, precision voltage reference, AD780 (Analog Devices). The 2.5V output voltage of this reference is further noise-filtered by passive low pass filters and buffered by a low voltage and current noise operational amplifier.

![Figure 5.1](dc_353_11) Precision low noise buffered voltage reference. In a single supply application the OPA2134 amplifier can be replaced by a MAX4478 quad operational amplifier.

This voltage is buffered by a dual (OPA2134) or single supply quad (MAX4478) operational amplifier (see Figure 5.1). Four paralleled low noise amplifiers can be used to reduce the voltage noise of these amplifiers by a factor of two. This filtered, buffered voltage is used as an input to realize a low noise precision current reference using another operational amplifier (OPA2134 or MAX4478). Four selectable reference currents can be used to force current flow through the gas sensor. The output of the current-to-voltage converter amplifier is fed into two different further stages.

One just converts the range of this voltage proportional to sensor resistance to allow digitization of the sensor resistance. The other stage uses high pass filters to remove the DC component of the signal and utilizes a two stage gain of 1000 amplifier to amplify the fluctuating part of the voltage. The schematic of the circuit can be seen on Figure 5.2.
The two output signals that are proportional to the resistance and its fluctuations are digitized by a dual 16-bit sigma-delta ADC module and controlled by the personal computer via the DSP interface module (see Chapter 3.4). Note that the oversampling delta sigma architecture of the ADC allowed us to use simple low pass filters to prevent aliasing. The DSP module’s UART port is connected to a galvanically isolated UART-to-USB converter (FT232R) to provide a simple host computer interface.

### 5.2.2 Compact USB port data acquisition module

Although the system described above is a dedicated measurement system for fluctuation enhanced sensing, the modular DSP data acquisition system can be replaced by a more compact solution. We have designed a small FES data acquisition device that consists of an analog signal processing part, a mixed signal microcontroller (C8051F060) to convert the signals into the digital domain and to communicate with the host computer via a universal asynchronous receiver-transmitter (UART)-to-USB interface [E10]. Note that the analog signal conditioning chain includes a programmable gain amplifier and high-precision 8-th order anti-aliasing filter (LTC1564). This filter is required, because the successive approximation sampling ADC does not reject signals above the Nyquist frequency.

Gas sensors often need heating voltage up to 5V; in our system the microcontroller's built-in 12-bit digital-to-analog converter set the heating voltage to the desired value. A second digital-to-analog converter can be used to set the optional gate voltage of the sensor. The block diagram of the system is shown of Figure 5.3, while the photo of the system and the plug-in preamplifier module can be seen on Figure 5.4 and 5.5, respectively.
The external analog signal conditioning plug-in board uses practically the same circuitry as in the case of the DSP data acquisition system.

**Figure 5.3.** Block diagram of the USB FES data acquisition module.

**Figure 5.4.** Photo of the USB FES data acquisition module

**Figure 5.5.** Photo of the USB FES data acquisition module with a signal conditioning plug-in board containing the low noise sensor excitation and preamplifier electronics.

The external analog signal conditioning plug-in board uses practically the same circuitry as in the case of the DSP data acquisition system.
5.2.3 Complete 2-channel fluctuation enhanced gas analyzer

In some cases a complete system is required that can accept more sensors for the experiments especially in sensor evaluation projects. If the device has a USB interface, it can also be plugged in a USB hub therefore a scalable wired USB sensor network can be realized. In the following we describe our system that fits the above mentioned aims.

The main component of the data acquisition system is again a precision mixed-signal microcontroller (C8051F060). The two output voltages of the analog signal processing part is digitized simultaneously by the microcontroller’s dual 16-bit analog-to-digital converters. The on-chip SRAM (BS62LV4006) can be used as a temporary buffer for digitized data to ensure continuous, real-time sampling and data transfer to the host computer via the UART-USB interface chip (FT232RL). The sampling frequency can be set up to 50kHz ensuring maximum measured signal bandwidth of 20kHz, adequate for fluctuation-enhanced sensing applications.

The supply options include powering the device from the USB port or an external DC supply by the use of a low-noise, properly filtered DC/DC converter (TMR2-0521).

The block diagram and the photo of the assembled printed circuit board of the system can be seen of Figure 5.6 and Figure 5.7, respectively.

Figure 5.6. Block diagram of the dual channel complete USB FES module

The block diagram and the photo of the assembled printed circuit board of the system can be seen of Figure 5.6 and Figure 5.7, respectively.

The standard Eurocard format printed circuit board fits in an enclosure that holds the gas chamber assembly (see Figure 5.8). Note that the enclosure allows the use of two boards therefore a total of four sensors can be measured simultaneously.
5.2.3.1 Data acquisition and control software

The microcontroller of the system runs simple software that configures the analog preprocessing circuitry, sets the sample rate and controls the analog-to-digital conversion. The host communication is made easy by interpreting bytes received from the host as commands. The microcontroller does not make complete digital signal processing, only transfers the raw digitized data to the host computer for analysis. Note
that no data loss is guaranteed by the use of the on-board SRAM that is handled as a ring buffer by the FIFO algorithm implemented on the 8051 core.

The host PC controls the data acquisition, sensor excitation, and signal conditioning parameters by sending the commands to the microcontroller. The graphical user interface software allows easy setup of the measurement parameters and saves the acquired data into a binary file for further processing. The acquired data can be displayed, and the PSD can also be estimated with a given number of averages. The user can select the signal to be measured (resistance or its fluctuation), set the rotation speed of the gas flow control fan also.

The main software elements are the user interface, which includes the controls and plots the data on the screen. A separate thread is used for communication with the unit. The code is developed using Microsoft Visual C++ and runs under Windows XP and Windows 7. A screenshot is shown on Figure 5.9.

![Figure 5.9. Screen shot of the data acquisition and control software.](dc_353_11)

### 5.3 Experimental results

Our special instruments used in several FES projects done in various collaborations. The following sections summarize the work and the most important research results.

#### 5.3.1 Fluctuation enhanced sensing with carbon nanotube gas sensors

We have started collaboration with research groups working at the Department of Optics and Quantum Electronics, University of Szeged, Hungary, Department of Applied and Environmental Chemistry, University of Szeged, Hungary, Microelectronics and Materials Physics Laboratories and EMPART Research Group of Infotech Oulu, University of Oulu, Finland, Laserprobe LP Ltd, Finland. The collaboration was a part of a successful European Union project called SANES.
Fluctuation enhanced gas sensing

(Integrated Self-Adjusting Nano-Electronic Sensors, for more information see http://cordis.europa.eu/).

Our contribution to the research included the development of the specialized instrumentation, the expertise in the field of noise research and signal processing, development of software for simulations, measurement, control and data evaluation [E3-E9].

The block diagram and the photo of the experimental setup is depicted of Figure 5.10 and Figure 5.11, respectively. Three independent gas sources were connected to software programmable flow controllers (Brooks Instrument type 5850S, full scale flow: 1 l/min, 3 ml/min and 10 ml/min). This allowed accurate control of the concentration of the gas mixture in the chamber. The flow controllers were connected to a galvanically isolated USB-RS485 converter developed by R. Mingesz and the communication was provided by the use of the HART protocol.

Figure 5.10. Block diagram of the experimental setup.

Figure 5.11. Photo of the gas chamber and flow controller system. The sensor that can be plugged in the four-way chamber is shown on the right. The sensor is mounted on a small printed circuit board that holds the low noise current source and preamplifier.

The mechanical components were ordered from the Kurt J. Lesker Company (www.lesker.com) and the arrangement has been designed by P. Heszler. The four-way
stainless steel chamber accepted the gas input via a filter that helps to get homogeneous concentration distribution. The sensor was mounted on an electrical feedthrough and was oriented in perpendicular to the gas flow.

The precision low noise source forced a constant current flowing through the resistive sensor and the voltage fluctuations between the sensor contacts were bandlimited between 0.1Hz and 20kHz and this AC signal was amplified by 1000. The raw DC voltage and the amplified signals were corresponding to the resistance and its fluctuations, respectively. Both signals were connected to our DSP data acquisition and control system including the dual 16-bit simultaneous data acquisition module described in Chapter 3.4.

Carbon nanotubes have already been used as gas sensors in different application modes. Resistance measurements, transistor gain measurements and field emission current measurements are all explored, however the selectivity of the sensors found to be rather poor. This is a point where fluctuation enhanced sensing has a perspective, since it goes much beyond measuring only a slowly varying average value of the resistance of the sample. Carbon nanotube blocks and contacts between them are non-uniform therefore they have different adsorption properties even if functionalization for tailoring the chemical selectivity is not applied. Consequently analyzing the noise pattern of the resistance may give additional information compared to observing the magnitude or the average value of the fluctuating resistance.

The thin film carbon nanotube sensors used in the investigation were made at the Department of Applied and Environmental Chemistry. Different single wall functionalized carbon nanotube (SWCNT) and multi wall functionalized carbon nanotube (MWCNT) sensors were tested. Here we briefly demonstrate the applicability of the FES method with some examples only; the detailed results for the are given in the references. The sensor is mounted in a ceramic dual in-line package (see Figure 5.12) and the resistance could be measured in a two or four-wire arrangement. Gas sensors typically need heating during operation to remove contaminants. The thin platinum wire was used for the heating and measuring the substrate temperature as well by monitoring the wire resistance.

**Figure 5.12.** Photo of the carbon nanotube gas sensors mounted on a ceramic dual in-line package. The photo on the left shows the carrier printed circuit board on which the low noise analog signal conditioning components are soldered.

The thin film carbon nanotube sensors used in the investigation were made at the Department of Applied and Environmental Chemistry. Different single wall functionalized carbon nanotube (SWCNT) and multi wall functionalized carbon nanotube (MWCNT) sensors were tested. Here we briefly demonstrate the applicability of the FES method with some examples only; the detailed results for the are given in the references. The sensor is mounted in a ceramic dual in-line package (see Figure 5.12) and the resistance could be measured in a two or four-wire arrangement. Gas sensors typically need heating during operation to remove contaminants. The thin platinum wire was used for the heating and measuring the substrate temperature as well by monitoring the wire resistance.
The sensor resistance fell into the range from a few kOhms to a few hundred kOhms, therefore we have applied 10μA to 100μA probe currents. The sample rate was 10kHz to 20kHz and the power spectral density of the noise was measured by averaging of 100 recordings. The sensor was exposed to different concentration and mixture of gases including CO, N₂O, H₂S and H₂O vapor, and the principal component analysis (PCA) was used as a pattern recognition method in order to try to get more information out of the data. The aim was to find out if the analysis of the sensor signal can be used to evaluate the type and concentration of the applied gas, or the composition of certain gas mixtures. Figure 5.13 shows the typical power spectral density of the resistance fluctuations and the score plot of the PCA analysis for four different gases with a concentration of 50 ppm. On the right plot a better selectivity of the PCA method is shown. Note that he power spectral density follows the 1/f frequency dependence as it was expected. The power line interference of 50Hz and harmonics were carefully removed before applying the PCA analysis.

Figure 5.13. a) Power spectral densities recorded from a 1,8 diamino-octane functionalized CNT sensor exposed to 50 ppm CO, N₂O, H₂S and H₂O respectively. b) Score plot of PCA analysis for the same exposures, CO (red circle), N₂O (blue square), H₂S (green triangle) and H₂O (black circle). The number of averages is 100.

Figure 5.14 shows the PCA analysis plot for different type and concentration gases using a single CNT sensor. The sensor is functionalized with carboxyl, the temperature was 25°C, the buffer gas was argon. The CO, NO and CH4 gases are clearly separated on the PCA plot. The behavior for different concentration of the chosen CO gas is depicted on Figure 5.15. At low concentration the PCA points are rather scattered showing larger statistical error; at higher concentrations the error is significantly smaller.

We can conclude that while observing the average value of the sensor resistance or the magnitude of its fluctuations can’t be used to make distinction between the type of gases and do not give usable information about composition of mixed applied gases, the PCA analysis using the set of power spectral densities may turn the same sensor into a chemically selective device.
5.3.2 Drift effects in fluctuation enhanced sensing

Significant changes in the concentration, composition of the gas mixture and heating may cause a longer term drift of the sensor resistance. However, the PSD acquisitions need considerable amount of time especially due to averaging; therefore the drift can affect the results of the PSD estimation, what is even worse, this can corrupt the data obtained by the PCA analysis and result in serious degradation of accuracy and selectivity. In order to investigate the effect of various drift levels on the gas sensing accuracy we have carried out measurements and numerical simulations [E4].

Figure 5.16 shows the measured resistance evolution during heat cycling. When the sensor heating was turned on, the resistance started to decrease abruptly and upon turning the heating off a long lasting drift could be observed. The PSD acquisitions are
typically done in this regime. On the right hand side the fluctuating resistance value is plotted showing the additive drift.

![Figure 5.16. Resistance change versus time for a typical measurement including a) heat pulse on and off followed by introduction of 10 and 50 ppm N\textsubscript{2}O with a b) close up region for 50 ppm N\textsubscript{2}O injection. The sensor was MWCNT functionalized by 1,8 diamino-octane.](image)

We have developed a numerical simulation framework in C++ programming environment to analyze the effect of the drift. The sensor’s simulated 1/f resistance fluctuations were generated using the method described in Chapter 1.2.1 and the magnitude was fine tuned to be compatible with the measured PSD. On Figure 5.17 the measured and simulated PSDs are plotted.

![Figure 5.17. Simulated 1/f (black) and observed (red) power spectral densities of a CNT sensor. The measurement was taken upon 50 ppm N\textsubscript{2}O exposure. The simulation was performed with a mean resistance of 2.8 kΩ with no drift. RMS of the resistance variance was 0.01 Ω, probe current 100 μA. These latter data correspond to the experimental values. The peaks at 50, 100, 150, 250 and 350 Hz in the measured spectrum are the fundamental and higher harmonics of the 50 Hz line frequency. The number of averages was 100.](image)

We have applied drift values of 0.01, 0.05, 0.1, 1 Ω/s and the PSDs were calculated in the range of 2Hz-5000Hz. Figure 5.18 suggests that the PSDs are affected considerably with drift values over 0.1 Ω/s. The much more sensitive PCA analysis confirmed this as depicted on Figure 5.19. The 0.1 Ω/s drift with 2.8 kΩ resistance mean value corresponds to a 4x10^{-5} 1/s relative drift. In our observations we have found typical drift values from 0.002 Ω/s to 0.005 Ω/s, this is well in the safe range.
5.3.3 Bacterial odor sensing

A very promising application field of fluctuation enhanced sensing is biological agent detection and identification [22]. Taguchi semiconductor gas sensors or nanotechnology gas sensors can be sensitive to such contaminants; therefore the same concept can be applied as was shown in the case of CNT sensors.

We have a continuous collaboration with prof. Kish (Department of Electrical and Computer Engineering, Texas A&M University, USA) in many fields of noise research. A further collaborator is the company Signal Processing Inc. (CEO: Chiman Kwan, Rockville, Maryland, USA) in the FES measurements and analysis. We have developed the USB FES data acquisition and control unit and software described in V.2.C especially to support this collaboration and we have also installed a DSP-based 16-bit simultaneously sampling data acquisition system (see Chapter 3.1. and 3.4.) at the Fluctuation exploitation laboratory of the Texas A&M University to aid the measurements.

Figure 5.20 shows an example of the power spectral densities obtained with an SP32 ethanol-sensitive tin dioxide semiconductor Taguchi-type gas sensor exposed to bacterial odors (vegetative Escherichia coli, and Anthrax-surrogate Bacillus subtilis spores) [E11]. The single sensor could be used to make distinction between the empty chamber (air); tryptic soy agar (TSA) medium and TSA with bacteria. The number of bacteria fell in the range of $2.5 \cdot 10^4$ - $10^6$. Although this number is not low, without using the FES method, the SP32 Taguchi sensor can't give any information about the bacteria; the average value of its resistance remained unchanged.
Although there are many efficient pattern recognition methods (including the PCA analysis, for example), even very simple ones can work properly in cases when the PSDs exhibit rather different behavior for different gases or odors to be distinguished. Kish introduced the concept of “binary fingerprint” for FES applications which focuses on the slope of the power spectral density in different frequency bands [23].

The idea is to divide the frequency range used for the analysis into neighboring frequency bands. For each frequency band the local slope of the logarithm of the PSD as a function of the logarithm of the frequency can be determined. If this slope is larger than the global slope using the whole frequency range then 1 is assigned to this frequency band; -1 otherwise. Figure 5.2 shows 6-bit binary patterns corresponding to four different odors. This method is rather simple and allows easy and fast computation.
Rapidly growing sensor applications including the detection of various gases and odors more and more often require small, compact size, stand-alone operation and real-time processing and the possibility to be integrated in a wired or wireless sensor network. At first sight FES needs considerable processing power, however we have already shown above that simplifications can be made in certain cases.

In the following we’ll show another alternative that does not require the estimation of the power spectral density and can be used to accelerate the calculations therefore lower power operation can be achieved allowing the application of simple low power microcontrollers to make battery-powered sensor nodes, smart sensors [E12].

Our approach is based on the method of Kedem [24] that uses low pass filters and zero-crossing analysis to estimate the power spectral density of Gaussian fluctuations. In order to accelerate the calculations and still provide enough accuracy to provide FES fingerprinting we have modified the Kedem’s method.

The zero-crossing frequency of a zero mean stationary Gaussian stochastic process can be given by the Rice formula [3]:

\[ f_z = 2 \frac{\int_0^\infty f^2 S(f) df}{\sqrt{\int_0^\infty S(f) df}} \] \quad (5.1)

where \( f_z \) is the average zero-crossing frequency, \( S(f) \) is the power spectral density of the fluctuating signal \( U(t) \).

We consider a sampled signal and divide the measurement time window into uniform subwindows of length \( \Delta t \cdot N_p \), where \( \Delta t \) is the sampling time interval. In such a time window the local average value of the signal can be computed as:

**Figure 5.21.** 6-bit binary pattern derived from the power spectral densities. Each bit corresponds to a certain frequency range indicated below the bars. The value is 1, if the local slope of the spectrum in the frequency range is larger than the average global slope, -1 otherwise.
Using this value the average relative zero crossing frequency in the given subwindow can be calculated easily just by counting how many times the signal crosses the level \( U_0(N_j) \) divided by \( N_j \). The next step is to calculate the average of the subwindow’s zero crossing frequency values over the whole measurement window.

\[
f_{z,j} = \frac{N_j}{N} \sum_{k=1}^{N_j/N} f_{z,j,k}, \tag{5.3}
\]

where \( f_{z,j} \) is the average zero crossing frequency over the whole measurement range, \( f_{z,j,k} \) is the average zero crossing frequency in the \( k \)-th subwindow and \( N \) is the total number of samples. In our calculations we have chosen \( N_j=N/2^j \) with conditions \( j \geq 0 \) and \( N_j \geq 16 \) thus we’ll have \( \log_2(N)-4 \) different values for the average zero crossing frequencies serving as the noise fingerprint data.

In order to demonstrate the efficiency of the method, we have generated four different kind of noise patterns using numerical simulations that can correspond to different chemical processes:

- **A** is a Gaussian noise with Lorentzian power spectral density obtained by first order low pass filtering of white noise similar to adsorption-desorption noise, also can be considered as noise of the signal conditioning path;
- **B** is a random telegraph signal that can represent single molecule adsorption-desorption noise of a nanosensor;
- **C** is a single molecule diffusion noise of a nanosensor and is generated by an amplitude-limited one-dimensional random walk;
- **D** is a similar to **C** but the diffusion coefficient is 25 times greater.

We have generated ten different mixtures of the four types of independent processes. A-A, B-B, C-C, D-D are the sum of two independent A,B,C and D processes, respectively, while A-B, A-A-B, A-B-B, C-D, C-C-D, C-D-D represent the sum of the two or three corresponding independent processes. With the original four signals we have then 14 classes of signals for the analysis.

Figures 5.22, 5.23 and 5.24 show the computed zero crossing patterns and the power spectral densities of the corresponding signals. One can see that the zero crossing patterns can give more distinct signatures for the different signals with respect to each other, while the PSDs can be more similar.

The efficiency of the use of the zero-crossing patterns compared to the use of the PSDs are classified by two pattern recognizers: a minimum distance classifier and the support vector machine (SVM) classifier that is extensively used as an efficient tool in pattern recognition and regression tasks [25,26]. The results obtained with both classifiers showed that the zero-crossing patterns provided more accurate and reliable classification compared to classification based on the use of the PSDs. The details are given in [E12].
5.5 Conclusions

We have shown computer controlled instruments that have been developed for fluctuation-enhanced gas sensing measurements. The units use special low noise analog signal conditioning to interface the sensor to the high-resolution data converters. In addition to the universal modular DSP processor based version, two small and compact mixed-signal microcontroller based USB powered devices and the associated embedded and host computer software have also been developed. A graphical user interface
software application controls the whole measurement process and allows real-time noise measurement and spectral analysis. A PCA algorithm has been implemented to extract information about the type and concentration of the applied gas. Experiments were carried out on CNT gas sensors with different gases and concentrations in an international collaboration funded by the European Union. It was shown that fluctuation enhanced sensing can improve the selectivity of different nanomaterials. One of the aims of the collaboration that we could successfully achieve was to develop a small portable device that can serve as a basis for further exploitation.

Additionally numerical simulations have been performed to explore the influence of the drift effects typically found in the measurements on the result of the analysis. Comparing the experimental a simulation data we can conclude that the selectivity provided by the PCA analysis is not affected considerably by the typical drifts found in the experiments.

In order to aid the development of low-power, stand-alone fluctuation enhanced devices and sensor nodes we have proposed a method based on the zero crossing statistics of the sensor’s resistance fluctuations. The efficiency of the use of the zero-crossing patterns compared to the use of the PSDs were verified by two pattern recognizers.
Secure communication using thermal noise

6.1 Unconditionally secure communication

Secure communication is one of the most critical and important problems of information technology, no doubts about that. Protecting information leak about personal and official data, passwords, security information can be extremely challenging since almost every computer is interconnected via the internet. Operating systems are rather complex; therefore it is almost impossible to guarantee the security against the increasing number of ways of attacks.

Encrypting the information and generating and sharing the security keys are performed by deterministic algorithms. This holds for the software generation of random numbers: more precisely, these are pseudorandom numbers \([1]\). There are several methods to improve the randomness and to improve encryption (like one-time pad), however due to the deterministic nature, unconditional security is a bit questionable.

There are attempts to address this problem, there are devices on the market to provide “true” random numbers \([2,3]\) and researchers hope to find the way of unconditional security with quantum communicators \([14]\) that rely on naturally probabilistic physical phenomena.

Recently, a very simple, theoretically unconditionally secure communication scheme based on classical physical phenomena has been introduced \([5,6]\) as an efficient and reliable alternative of the quantum communication that is much more complex and costly. In the following we shall introduce the principle and report the experimental results obtained by a DSP-based system that we have developed to demonstrate the communication in a real environment \([F1-F3]\).

6.2 Kirchhoff Loop Johnson Noise secure communications

The block diagram of the Kirchhoff Loop Johnson Noise (KLJN) secure communications is shown on Figure 6.1.

![Figure 6.1. Block diagram of the KLJN communicator.](image)

The principle is based on the use of a low and high value resistors at both communicators – typically named as Alice and Bob – and one of them can be selected to be connected to the communication wire by a two-state signal (A and B). Real
resistors have their thermal (Johnson) noise; here its electrical equivalent is used: a voltage source and a series noiseless resistor. The $U_{Ai}$ and $U_{Bi}$ independent white noise sources have the power spectral density of $K R_i$, $i=0,1$. In a real physical system $K=4kT$, where $k$ is the Boltzmann constant and $T$ is the temperature; however in a model system it is better to choose $K$ using practical consideration like large enough signal amplitude. We assume that all these values are public.

How this arrangement can be used to exchange one bit of information? If the lower value resistor is selected at both ends – in other words $A=L$ and $B=L$, $R_0$ and $U_{A0},U_{B0}$ is selected – Alice and Bob knows the state of the $A$ and $B$ bits at both ends by measuring the voltage and the current at their own side, since they will observe low voltage. For the $A=H$ and $B=H$ state, when the high value resistor is switched on at both ends, the voltage will be high on the whole line. This means that the eavesdropper will also know exactly the states of the bits $A$ and $B$ in both cases. However, $A=L$, $B=H$ and $A=H$, $B=L$ combination will result the same voltage and current noise on the whole communication line, therefore the eavesdropper has no information about the bits $A$ and $B$ while Alice knows the state of her switch therefore knows the state of the switch at Bob as well. Therefore the LH and HL states can be used for secure communication and information exchange. Note that this communications is used for secure key exchange only; the public communication line (for example the internet) is used to share the data.

In the ideal state this key exchange method is absolutely secure, it has not been cracked. To provide security against arbitrary types of attacks, the instantaneous currents and voltages are measured at both end by Alice and Bob and they are published and compared. In the idealized scheme of the KLJN cipher, the passively observing eavesdropper can extract zero bit (zero-bit security) of information and the actively eavesdropping observer can extract at most one bit before getting discovered (one-bit security) [4].

6.3 Development of a DSP based KLJN secure communicator

The realization of the KLJN communication system introduces non-ideal behavior caused by considerable communication wire resistance and capacitance, limited tolerance of component values, additional noise and interference, transients during the switch state changes and one should make bandwidth considerations as well. Any deviation from the properties of the unconditionally secure ideal system may degrade the reliability, may cause information leak [6-12]. Figure 6.2 shows the block diagram of a real KLJN communicator unit. Since the thermal noise of a resistor is very small and the impedance can be rather high, it is more practical to generate a high enough white noise with a certain bandwidth and use low value resistors to keep the impedance low and prevent from the influence of other noise sources and external interference. The voltage and the current can be measured and used to extract the key information.

In order to demonstrate the KLJN operation in a real system and verify the security of the key exchange protocol we have developed DSP based KLJN secure communicator units that can be connected to a host computer. We have made several experiments to test the operation of the system and several security tests have been performed as well.
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The KLJN units were realized using our modular DSP system described in Chapter 3.

The ADSP-2181 module was connected to the host computer via a legacy RS232 asynchronous serial interface. The four channel analog input/output module based on a AD7865 quad simultaneously sampling 14-bit ADC and four analog outputs were realized by the AD7836 quad 14-bit DAC. The communication line current and voltage data were measured by this unit. The Johnson-like noise was generated on the host computer and downloaded to the DSP’s data memory. The DSP sent these data to the DAC with precise timing and the DAC output was filtered by an 8-th order switched capacitor Butterworth filter clocked at 50 kHz, while the remaining small noise components were removed by continuous time analog filters in order to satisfy the KLJN preconditions of removing any spurious frequency components.

The low and high resistors had values of 2kΩ and 11kΩ, respectively. In both cases an 1kΩ resistor was the first part whose output was connected to ground via 1nF to reduce unwanted high frequency components and this was followed by an 1kΩ and 10kΩ resistor to form the 2kΩ and 11kΩ, respectively. The KLJN line was a model-line representing ranges up to 2000km. Assuming shield driving to cancel capacitance and proper wire diameter a single resistor can be used to realize the KLJN line.
6.4 Experiments

During the tests of a bit exchange the noise was ramped down linearly before making the switching of the resistors and then ramped up. The ramping time was 8% of the whole bit exchange time (clock period). After switching and noise ramp-up another 8% of clock period was elapsed before taking samples from the noise in order to do the statistical key extraction.

Figure 6.4 shows the voltage and current distributions obtained by evaluating 74497 clock cycles. One can easily see that the HH and LL distributions are quite well separated from the LH distribution considering the voltage or current, respectively, therefore Alice and Bob can extract the key with high success rate of 99.98%. The eavesdropper (Eve) has no information, since the LH and HL states yield almost identical distribution.

Figure 6.4. *Empirical voltage and current histograms seen by Alice and Bob (top left and top right, respectively) and voltage counts seen by Eve (bottom) at one end of the line for the two different secure bit arrangements (LH and HL) during the whole span of security checks utilizing 74497 clock cycles. It is obvious from the strong overlap of the two curves that Eve has virtually zero information even with fixed bit arrangement for 74497 clock cycles.*

Figure 6.5 shows the statistical data obtained during the exchange of a single bit.

Several attack tests were performed to check the security of the realized system including the Bergou- Scheuer-Yariv test utilizing wire resistance [9]; Hao’s test [11]; Kish’s tests based on of resistor inaccuracy and current pulse injection [4,12] and we have found no more than 0.19% of information leak.
After the successful tests we have designed microcontroller based KLJN units in order to make the communicator units more compact. The units have a single mixed signal microcontroller with on-chip precision ADCs and DACs and some additional analog signal conditioning to scale the bipolar signals into the range of the single supply data converters. The USB port is used to connect to the host computer and power the units. The small switching units and model KLJN line is integrated on a small plug-in card printed circuit board. Figure 6.7 depicts the schematic and the photo of the units.

The tests of these units were successful, only a slight decrease in the communication speed was observed.
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6.5 Conclusions

We have developed DSP based units to realize the theoretically unconditionally secure Kirchhoff Loop Johnson Noise communication method. Our aim was to demonstrate the performance, to find the practical limitations of security and to make several security tests.

As a competitor of secure quantum communicators the KLJN system is much smaller, simpler and cheaper. We have carried out many experiments using our hardware and model communication line equivalent to lengths from 2km to 2000km. Our results indicate unrivalled fidelity and security levels among existing physical secure communicators. There are straightforward ways to improve security, fidelity and communication range further, such as proper choice of resistors, thicker cable, enhanced statistical tools for bit decision.
7 Summary and theses

The six chapters of this dissertation review my most important research results related to basic and applied noise research. The aim of the theoretical and experimental investigations, the analog and numerical simulations, the instrumentation hardware and related embedded and host computer software developments was to contribute to the knowledge of random processes and of the behavior of fluctuating systems. The emphasis was always on the efforts to find new ways in which noise can be used as an information source; how signal-to-noise ratio can be increased or in which we can use even noise as a tool to improve the operation of devices, to enhance the accuracy of measurement and to control and to optimize information transfer.

Most of the results were achieved in active cooperation with the members of my noise research group that I have been leading since 1997 and within the framework of various international and domestic collaborations. The following theses present my contribution to the work and are supported by 51 papers, 18 invited talks and 208 independent citations.

7.1 Theses

Thesis 1 – 1/fα noise generation and amplitude saturation

1. 1. I have designed a DSP based 1/fα noise generator that can provide power spectral density required over four decades of frequency with better than 1% accuracy. I have made the schematic and printed circuit board design and I have written the 16-bit fixed point ADSP-2105 and ADSP-2181 DSP source code using 9 first order infinite impulse response digital filters.

1. 2. I have discovered a special invariant property of Gaussian 1/fα fluctuations: for α≤1, the power spectral density remains the same if the amplitude is saturated at various levels. Using numerical simulations I have also found the shape of the power spectral density for 1<α≤2. My coworkers found theoretical explanation for the case of very small saturation levels which showed a good agreement with simulation results.

1. 3. I have extended simulation the results to saturation intervals that do not include the mean value.

This special invariance that occurs under wide range of conditions may help to understand the presence of 1/f noise in several systems and may also be related to its general occurrence. The development of the DSP noise generator is a direct exploitation of the results.

Publications:
3 journal papers [A2,A8,A9]
3 conference papers [A6, A7,A10]
2 invited talks [A7,A10]

Thesis 2 – Biased percolation modeling of electronic device degradation

2. 1. I have developed a numerical simulation framework for the percolation modeling of thermal degradation of thin film resistors. I have optimized the code to allow fast simulations of large two-dimensional resistor networks. I have also created a graphical user interface software version to allow visualization and more efficient analysis of the process.
2. 2. I have carried out numerical simulations to obtain the evolution of the sample resistance and normalized resistance fluctuation. I have found a significant difference compared to the regular percolation degradation and observed filamentary damage pattern and abruptly increasing noise that are in a good agreement with experimental results.

2. 3. I have calculated the power spectral density of the resistance fluctuations and found that the shape of 1/f noise changes significantly close to the breakdown.

The results help to understand the degradation process and may serve as a non-destructive predictor of failure of electronic devices. My collaborators (C. Pennetta and L. Reggiani, University of Lecce, Italy) extended the range of applications and published more than 30 papers about related research.

Publications:
- 6 journal papers [B2,B6,B8,B9,B11,B12]
- 7 conference papers [B1,B3,B4,B5,B7,B10,B13]
- 1 invited talk [B4]

Thesis 3 – DSP data acquisition and control system to support experimental noise research

I have developed a complete modular digital signal processor based data acquisition and control system to support various experiments related to noise research. I have designed a unique mixed-signal bus system for the modules, I have made all the schematic and printed circuit board designs, the embedded software development and I have also made several host computer applications in LabVIEW and C++ for the individual research tasks.

The Eurocard-standard system includes a 16-bit fixed point ADSP-2181 module and three mixed-signal modules with 14 to 16-bit data converters, up to 1MHz sample rate, simultaneous sampling capability and sigma-delta architecture ADCs, multiple DACs and multiplying DACs for fine amplitude control.

The system has been used in a wide range of experiments related to Thesis 1, Thesis 4, Thesis 5 and Thesis 6.

I have shown the system in an invited talk at HUNGELEKTRO 2002, 7th International Exhibition and Conference on Electronics Technology, Budapest, 23 April 2002 [C3]

Related publications (the results are achieved with the help of the system):
- 6 journal papers [A1,D7,D11,D19, D21,D22]
- 7 conference papers [A2,C1,C2,C5,D8,D15,D20]
- 8 invited talks [C3,C4,C6,D15,D16,D18,D19,D22]

Thesis 4 – High signal-to-noise ratio gain by stochastic resonance

4. 1. I supervised the numerical simulation work of the PhD student K. Lőrincz to obtain signal-to-noise ratio (SNR) gain data for stochastic resonance in the level-crossing detector. For small duty cycle periodic pulses we have got very high SNR gain above $10^4$.

4. 2. I have developed a software framework and carried out numerical simulations to investigate the SNR gain in the Schmitt-trigger stochastic resonator. For asymmetric and symmetric periodic pulses I have obtained large SNR gain over 100.
4.3. I have designed and built an analog computer to investigate the SNR gain in the archetypal dynamical stochastic resonance system. The experiments were carried out by the DSP system reported in Thesis 3. Using symmetric periodic pulses large SNR gain was obtained, close to 20.

4.4. I have introduced the wide band SNR definition broadly used in engineering into the field of stochastic resonance and I have demonstrated the high SNR gain in bistable systems based on this definition.

4.5. I proposed to investigate the role of the $1/f^\kappa$ colored noises in the mechanism of SNR gain in monostable and bistable systems and supervised the related numerical simulation work of my PhD student P. Makra. We clarified that $1/f$ noise does not play a special role as was proposed in the literature and we have shown that white noise provides better performance.

4.6. I supervised the experimental work of my PhD student R. Mingesz to obtain SNR gain data for aperiodic and noisy signals using the analog computer and a DSP system mentioned in Thesis 3 and 4.3. We could show significant gain even for very irregular signals.

4.7. I proposed to use randomly dithered time-to-digital conversion to enhance the control of excimer lasers for external and internal triggering modes. I led the design and realization of a microcontroller-based unit that uses software controlled delay elements and upgrades the old version with a significantly improved performance. Dithering improved the resolution by an order of magnitude using a simple and low cost solution using only a few integrated circuits and enhanced the quality of the control considerably.

The 165 citations (still about 10 citations per year) and 6 invited talks show significant impact of these results; several independent groups continued the research. I was a guest editor of a special issue [D21] of Fluctuation and Noise Letters and the chairman and co-chairman of international conferences related to the subject [D22,D23].

The developed experimental setups can easily aid exploitation and the microcontroller based system described in 4.7 can upgrade the older units already built into several excimer lasers.

Publications:

8 journal papers [D2,D7,D8,D10,D14,D17,D19,D20]
7 conference papers [D6,D9,D11,D13,D15,D16,D18]
6 invited talks [D7,D11,D12,D16,D17,D20]

Thesis 5 – Fluctuation-enhanced gas sensing

5.1. I have developed a special measurement system for fluctuation enhanced sensing using carbon nanotube gas sensors. The system is based on the modules described in Thesis 3. Using the system we could demonstrate that the chemical selectivity of the sensor could be improved significantly.

5.2. I have developed a numerical simulation framework to analyze the influence of the drift observed during data acquisition on the principal component analysis used to improve chemical selectivity. Comparing with the measured data it turned out that the drift does not affect the performance of the applied signal processing considerably.

5.3. I have designed and built a compact USB port instrument and a low noise plug-in preamplifier module to support fluctuation enhanced sensing applications related to the European Union project called SANES (Integrated Self-Adjusting Nano-Electronic Sensors, for more information see http://cordis.europa.eu/).
The unit was successfully tested on carbon nanotube sensors and serves as a prototype for further application and exploitation.

5.4. I have carried out numerical simulations to show that level-crossing statistics can be a much faster and simpler alternative to methods based on power spectral analysis for fluctuation enhanced sensing. The method is promising for embedded applications and stand-alone, battery powered wireless sensor nodes.

We plan to continue the development of the instrumentation and signal processing methods with our collaborators (L.B. Kish, Texas A&M University and Chiman Kwan, CEO of Signal Processing Inc.). I have designed and built a special instrument to support the measurement using the already available the National Institute of Standards and Technology (NIST) sensor modules. A phase 2 proposal will be submitted to NIST for further funding.

Publications:
7 journal papers [E3,E4,E6,E8,E10,E11,E12]
4 conference papers [E1,E2,E9,E13]
5 invited talks [E1,E5,E7,E9,E12]

Thesis 6 – Secure communication using thermal noise

I have built a DSP-based hardware system to support the realization of the Kirchhoff Loop Johnson (-like) Noise unconditionally secure communication and its experimental testing on a model communication line equivalent to lengths from 2km to 2000km. The system is based on the modules described in Thesis 3. I have also designed and built a dedicated compact, microcontroller-based USB device. This secure key exchange scheme is the only existing competitor of quantum key exchange. Our experiments show robustness, fidelity and security levels unprecedented among quantum communicators. The results inspired the development of another key exchange protocol [15-17 in the section 8.7].

Publications:
2 journal papers [F1,F3]
1 conference papers [F2]
1 plenary talk [F2]

7.2 Interdisciplinary applications and exploitation

I have already mentioned application and exploitation possibilities at the theses, here I focus on a wider range of applications. Using my experience in hardware/software development and signal processing – that I have acquired during my noise research projects – I have designed and built several computer controlled instruments for research, educational and industrial applications with 63 associated publications and 163 independent citations. Here the most important results are listed, more detailed information can be found on my personal pages [G1].

- I have designed PC (ISA bus) plug-in cards [G2,G3] and later DSP and microcontroller based instruments plus several data acquisition and analysis software applications for special ECG, blood pressure and respiration monitoring [G4]. Note that one of the aims is to measure heart rate and blood pressure fluctuations and apply statistical a spectral analysis that is also common in noise research [G5-G7]. My latest result is the development of a 128-channel ECG mapping hardware and software [G8]. I’m a coauthor of 56 medical publications – including an invited talk [G6] – that received 74 independent citations.
I have developed DSP data acquisition and control systems to support photoacoustic measurements including laser diode driving, thermoelectric cooling, low-noise microphone signal conditioning, high-resolution data acquisition and embedded software development. A related publication [G9] has received 22 independent citations.

I have developed DSP and microcontroller based instrument hardware and graphical user interface software for automatic titration projects. A publication [G10] with 32 independent citations and an international patent [G11] are related.

I led the development of a special computer controlled system to measure the thermal and electric properties of conducting polypyrrole-silver nanocomposites. The associated publication [G12] received 35 independent citations.

We have developed a high-precision, compact USB bacteriochlorophyll fluorometer hardware, embedded and graphical user interface software to support measurement of bacterial photosynthesis [G13,G14]. I would like to express my honor to my talented BSc student – my coworker on analog signal processing and embedded programming – Peter Kocsis, who has tragically died in 2012.

I have developed several computer controlled instruments to support experimental education of physics, chemistry, biology and informatics. I have designed a sensor-to-USB interface [G15] with fully open source hardware, embedded software. I have also developed a graphical user interface Windows application, the open source C# code has been developed by my coauthor P. Makra. I have presented the results in an invited talk [G16]. Over 50 units were assembled and they are used in several secondary schools and also at the higher education. Note that the device has been used for accelerometer based signature recognition also [G17,G18] and I have upgraded my design with a 24-bit resolution sensor-to-USB interface useful in industrial applications also [G19]. I have contributed to engineering education with several other projects as well [G20,G21,C1,C2,C5].

Finally I note that my newest research topic is the so-called noise based logic that has been introduced in 2009 [G22-G25].
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