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1 INTRODUCTION

The economical operation of production and sersystems has always been a major concern
of engineers. In 1886, Henry Towne of the Yale dimdvne Company in a paper titled
“Engineer as an Economist” recommended that a metasm should be organized within the
American Society of Mechanical Engineers (ASME)isTimew section could be a forum for
those professionals, who are mechanical enginbatsnterested in the economic aspects of
production (Towne, 1886). The recommendation of i@wiitiated the rapid development of
a new branch of engineering, which is caliedustrial engineerindIE) (Hicks, 1977). The
official definition of industrial engineering fornated by the Institute of Industrial
Engineering (IIE) states (Salvendy, 1992) that

“Industrial engineering is concerned with the desigmprovement and installation

of integrated systems of people, materials, inféiona equipment and energy. It

draws upon specialized knowledge and skill in tla¢hematical, physical and social

sciences together with the principles and methoflergineering analysis and
design, to specify, predict, and evaluate the testh be obtained from such
systems.”

The problems, scientific foundations and informafocessing infrastructure of IE have
changed considerably since the time of Towne. Bw,nall stages of the lifecycle of
production systems — design, implementation, operatmprovement and restructuring — are
influenced by industrial engineering. The problafiscussed in the dissertation are related to
planning and scheduling of production operatioRsoduction planning and production
schedulingdetermines the allocation of manufacturing resesirto production task on the
medium and short run, that is, a plan should bpgyesl a priori, to determine how much and
when to produce of the different parts/productsgy armat amount of resources should be
applied during production. In the course of product the difference of the plan and the
actual operation must be compared, analyzed, apdoppate control actions are to be
implemented if required.

The solution of the complicated problems of producplanning and control is supported
by operations researchmethods. Frequently, optimization models are fdated to
determine the best possible production plan anddymtion schedule. By the time of
implementation or during operation several paramete which were used to obtain the
implemented solution — may change. Some of theaagds are important and require actions
on behalf of the decision maker. Other changesgelvewy may not influence the implemented
decision, although influence the result of operati@onsequently, the robustness of the plan,
that is, the sensitivity of the results with redpee some model parameters is important
information for management decision-making (seesf@mple, Little, 1970; Ragsdale, 2007;
Monostori et al., 2010).

Sensitivity analysianethods can be applied to get information aboet éffect of
parameter changes on an optimal or on a heuristigtiean. The objective of sensitivity
analysis is to determine the effect of the changpasameters or conditions assumed in the
planning phase on some performance measures impdotadecision-making. The method
used for generating sensitivity information dependsthe planning model, on the changing
factor (parameter, condition) and on the perfornreaneasure.

Sometimes, calculating the value of the objectiwection with the original and with the
changed values of a parameter, and analyzing ffexafice may lead to general sensitivity
conclusions. One of the first, widely documentedss#evity analysis applied in industrial
engineering has been the examination of the robsstof the classical economic order
guantity (EOQ) formula in inventory management, ehhdates back to 1913 (Harris, 1913).
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This analysis is based on the examination of th& st function when some parameters
(order cost, inventory holding rate) change, amrdsults are discussed in most of the basic
production management related university textbo@ee for example, Nahmias, 1993;
Anderson, 1994; Waters, 1996).

The simple analysis of the change of the objectivection value, however, may not
always be sufficient to get proper sensitivity imfi@tion. Sometimes, studying the structure
of the problem may lead to analytical descriptidnrabustness and sensitivity. In linear
programming, for example, the simplex method presithformation about the sensitivity of
the objective function and about the validity rargfethis sensitivity. This information is
provided by the simplex table of the optimal sauat(see for example Hillier and Lieberman,
1996; Prékopa, 1968). In case of discrete eventlaiion, perturbation analysis can be used
to obtain sensitivity information related to a penhance measure from a single sample path
(Ho and Cao, 1991).

Frequently, in complex models, numerical examimaidd the behavior of an objective
function in a predefined parameter range must b@peed. Such analysis, however, requires
extensive computations and advanced informationgasing environment.

No matter which technique is applied, informatidioat sensitivity is important for the
decision maker due to the following three reasons:

— Some model parametarsay changelespite of the intention of the decision maker. Fo
example, a customer demand may change, an operadginmay increase or production
capacity may decrease by the time a production islamplemented. The operation manager
must know whether the change of operation is reguar the change of the parameters does
not influence the plan, consequently, the changspefation is not necessary.

— The decision maker maave the possibilityo change some parameters. For example,
a selling price can be changed, a production capaan be increased by overtime or a new
production route of a part can be implemented. ¥sisl of the possible effects of these
parameter changes is required before decision plementation is made.

- Sometimes model parameters may change buththege of operation is not possible
even if it were required. In these cases, the ammabf the consequences of the change helps
to determine how far the actual operation is frow dptimum, and what measures should be
taken to avoid the unfavorable effects in the feitur

The proper presentation of sensitivity informatimn management decision-making is
also a very important question. Generally, sengjtinesults consist of a large amount of data.
The range information of a linear programming solution cangathe sensitivity range of
several thousand objective function coefficientd ahadow prices. Filtering and clustering
this information is necessary for efficient decrsimaking. Graphical presentation of these
data might considerably direct the attention of tezision maker to critical points, and
highlights the most efficient intervention areasqkenbach, 1992).

Consequently, sensitivity analysis is importantrfrtheoretical and from practical points
of view as well, and a strong emphasis is madeteldp both theory and technique to obtain
sensitivity information in several production reldtfields (see for example Wagner, 1995;
Saltelli, Tarantola and Campolongo, 2000; Higle ®allace, 2003 or Hall and Posner, 2004;
Kovesi, 2011).

The application of sensitivity information to impe decision-making is not just a
possibility, but also aecessityThe development of the theory and technologyad anining
has a strong impact on production related decisasnwell (Jackson, 2002). The information
obtained by the processing of a large amount & dah be a source of competitive advantage
according to Davenport (2006). If these data arfecieftly collected (about customer
behavior, about operation, about environmental itmmd, etc.), if proper (statistical,
operational research) methods are used to probese tata, and the results are adequately
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channeled into the decision-making process, thencttimpetitors can be outperformed. The
emphasis on the collection of a large amount o& @detd on the efficient processing of the
collected information forms the basis of a new gaya in management decision-making
which is calledcompeting on analytic§Davenport, 2006; Davenport and Harris, 2007;
Koltai, 2007).

The support of competition with the results of gnecessing of a large amount of data is
possible as a consequence of the development ofmation technology. Data can be
collected automatically about the progress of alpction or a service process at reasonably
low cost and with acceptable speed. The collecttd dan be processed with efficient and
easy to use statistical and operation researclwaat even on an ordinary computer.
Consequently,competing on analyticend big data management becoming a general
approach when decision support systems are des(@aenport 2013).

On the one hand, the availability of a large amairdata about actual operation, and the
possibilities of advanced data processing enviragrinpeovide excellent opportunities for
generating sensitivity information. On the othendhasensitivity information is constantly
demanded in a system which strives for continuoysevement of its operation.

The dissertation discusses the theoretical andtipagh@spects of sensitivity analysis
results related to production planning and scheduybroblems. In some cases, the derivation
and analysis of sensitivity results of existing rlsdare the main objective of the research. In
other cases, new models are formulated and setysdivalysis supports the application of the
models. The following research problems are dismligs details in the dissertation:

1) Linear Programming (LP) is frequently appliedstdve production planning problems.
The sensitivity information of the optimal plan Wwitespect to the model parameters is
important information for capacity extension, opera improvement and customer related
decisions. In case of degenerate optimal soluhomever, sensitivity information generated
by the traditional LP solvers can be misleadinghave investigated the reason of the
misleading sensitivity results and the ways of ecting this information.

2) In flexible manufacturing systems (FMS), proddgarts can be manufactured by
visiting different machines, that is, the same paaty follow several different routes in the
manufacturing process. Routing influences the alskel capacity of the system. Frequently,
however, capacity related decisions must be maflamedgarts are assigned to the specific
routes. | have investigated how capacity of FMSs ba determined before the routing
information is available, and | have analyzed tesgivity of the results with respect to some
basic model parameters.

3) In case of assembly lines, frequently, 0-1 nrathtecal programming models are used
to allocate tasks to workstations. One importardgrtsioming of assembly line balancing
(ALB) models is that the models do not take intmsideration several real life conditions.
One important group of such conditions is relatedvorkforce skills. | have developed a
general framework to formulate workforce skill coamts. | have also investigated the effect
of the change of production quantity on the optis@ution.

4) Scheduling problems of production systems aeguently solved with the help of
discrete event simulation. The sensitivity of tlelesduling criteria to the change of some
model parameters is important information for thecision maker. | have analyzed the
sensitivity of the throughput time and the sengitiof waiting time with respect to some
operation times, and | have determined the validitythese gradient information using
perturbation analysis.

5) Frequently, the objective of scheduling is thi@imization of inventory holding cost.
There are, however, several ways to determine #hgevof inventory holding cost. | have
investigated how the optimal schedule of a singkource scheduling problem is influenced
by the method of inventory holding cost calculatibmave also analyzed the robustness of
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the optimal schedule using analytical and nhumenwoathods as well.

Some remarks must be made about the structurénarmbntent of this work.

— Each chapter of the dissertation is related tsiggity analysis, however, the problems
examined, the techniques used for modeling, andyéineration of sensitivity information is
different in each chapter. Consequently, a differeethod of notation is required in each
chapter. To facilitate the reading of the text,heamin chapter has a separate list of notation.

— The results of the main chapters have already Ipedblished in relevant scientific
journals of the related areas. The content of taemhapters of this work is an edited and
integrated version of the corresponding papereSihese papers were written in the last 20
years, new results, algorithms, software and comg@uéchnology may have appeared. Those
chapters which are based on earlier papers manefiett the most up-to date technology, but
the scientific results of the chapters are indepahaf the changes of the technological
conditions and of the change of information tecbggl
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2 THE DIFFERENCE BETWEEN THE MANAGERIAL AND MATHEMA TICAL
INTERPRETATION OF SENSITIVITY ANALYSIS RESULTS IN L INEAR
PROGRAMMING

One important problem of production planning is #ilcation of production resources to
production tasks. This problem is frequently solNwdmathematical programming models.
Linear programming (LP) has a special role withimatihematical programming, because
resource allocation problems can be easily destrdveefficiently approximated by linear
relationships. The theory and practice of lineargpamming is well established and several
software are available to support real life appicres. The main result an LP problem is the
optimal solution In a production planning context the optimal solu determines the optimal
allocation of production resources to productiosk$a Further results of an LP problem are
related tahe sensitivity analysisf the optimal solution. In some cases LP sengitanalysis
results of the currently available LP solvers pdevimisleading information. In this chapter
the problems of LP sensitivity information are eaped, a new categorization of sensitivity
information is provided and a calculation framew@lsuggested. The results of this chapter
are based on the papers of Koltai and Terlaky (Rd0@ltai and Tatay (2008) and Koltai and
Tatay (2011).

2.1 Introduction

Linear programming (LP) is one of the most exteglgiwised operations research technique in
production and operations management (Johnson amdgdimery, 1974; Cane and Parker,
1996). As a result of the development of compwgehmnology and the rapid evolution of user
friendly LP software every operation manager canam LP software easily and quickly on a
laptop computer. Although to solve LP models is naecessible for everybody, the

interpretation of the results requires a lot ofllskVlost of the management science and
operational research textbooks pay a special aterib sensitivity analysis, and to the

problems of degeneracy, but sensitivity analysisleundegeneracy is rarely discussed.
Commercially available software do not give enougformation to the user about the

existence and about the consequences of these,ceemnon, special cases. In practice,
managers very frequently misinterpret the LP raswhich may lead to erroneous decisions
and to important financial and/or strategic disadages.

Several papers have addressed this issue. EvanBaked (1982) draw the attention to
the consequences of the misinterpretation of geitgifinalysis results in decision-making.
They illustrate their point with a simple exampleddist some published cases in which the
erroneous interpretation of sensitivity analysisutes is obvious. Aucamp and Steinberg
(1982) also warn that shadow price analysis is rieob in many textbooks, and that the
shadow price is not equal to the optimal solutiérthe dual problem when the obtained
optimal solution is degenerate. They present soxaeples of shadow price calculations by
commercial packages. Akgul (1984) refines the shagoice definition of Aucamp and
Steinberg, and introduces the negative and posstiaelow prices for the increase and for the
decrease of the right-hand side (RHS) elementserberg (1986) shows that very frequently
practical LP models have a netform structure; agifiorm structures are always degenerate.
He illustrates sensitivity analysis of netform typwdels by one of the Midterm Energy
Market Model of the U.S. Department of Energy. @&86) summarizes most of the critics
concerning sensitivity analysis of LP models andghhghts some important research
directions. Rubin and Wagner (1990) illustrate tifag@s of the interpretation of LP results by
using the industry cost curve model in a tutorigbet paper written for managers and
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instructors. Jansen, et al. (1997) explains thecefbf degeneracy on sensitivity analysis by
using a transportation model, and presents thedmimngs of the most frequently used LP
packages. Wendell also pays special attention mectoand practically useful calculation of
sensitivity information (see for example WendeB8% and Wendell, 1992). The problem is
not that operations researchers are unaware oflitheulties of sensitivity analysis. This
issue is discussed thoroughly in the scientifieréiture, (see for example Gal, 1979; and
Wendell, 1992) and a complete, mathematically obrieeatment of sensitivity analysis is
presented e.g. in Jansen et al. (1997), and in Bioals (1997). Practice, however, shows that
the problem is not widely known among LP users, amdilable commercial software
packages are not helping to recognize the diffiesit

The main objective of this chapter is to explaie thfference between the managerial
guestions and the traditional mathematical intégpi@n of sensitivity analysis. In the first
part of this chapter the basic definitions areadtrced, the most important types of sensitivity
information are classified, and degenerate LP swistare illustrated graphically. Next, a
production planning problem is used to demonstrdite consequences of incorrect
interpretations of the provided sensitivity infortioa. In the second part of the chapter a
practice oriented framework for calculating sengiyiinformation is provided and sensitivity
information for management decision-making are eme=d for a degenerate production
planning problems. Finally, some recommendatioesfamulated both for decision makers
and for software developers. All notations usethis chapter are summarized in Table 2.1.

2.2 Basic definitions and concepts

Every LP problem can be written in the followingrstlard form,

T —h
mxmie x/Ax=bix20) (2.1)
whereA is a givenJ x | matrix with full row rank and where the column t@d represents
the right-hand side (RHS) terms and the row veclorepresents the objective function
coefficients. Problem (2.1) is called themal problemand a vectox =0 satisfyingAx=b is
called aprimal feasible solutionThe objective is to determine those values of thetor x
which minimize the objective function. To everymal problem (1) the following problem is
associated,

mfx{9T>_/|ATX <] (2.2)

Problem (2.2) is called theual problemand a vectoy satisfyingA'y<c is called adual
feasible solutionFor every primal feasibbe and dual feasiblg it holds thatc'x >b'y and the
two respective objective function values are equahd only if both solutions are optimal
(see for example Hillier and Liberman, 1995).

Most computer programs to solve linear programnpirablems are based on a version of
the simplex method. Modern, hi-performance packages furnished with interior point
solvers as well; however, the implemented sengptamalysis is based always on the simplex
method. The simplex procedure selects a basiseofrthtrix A in every step The selected
basis solutions calculated and the optimality criteria are dteet To define the optimal basis
solution some preparation is needed.

Let B be a set ofm indices, andAg be the matrix obtained by taking only those colamn
of A whose indices are i. If Ag is a nonsingular matrix then by using the vegtsrAs b a
basis solution can be defined as

X; :{(ﬁs)i if ieB,

0 otherwise. (2.3)
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Table 2.1 Summary of notation of Chapter 2

Subscripts:
[ — index of the variables of a primal LP problemi... ),
] — index of the variables of a dual LP problgri... J),

t — index of the time period in the production plemgrexampletEl,....T)
n — index of the products in the production planréxgmple =1, ... N).
Parameters:

A — coefficient matrix with elements,

Ag - coefficient matrix containing only the columrfsfhoin the basis,

b - right-hand side vector with elemebfs

[ — objective function coefficient vector with elemgc;,

cs — objective function coefficients belonging to trexiables in the basis,
€ — unit vector with elements, and witg=1 ande=0 for allk#i,

<] — unit vector with] elements, and witg=1 ande=0 for allk#,

o — perturbation of a right-hand side parameter

n.  — number of working days in month

D, — demand of produetin periodt,

Pt — unit production cost of productn periodt,

h, — unitinventory holding cost of produtin periodt,

C. — production capacity in peridd

W, — warehouse capacity in periad

Sets:

B — index set containing the indices of the basitatdes.
Variables:

— variable vector of the primal problem with elersx;,

Xs — Vvector of the basis variables with elemeRris,(

X  — optimal solution of the primal problem with elentsx; ,

y — variable vector of the dual problem with elensggt

y' - optimal solution of the dual problem with elersan ,

s - slack variable vector with elemers{s

OF — optimal value of the objective function,

yi — the left shadow price of right-hand side elent(3<0),

y," - the right shadow price of right-hand side elenbg(5>0),

Yi — change of objective function coefficiant

vi — feasible decrease of objective function coedfitc;,

yvii — feasible increase of objective function coeffittic;,

§ — change of right-hand side elembpnt

§ — feasible decrease of right-hand side elerbgnt

§* — feasible increase of right-hand side elenbgnt

ng~ — feasible decrease lafbelonging to the left shadow price,
ng" — feasible increase bf belonging to the left shadow price,
pg~ — feasible decrease lafbelonging to the right shadow price,
pg" — feasible increase bf belonging to the right shadow price,
Xt — production quantity of produantin periodt,

In — inventory of produat in periodt.
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If in additionxg =0 holds therx is called gprimal feasible basic solutiorThe variables
with their index inB are thebasic variablesthe others are theon-basic variablesDual
variables can be associated to any basgias follows:

)_/ = (A El)T(_:B (24)

If c—ATy=0 theny is a feasible solution for the dual problem, andis calleddual
feasible basic solutiarlf the basisAg is both primal and dual feasible, th&g is anoptimal
basis and the corresponding basic solutigrendy areoptimal basis solutionfr the primal
and for the dual problems respectively. It mighpgen that a basis gives an optimal primal
solution, but the related dual basis solution ialdafeasible. Such a basis is callgdmal
optimal Analogously, when a basis gives a dual optimdltem, but the related primal
solution is infeasible, then the basis is catledl optimal

Sometimes the optimal basis is not unique, more thae basis may yield an optimal
solution either for the primal or for the dual plern or for both. This is called degeneracy
and occurs very frequently in practice. Formallyhasis is callegprimal degeneratavhen
there are variables with zero value among the hasiables and it is calledual degenerate
when some dual slack variablgsc;—(A'y);, not belonging to the basis indidsare zero. In
general, if a basis is either primal, or dual, r@nf both sides degenerate then we simply say
that it isdegenerateln case of degeneracy many optimal solutionstexisat are not basic
solutions.

Very frequently the main parameters of an LP marleinges (e.g. cost coefficients,
resource capacities, etc.) and it would be importarknow if any action on behalf of the
decision maker is required as a consequence o ttiemnges. Sensitivity analysis can help to
answer this question if it is applied correctly.eThbjective of sensitivity analysis is to
analyze the effect of the change of the objectivecfion coefficients (OFC) and the effect of
the change of the right-hand side (RHS) elementghenoptimal value of the objective
function, furthermore, the validity ranges of thestects. Depending on how this analysis is
performed three types of sensitivities can be @efifiKoltai and Terlaky, 1999, 2000):

— Type | sensitivity Type | sensitivity determines those values of somedel
parameters for which a giveoptimal basisremains optimal.Sensitivity analysis of the
optimal basisfor the OFC elements determines within which ranfe@n OFC the current
optimal basis remains optimal and what is the odtehange (directional derivative) of the
optimal objective function value when the OFC chemgithin this range. In case of the RHS
elements the question is, within which range a Ri#®nent can change so that the current
optimal basis stays optimal, and what is the rdtehange (shadow price) of the optimal
objective function value within the determined mred.

Type | sensitivity analysis is implemented in altnal§ commercial software packages. In
case of primal degeneracy, however, several basgsbelong to the same optimal solution
yielding different ranges and rate of changesherdame parameter to different optimal basis.
In case of dual degeneracy many primal optimal tsemig, and therefore, many different
optimal basis may exist resulting in different ms and rates of changes. From
mathematical point of view the provided informatigncorrect, because the question is the
sensitivity of the given optimal basis, but, cannisleading for decision makers, if the given
information is not interpreted correctly.

— Type Il sensitivity Type Il sensitivity determines those values ofmsomodel
parameters for whiclthe positive variables in a given primal and dugltimal solution
remain positive, and the zero variables remain,zegeo the same activities remain active.
More accurately, we have an optimal solution (netassarily basis solutiory with its
support set suppf={ i[x >0}. We are looking for those model parameters,irich an
optimal solution (basis or not basis) exists witkeqgsely the same support set. Sensitivity
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analysis of a given optimal solution for an OFCedetines within which range of the OFC an

optimal solution with the same support set exisid @what is the rate of change (directional

derivative) of the optimal objective function valuden the OFC changes within this range.
In case of the RHS elements the question is, witthich range a RHS element can change
without the change of the support set of the ogtsotution, and what is the rate of change
(shadow price) of the optimal objective functionueawithin the determined interval.

Contrary to Type | sensitivity, Type Il sensitivifepends on the produced optimal
solution, but not on which basis - if any — représehe given optimal solution.

— Type Ill sensitivity Type Ill sensitivity determines those values of somodel
parameters for whickhe rate of change of the optimal value functi®the same. Roughly
speaking sensitivity (and range) analysis meansatiaysis of the effects of the change of
some problem data, in particular an objective c¢oefit ¢; or right-hand side elemebt Let
us assume that either+y; or b+¢& is the perturbation. It is known that the optimvalue
function is a piecewise linear function of the paeser change (see for example Gal, 1979,
Jansen et al., 1997 or Roos, Terlaky and Vial, 198Y performing Type Il sensitivity
analysis one wants to determine the rate of thagdhaf the optimal value function and the
intervals within which the optimal value functiohanges linearly.

Type lll sensitivity information is independent thfe solution obtained, it depends only
on the problem data and on which OFC or RHS elemseasttanging.

The calculation and importance of the three difierg/pes of sensitivity information
depends on the optimum solution produced by thedlfPer. Most of the LP solvers used for
small and medium size problems are based on sors®ng of the simplex method and they
provide anoptimal basis solution Other solvers, typically used for (very) largealsc
problems are based on interior point methods amy firovide an interior (i.e. strictly
complementary) optimal solution. To distinguishcam the three types of sensitivities is
necessary because of the existence of degeneraeyollowing cases can be observed:

— When the optimal solution iseither primal nor dual degeneratéhen all the three
types of sensitivities are the same, since thera usmique optimal solution with a unique
optimal basis. In this case, the sensitivity analgsitput of the available LP solvers provides
reliable, useful information for decision-making.

— When the optimal solution isnly primal degeneratéhen a unique primal optimal
solution exists. Moreover, several optimal basdergeto the same, unique primal optimal
solution. In this case Type | and Type Il senditd@ may be different since there are different
Type | sensitivity information for all the optimdlasis. One important case is when the
increase and the decrease of a RHS parametersresullifferent rate of changes, i.e. the
optimal value function at the current point is mdifferentiable. Due to this fact the
introduction of the right side and left side shadpices and their respective sensitivities
(Aucamp and Steinberg, 1982) was needed. TypedITa/pe Il sensitivity information for
the RHS elements are split into two parts: the d@itl right side sensitivities. The left and
right linearity intervals of the optimal value fuimn provide the Type Il information. When
the left and right side shadow prices are identitedn only one interval is given. Type Il and
Type Il sensitivity information for an OFC are mtecal in the case when the solution is only
primal degenerate.

— When the optimal solution ienly dual degenerajethen several different primal
optimal basis and non-basis solutions may exish witferent support sets, while the dual
optimal solution is unique. In this case Type | dngbe Il sensitivities at each alternative
primal optimal basic solution are identical, butp@yll sensitivities can be calculated from
non-basic solutions as well. Type Il sensitivityiigerested only in the optimal solutions
belonging to the same support sets, therefore, Tiy@ensitivity may be different from the
Type Il sensitivities of each optimal solution.
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— When the optimum isoth primal and dual degeneratéhen all the three types of
sensitivities may be different. In this case eaptingal basis of each optimal basis solution
may have a different Type | sensitivity informatiddptimal solutions with different support
sets may have different Type Il sensitivities aatt e examined at non-basis solutions as
well. As it is known, Type Il sensitivity informamn is uniquely determined; it is independent
of the optimal solution obtained. Typically, theedrvals provided by Type | and Type I
sensitivities are subintervals of the Type Il sewisy intervals. The rates of changes
produced by Type | and Type Il either coincide witype Il information or are useless, their
validity (as a sub-differential) is restricted teetcurrent point only.

- In case of large models, solvers based on intpomt methods (IPMs) are frequently
used. IPM solvers generally provide strictly conmpdmtary optimal solutions. In this case
Type | sensitivity cannot be asked because, in odsgegeneracy, the produced optimal
solution is not a basis solution. When one is gggd in obtaining an optimal basis solution,
a basis identificationprocedure might be applied to produce an optimadid Such
procedures are implemented in many software paskabgoe Il and Type Il sensitivity
information are identical in this case, because dhange of the support set of a strictly
complementary optimal solution is in one to oneegpondence with the linearity intervals of
the optimal value function (Roos, Terlaky and ViE97).

An important question is, when the difference bemv&ype Il and Type Il sensitivities
is important for the decision maker. When the denisnaker implements an optimal solution
then, in many situations, the important informatignthe sensitivity of themplemented
optimal solution(Type Il sensitivity). For example if an optimaiopluction plan, determined
by LP, is already running, then the important goests how the change of certain costs, or
the change of a machine capacity influencesntmemented planWhen the question is, how
much a RHS element can be increased with the sanmsequences, and independently of the
possible change of an optimal solution, then & iBype Il sensitivity question. For example
if @ machine capacity can be increased economicllthe calculated shadow price, the
decision maker should know how much the capacityteincreased economically in total. It
is possible that different production plans (difetr optimal solutions, especially when
optimal basis solutions are implemented) belongjfferent amount of capacity increases, but
all capacity extensions are made at the same nzhiggmefits.

Type | sensitivity analysis is the classical sewiit analysis, provided by most LP
solvers. Type lll sensitivity analysis examines gensitivity of the decision criteria, and
provides thewidest rangefor the possible change of the parameter. TypseHsitivity
analysis examines the sensitivity of an importamapprty of the optimal operation. In this
case the sensitivity range provided by Type llissgrity is narrowed down with constraints
expressing the required property of the optimalitsah.

As a summary it can be stated that in case ofra@gey commercial packages do not
provide the sensitivity information useful for tliecision maker (note that in practice |
problems are very frequently degenerate). They gigwer to a less ambitious question.
They provide information about the interval of agrmaeter value within which the current
optimal basigemains optimal, and at what rate the changeeoptirameter varies the optimal
objective function value in that interval (Typednsitivity). This answer is intimately related
to the optimal basis obtained by the simplex solercase of degeneracy many different
optimal bases exist, thus many different rangesrates of changes might be obtained. To
obtain the true Type lll sensitivity information@li the change of the value of the OFC and
RHS elements one needs extra effort. In fact orgetbasolve some subsidiary £® for
determining linearity intervals, and left and rigigrivatives of the optimal value function
(see Chapter 2.4).

10
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2.3 Graphical illustration of the problem of sensitvity analysis

When the LP problem has no more than two variatilea the solution space and all the
information concerning the optimum and its sensitjivcan be represented in a two
dimensional space. The following problem will be ptototype problem (Koltai and Terlaky,
2000),

max 12x; + 10xo

C1l X1 + X2 < 600
C2 2y + X < 1000
(2.5)
L1 x < 400
L2 X, < 500
X1 20, X220

The feasible set and the solution of problem (2a6) be seen on Figure 2.1.

X
1200 2
1000 . C2 L1
800 |
600 |
P, L2
P, S
400 | .
N
N P,
200 |
P A cl
OP T 4 T 1 X]_
b 200 400 600 800

Figure 2.1 Graphical illustration of the prototypeoblem

The two constraints (C1 and C2) and the upper b®wrk; andx, (L1 and L2) are
represented as half spaces. The boundary of thpeses with the corresponding labels is
depicted on the figure. The intersection of theakt $paces is represented as a shaded area,
which contains all the primal feasible solutionfieTobjective function (iso-profit line) is
drawn as a straight dashed line. The objectivetfondouches the shaded area at powt P
therefore the unique optimal solution isxgt400 andx,=200.

In order to transform problem (2.5) into the stadd@rm, indicated by problem (2.1),
slack variables(denoted bys, i=1,...,4) are introduced for all the constraingd the
objective function is changed to have a minimizagwooblem. The problem in standard form
is as follows,

11
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min - 12X1 - 1OX2
CL X1 Xo + § = 600
C2: 2% X + s = 1000
1 2 2 - (2.6)
L1 X1 + s3 = 400
L2 X2 + 54 = 500

X120,X20,520,520,53205420

Problem (2.6) shows thét is a 4x6 matrix with rank equal to 4. The valuéshe slack

variables at Pare the following,
$=0; £=0; $=0; $=300.

Since at P3 there are three nonzero variables(ands;) and the rank of matriA is 4,
the optimal solution is degenerate. This can be seeFigure 2.1. The point P3 is the
intersection of three lines (C1, C2 and L1). Tweef would be enough to determine the
location of a point in a two dimensional spaceref@e P3 is over determined. Even if we
remove any one of C2, or L1, the point P3 remalres dnly optimal solution. This over
determination of the optimal point is a graphidlaistration of primal degeneracy.

Let us see the consequences of degeneracy oniggnaialysis. The shadow prices and
the corresponding validity ranges for the optin@uson, calculated with the help of Figure
2.1, are given in Table 2.2. The change of a RK&eht is represented by a parallel shift of
the corresponding line in Figure 2.1.

Table 2.2 Shadow prices and validity ranges ofajhigmal values

Dual Current | Left side Validity range Right side Validity range
variable RHS shadow shadow
value price LL UL price LL UL
Yei 600 10 400 600 8 600 750
Yez 1000 2 700 1000 0 1000 0
Yia 400 2 100 400 0 400 0
Yio 500 0 200 500 0 500 0

If the RHS of any of these constraints are deckaben the left side shadow prices are
obtained for each constraint respectively (coluhmed of Table 2.2). The optimal poirg iB
at the intersection of constraints C1, C2 and Lie @ecrease of any of the RHS of these
constraints results in the move of the optimum a3, which consequently changes the
objective function value as well. Since the chanfighe RHS of L2 does not affect the
location of B its shadow price is zero. C1 can be moveds;fdCR and L1 can be moved te P
with the same shadow price value. L2 can be mouweB; twithout affecting the objective
function value. The corresponding lower limits (Lane given in the fourth column of Table
2.2. In case of left side shadow prices the uppatd (UL) are equal to the current values of
the RHS elements (fifth column of Table 2.2).

If the RHS of any of these constraints are incréasgeen the right side shadow prices are
obtained for each constraint, respectively (colwsixnof Table 2.2). In case of constraints C2
and L2 the increase of the right-hand side valuesa affect the location of the optimum
point, because C1 and either C2 or L1 fixes itegld herefore the corresponding right side
shadow prices are equal to zero. When the rightttede of C1 is increased, then the
optimum point will stay at the intersection of QidaC2 and the shadow price will be equal to
8. Since L2 does not affect the location gitB shadow price is also zero. In case of rigté si
shadow prices the lower limits (LL) are equal te tturrent values of the RHS elements,
while the upper limits (UL) are determined by theometrical properties of the solution

12
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space. When C1 is moved upward the intersecticd@loand C2 (B moves upward as well.
When R reaches L2, then the move of C1 does not affectabation of B, and the shadow
price turns into zero. The RHS value at this p@rthe UL of the sensitivity range, and it is
equal to 750. The UL of all the other constrairsegual to infinity.

Table 2.3 shows the shadow prices and their vglichhges found by the STORM
computer package (Emmons at al, 2001) at the optasisB;={1, 2, 3, 6}. It can be seen
that at this basis the left side shadow prices\atidity ranges were provided for constraints
C1 and L1, and the right side shadow price andlitglrange was found for constraint C2.

Table 2.3 Shadow prices and

validity ranges at the optimal bases B
Dual Current | Left side Validity range
variable RHS shadow

value price LL UL
Ye1 600 10 400 600
Ye2 1000 0 1000 0
Vi1 400 2 100 400
Yio 500 0 200 0

Table 2.4 contains the shadow prices and theidi¥glranges found at the optimal basis
B,={1, 2, 5, 6}. At this basis the right side shadow prices anuliy ranges were provided
for constraints C1 and L1, and the left side shagoiee and validity range was found for
constraint C2. The left and right side shadow prifte constraint L1 are identical, and its
correct value and validity range was found in bagptimal bases as the last rows of Table 2.3
and 2.4 shows.

Table 2.4 Shadow prices and

validity ranges at the optimal bases B
Dual Current | Left side Validity range
variable RHS shadow
value price LL UL
Yei 600 8 600 750
Yeo 1000 2 700 1000
Yio 500 0 200 0

The reason of the differences of Table 2.2, 2.3aAdcan be explained if we look at the
mathematical interpretation of degeneracy. Evempeopoint of the shaded area of Figure
2.1 can be represented by one or more basis. Tiercpoint which is over determined, i.e.
defined by the intersection of more than two lirepresents more than one basis. Depending
on which two lines are taken to define this poiiffiedent basis is considered, that is, different
sets ofB in (2.3) may lead to the same basis solution. Ehthe case atzPwhere Table 2.3
was calculated with the help of a basis contaimiolgmns 1, 2, 4 and 6, and Table 2.4 was
calculated with the help of a basis containing ooig 1, 2, 5 and 6 of problem (2.6).

The main problem of RHS sensitivities in the prgpat problem is that in case of a
degenerate primal optimal solution the dual probleama no unique solution. Different basis
belonging to the same optimal solution provideat#ht shadow prices and validity ranges.
Table 2.3 and Table 2.4 show that the results gea/by the two optimal basis are mixtures
of the left side, right side and full shadow prige=l validity ranges. The complete Type Il
information, similar to Table 2.2, is not givenaaty of the basis. It depends on the computer

13
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code at which basis, among the many optimum ones, grogram stops. Different
commercially available software may report diffdr®HS sensitivities for the same problem
(Jensen et al., 1997). All these results are comathematically, because they describe the
validity of anoptimal basigType | sensitivity), but not useful for decisioraking, because
these are not reflecting the validity of tipesitivity status of the decision variables at
optimality (Type Il sensitivity), or not characterizes thalidity range of the left/right
marginal valueqType lll sensitivity). The correct RHS informatiowhich refers to the rate
of change of the optimal objective value, and tnege where these rates are valid are given
in Table 2.2.

It can be seen in Table 2.2 that most of the rgide shadow prices are zero. An
interesting question is how the optimal objectivmdtion value can be increased by the
simultaneous increase of those RHS elements wlaeh h zero shadow price. This question
is equivalent to the problem of increasing the capaof bottleneck resources of production
systems. Figure 2.1 shows that the RHS of C1 candoeased alone, but the RHS of C2 and
L1 need to be increased simultaneously. This in&tion is summarized in Table 2.5.

Table 2.5 Increase of the objective
function by a unit of the increment of RHS elements

RHS Rate of change of the Validity range
elements objective function
C1 10| 400<Abc;<600
Ci, L1 2| 400<Ab 1<600
Abcp-Abyy

The optimum value of the objective function incesady 10 if the RHS of C1 is
increased by one unit. This is true within the rivé [400, 600]. When the RHS of C2 and L1
are simultaneously increased by one unit, the chafghe objective function value is 2 and
the validity range is a line segment in a two disienal space, given in the last window of
Table 2.5.

Since the objective function coefficient sensifiviif the primal problem is the same as
the RHS sensitivity of the dual problem, all whaasasaid for the RHS is valid for the
objective function coefficients as well. Graphigallhe change of an OFC can be represented
by the change of the slope of the line of the dbjecfunction. In Figure 2.1 the optimal
solution of problem (2.6) issRas long as the objective function line stays betwiel and C1.
The corresponding OFC sensitivities are given ibl@&®.6. These data coincide with the
sensitivities provided by the STORM computer paekatpen the optimum was calculated at
the basi®B;.

Table 2.6 Objective function coefficient
sensitivities and rate of changes at the optimaidsad

Dual Current Rate of Validity range
variable RHS changes
value LL UL
C 12 400 10 0
C 10 200 0 12

The results provided at the baBisare given in Table 2.7. The intervals obtainethis
case are subsets of the correct sensitivity rangeslast columns of Table 2.6 and 2.7 show
the rate of changes of the optimum value functibhe identical rate of changes of the
respective coefficients in both optimal baBisandB, indicate that the optimal solution is not
dual degenerate. This is also clear from Figuresthde the optimal solution is unique.

14
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Table 2.7 Objective function coefficient
sensitivities and rate of changes at the optimaidsal

Dual Current Rate of Validity range
variable RHS changes
value LL UL
C 12 400 10 20
C 10 200 6 12

Since the optimum atsRs not dual degenerate Type Il and Type Il sérisgs for the
OFC are the same, and are given in Table 2.6. pe Tl sensitivity of the RHS elements
are given in Table 2.2, in which fgg1, Yco, Y11, the left and right side sensitivities are Type
lll information for two different linearity intenda. For y», the Type Il and Type lli
sensitivity information are identical.

Figure 2.2 illustrates a slight modification of te@mple problem. A new constraint (C3:
X1—2%;<200) is added to the problem and the objective tiancis also modified
(min[—12x;—-0x7]).

In this case the optimal objective function coimsdvith constraint L1, and all the points
in the interval [B, P4 are optimal. Consequently, all bases ataRd the basis at,Rare
optimal and the optimal solution is both primal ahéil degenerate, and we expect different
Type |, Type Il and Type lll sensitivities.

Let us consider now the shadow price and sengitigitge of the RHS of constraint L1. It
can be seen that as long as L1 increases or desréeesshaded area the shadow price is equal
to 12. This is true between pointg &d P’ and corresponds to the RHS values of Lthén
interval [0, 440], which is the Type Ill sensitiyiinformation for the RHS of L1. If, however,
the problem is solved by a computer code of thepErmmethod, then depending on the basis
found by the program, the following intervals cam dbtained: [100, 400], [200, 440], [400,
400], [400, 440], that is, there are four differ@ppe | sensitivities. In this modified example
the left and right shadow prices are equal. Incge of the optimal solution at the Type I
sensitivity range is [400, 400], and the Type hsavity rang at Ris [200, 440].

X
1200 2
1000 . C2 L1
800 OF
600 ~_C1 P, L2
Py
400
P
200 | 8 C3
>
P, < P
9 ‘ 6 | . : S X
0 0 100 p_ 200 300 400 500 600 700

Figure 2.2 Graphical illustration of the modifiedgiotype problem
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As a conclusion, it can be said that the sengptivéisults based on an optimal basis
characterize correctly the optimality of that basSike graphical representation, however,
shows that several results are either incompleterelevant from the point of view of the
information required by a decision maker. The rehdpter shows, how Type Il sensitivity
analysis results can be obtained by solving sewael@itional LP problems.

2.4 A practical approach to sensitivity analysis uder degeneracy

To get the Type Il validity ranges for the primahd for the dual optima additional LP
problems must be solved. These additional LP problare summarized in Table 2.8 (Koltali
and Tatay, 2011).

Table 2.8 Summary of additional LP problems forsgenty analysis
Maximal decrease Maximal increase

ATXZQ"’Vi?i

Sensitivity analysis of

Aly=c+y.e
objective function y2Cty;§

coefficients bTy =OF"”+y,x’ (2.7) b'y=OF " +y,x (2.8)
(OFC) _ ' S |
y; <0 yi 20
Min (y,); Max (y;);

Optimal solutiony;”
Ax<b+de; +& e,

Optimal solutionzy;”
Ax<b+de; +& e,

Sensitivity analysis of the
left shadow price
(6<0)

T, _ O O T, — O O
< XZOFT+&y) g CXZOF+&y) 510
() <0 &, 20

MmO

i

Min(€ ;)

Optimal solution: &

Max(§ ;)
Optimal solution: "

Sensitivity analysis of the
right shadow price

(6>0)

WD)

Axsb+de; +&e,
"x=0F"+&;y]
;<0

Min(z

Optimal solution: g~

(2.11)

N X

™m0

Ax<b+de; +& e,
T = D+ U
X=OF"+&y) 51

(20

Max(§ ;)

Optimal solution: "

™m0

Ranges can be expressed by determining the maxiecatase and the maximal increase
of a parameter. The maximal decreases are detatnbyehe LP problems of the second
column of Table 2.8, while the maximal increases @etermined by the third column of
Table 2.8. When validity ranges of the OFCs of gmemal problem are determined the
additional LP problems are based on tlual problem (see the first row of Table 2.8). The
OFCs of the original primal problem are the RHSredats of the dual problem. If the validity
range of the OFC of a decision variable is examaegdvariable can be used to express the
change of, that is, the new OFC is equaldey;. It is assumed that within the validity range
the optimal solution of the primal problem is alwdiie same. Therefore, the original optimal
objective function valueQF) is changed exclusively by the changecofThis change is
equal toyx , wherex; is the original optimal value of. Adding this condition to the dual
conditions, and minimizing a non-positiyewe get LP problem (2.7) for finding the maximal
decrease of;. Adding this condition to the dual conditions, andximizing a non-negative
we get LP problem (2.8) for finding the maximalre&se of;. Forl variables P additional
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LP problems must be solved to get the proper \glidinges for all OFCs.

When validity ranges of the RHS elements of thenptiproblem are determined the
additional LP problems are based on phmenal problem (see the second and third rows of
Table 2.8). In this case&variable is used to express the changbj,ahat is, the new RHS
value is equal tdy+ &. It is assumed that within the validity range gptimal solution of the
dual problem is always the same. Therefore, thgir@ai optimal objective function value
(OF) is changed exclusively by the changésofThis change is equal &y , wherey; is the
original optimal value of;. Adding this condition to the primal conditiongdaminimizing a
non-positiveg; we get an LP problem for finding the maximal desee ofb;. Adding this
condition to the primal conditions, and maximiziagion-negative; we get an LP problem
for finding the maximal increase bjf

Under degeneracy the effect of increase and theetedif decrease of the RHS elements
can be different. Since information about the nraabiincrease and about the marginal
decrease of each RHS element are necessap( perturbation is used to get information
about the increase, and<0 perturbation is used to get information aboetdlcrease. That
is, the original problem must be solved with a pesiand with a negative perturbation as
well, and with each perturbation a maximal decrga$e problems (2.9) and (2.11)) and a
maximal increase (LP problems (2.10) and (2.12)}tnbe determined. In these problems the
new value of a RHS element is equalld®s+&. For J RHS elements Badditional LP
problems must be solved to get the proper validihges for all RHS parameters.

Altogether, in case dfvariables and constraints B-6J additional LP problems must be
solved if range information for each OFC and RH8nwnt of the original problem is
required. A possible implementation of the suggesgdculations is illustrated in Figure 2.3.
The LP problems are solved with the Lingo mathetahfprogramming software (Schrage,
2003). The successive solution of the additionalpt&blems is controlled by Visual Basic
Application (VBA) implemented in Excel. The datadathe results are stored and presented in
Excel.

First the basic LP problem is solved, and the priopimum &) and dual optimumy(),
furthermore the optimal value of the objective fiime (OF ) is stored. Next, two FOR cycles
must be run. The first cyclé<1,...)) is used for solving LP problems (2.7) and (2@pét
the validity ranges of OFCs, that is, to obtainhigandy;” values. The second cycledL,...,

J) is used to get the left and right shadow prigesandy;*), and the corresponding sensitivity
ranges (g ng", p&, ng"). In those cases, when the left and right shadivepare equaly
=y;"), it is not necessary to solve the extended dialpms with perturbations, that &0.
The left and right shadow prices are equal, if ritthe maximal decreasg} nor the
maximal increase&() is equal to zero in the sensitivity report oralg provided by Lingo.

In this case the validity range embraces the caigmlue of the corresponding RHS element.
Therefore, first the existence of two sided shagoiee is checkeds(=0 or &'=0), and next
LP problems (2.9), (2.10), (2.11) and (2.12) arkvexb with the proper value @. If for K
number of RHS elementg=y;" then the total number of LP problems to solveettuced by
4K,

The presented method determines the Type Il geitgitanges. The method, however,
can be used for calculating Type Il sensitivityges as well, but in this case the original
problem must be completed with the conditions esgirgy the required property of the
optimal solution.
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Figure 2.3 Implementation of sensitivity analysis

2.5 Calculation of Type lll sensitivity results ofa production planning example

In this chapter a production planning example isdut illustrate the misleading results of
traditional sensitivity analysis results. On theedrand, the selected sample problem is small
enough to get the correct sensitivity results basedimple reasoning. On the other hand the
sample problem have more than two variables, camesgly graphical solution (similar to the
sample problem in Chapter 2.3) cannot be possiiédi and Terlaky, 2009).

The basic data of the production planning exampéesammarized in Table 2.9. The
production quantity of two products (P1 and P2)two production periods (T1 and T2)
should be determined. The demand for P1 is zerhenfirst period and 200 units in the
second period. The demand for P2 is 100 units th periods. The production cost is the
same ($10 per unit) for both products in T1, anl @r unit for P1, and $20 per unit for P2
in T2. The inventory holding cost is the same ihpariods for all products ($5 per unit).
There is capacity to produce 300 units in the firstiod, and to produce 200 units in the
second period. The inventory cannot exceed 20@ imény of the two periods.
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Table 2.9 Data of the sample production planninglato

Model parameters Period 1 Period 1
(T1) (T2)

Demand Prod 1 (P1) C 200
(units/period) Dy) Prod 2 (P2) 10( 100
Production cost Prod 1 (P1) 10 25
($/units) ©y) Prod 2 (P2) 10 20
Inventory cost Prod 1 (P1) 5 5
($/units) ) Prod 2 (P2) 5 5
Production capacity (units/periodJ 300 200
Inventory capacity (units/period)NV;) 200 200

Using the data of Table 2.9 a production planningdeh with eight variables, four
equalities, and four inequalities are obtained. @letmg this model with four slack variables
the following LP model, written in the standardrfgris obtained:

Min : 10)(11 +10X21 +25X12 +20X212 +5|1’1 +5|21 +5|1.2 +5|212

Dem(P1_T1) Xxq1 —l11 = 0

Dem(P2_TI) Xo1 -l = 100

Dem(P1_T2) X1 +1gp -1y = 200

Dem(P2_T2) X2 +1p1 -1, = 100

TTProd(T)  wn Fxe T <300 (2.13)
Prod(T2) Xi2  tXp2 < 200

B P P <200
Inv(T2): l12 +lp2 < 200

Xl,lv X2,1, X1,2' X2’2, |1'1, | 21 |1'2, |2,2 =0

This small size problem can be solved with any aftngare, but the optimal solution can
be found easily by simple reasoning as well. Th@&a ddow that there is a considerable
difference between the production costs in T1 andd. It would be cheaper to produce all
the products in T1. The products demanded in Tlpesduced first. If there is free capacity,
products demanded in T2 can be produced in T1 #s Afeer producing 100 units of P2,
there is free production capacity, therefore thapction of P1 demanded in T2 is scheduled
for T1 as well. The planned 200 units of P1 and 1f@s of P2 are exactly equal to the
production capacity of the first period. There isoaenough inventory capacity to store the
200 units of P1 until the second period. Sinceghemo more free production capacity, the
second period demand of P2 cannot be produced ,ralfffough it would be advantageous
financially. The optimal solution, therefore, i®tfollowing,

X11=200; X21=100; X3 2=0; X2, 2=100;

11,,=200; 1,1=0; l1,=0; 12,=0;

$1=0; $=100; $:=0; $1=200.

There are six non-zero values and the rank of thgixnof problem (2.13) is 8, therefore
the solution is primal degenerate, and since tisene alternative optimum, the solution is not
dual degenerate. In this case Type | and Type hidlwis in this case is equivalent to Type
[ll) sensitivities are the relevant information.

Solving the model with the STORM computer progrdng same solution is obtained.
However, the Type | sensitivity results depend dmcv basis is found by the software. Koltai
and Terlaky (2000) provided a detailed analysithefresults obtained in two different bases.
In the following, Type | sensitivity results obtath with STORM, and Type Il (Type lll)
results obtained by the suggested method in theque section will be compared.
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2.5.1 Sensitivity analysis of the right-hand sideRHS) elements

Table 2.10 summarizes the results of sensitiviglymis of the RHS elements. The first part
of the table contains the shadow prices and thgesaprovided by the linear programing

solver of the STORM software. The second part eftéble contains the left and right shadow
prices and the corresponding linearity intervaliwdated by the suggested method. The
linearity interval is defined by the maximal de@eddec.) and the maximal increase (inc.) of
the original RHS value. When the right and leftdshwa prices are identical, the single shadow
price is given in thg;,” (y;) column.

Table 2.10 Sensitivity analysis of the RHS elements

RHS _ Ogﬂgal STORM Suggested method
J
parameter value Y, dec. | inc. |y (y)| ng | ng' v g | pg”
Di4 1 0 15 0 0 10| -200 0 20 0 100
D, 2 100 15 0 0 10| -100 0 20 0 100
D 3 200 20| -100 0 20| -100 0 25 0 100
D, 4 100 20| -100| 100 20| -100| 100 - - -
(o 5 300 -5 0 0 -10| -100 0 0 0 00
C 6 200 0| -100 o0 0| -100 0 - - -
W, 7 200 0 0 o -10| -100 0 0 0 o
W, 8 200 0| -200 00 0| -200 © = - -

Note that a shadow price is negative if the diecf change of the objective function is
opposite to the direction of change of the respecRHS element. For example, Of; ;
decreasedy one unit, the optimal production calgtcreasedy $10 > =10). If C; decreases
by one unit, the cost of the new optimal producfamincreasedy $10 s =—10).

The results show that STORM provided the correatisiv prices and ranges g o, C,,
andW,. For Dy 3, D3 andC; STORM provides a shadow price which has no manalgeri
significance, but the suggested method providedctreect left and right shadow prices.
Finally, for D, », only the left shadow price and f@# only the right shadow price is found by
STORM.

In the following some of the differences betweea tiho different sensitivity information
are analyzed and explained.

— The analysis of the shadow price afiD

The production cost of P1 in T1 is $10. If one axinit should be produced in T1, then
the production of another unit, which was origipgdroduced in T1, but demanded in T2, has
to be produced in T2 because of production capdiaiiyations. The shift of the production
of this one unit from T1 to T2 will increase protioa cost from $10 to $25, and at the same
time eliminates the $5 inventory holding cost. Totl cost of the shift is therefore $10 for
every unit (25-10-5). The result is the sum of pheduction cost of the new product ($10)
and the cost of shift ($10), which yields a $20@&ase of the objective function for every unit
of new P1 produced for T1. There are 100 units frepacity in T2 to reschedule P1.
Therefore, the $20 shadow price is valid as lonthasnew demand for P1 in the first period
is less than 100 units.

The sensitivity information provided by STORM fDx ; is incorrect. The $15 shadow
price, shown in the second row of Table 2.10, isthe deduced value. The validity range
shows that we are at a break point of the piecelivisar optimal value function. $15 is just a
sub-differential, the true right and left derivasvmight be different from $15.

— The analysis of the shadow price af:D

Producing one unit less from P1 for T2 will resulthe savings of $10 production cost,
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and in the savings of $5 inventory holding costause all P1 is produced in T1. Since there
will be free capacity in T1, one unit of P2 proddder T2 can be shifted to T1, saving by this
way another $5 (20-10-5). This is altogether $20 yit. Since 100 units of P1 can be
substituted by 100 units of P2, this $20 left stiadow price is valid as long as the demand
decreases from 200 units to 100 units.

When the demand for P1 increases by one unit intfig, extra quantity should be
produced in T2 because in T1 there is no free mialu and inventory capacity. This will
result in a $25 increase of the objective function every unit (right side shadow price).
Production can be increased up to 100 units ansecgoence of the 100 units free production
capacity in T2.

STORM has found the left side shadow price anditglrange (see Table 2.10).

— The analysis of production capacity increase in(ffight shadow price of ¢:

Since the 200 units of P1 are produced for T2, eh@®ducts must be kept in the
warehouse. Inventory constraints indicate thatethemo more space to store, therefore the
demand of P2 in the second period cannot be pradeasdier, although, financially it would
be advantageous. Therefore, no matter how muchrtiwuction capacity is increased in T1,
it will not influence the objective function; theadow price is zero.

The zero shadow price is not found by STORM (sd#€lra.10).

— The analysis of production capacity decrease irfl@ft shadow price of (.

Since production capacity is fully utilized in Tihe lost capacity will decrease the
production of P1. If P1 is produced in T2 produetast increases by $15 (from $10 to $25)
but inventory cost disappears ($5). The objectivecfion therefore increases by $10 per unit.
No more than 100 units of production can be shifeed2 because of capacity limitations;
therefore the $10 is valid when production capadigs not decrease below 200 units.

The shadow price found by STORM is incorrect (sebl@ 2.10). The validity range
indicates that this is true just in the very neaighborhood of the current capacity, but from
practical point of view this information is irrelent.

2.5.1 Sensitivity analysis of the objective functiocoefficients (OFCs)

Table 2.11 summarizes the results of sensitivitglymis of the OFCs. The first part of the

table contains the OFC ranges provided by STORM. Sd¢tond part of the table contains the
OFC ranges calculated by the suggested method.r8rges are defined by the maximal

decrease (dec.) and the maximal increase (in¢heobriginal OFC value. It can be seen that
the correct ranges are found by STORM onlydps and forh,». In all other cases the range

found by the suggested method is larger.

Table 2.11 Sensitivity analysis of the OFCs

Original STORM Suggested method
OFC OFC | decreasqg increase  yi i

P11 1 10 -25 5 -0 5
P2.1 2 10 -5 5 -5 0
Pz 3 25 -5 0 -5 0
P2,z 4 20 -5 5 -25 5
hy 1 5 5 -25 5 -0 5
h2’1 6 5 -5 5 -5 e 0]
hy ; 7 5 -25 0 -30 0
h2’2 8 5 '25 e 0] -25 o0

In the following some of the differences betweea tilvo different sensitivity information
are analyzed and explained.
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— The analysis of the decrease gb:p

At the current production cost it would be betmntove the production of P2 to T1, but
the production capacity is fully utilized. If prochion cost of P2 decreases in T2 then the
possible benefit by producing P2 in T1 decreaseasedls When production cost drops to $15,
the production cost in T2 will be equal to the proiibn plus inventory cost in T1, therefore it
is not advantageous any more shifting the prodoctio T1. Since the production was not
moved to T1 because of the capacity constrainis b6 is just a symbolic value. This value
indicates that if we could change the plan it wolbddadvantageous to do it as long as the
production cost is higher than $15. But the coreedwer to the question is, that no matter
how much the production cost of P2 in T2 decreabkesproduction plan will stay optimal.

Based on the information of STORM we may conclua# the production plan should be
changed when the cost decreases below $15, betau§iéth row of Table 2.11 indicates a
$15 ($20-%$5) lower limit for the validity of the tymal production plan.

- The analysis of the increase o6f;h

Since only the demand of P2 in T1 is scheduled pi@duction in T1, there is no
inventory of P2 in the optimal production plan.niteans that no matter how much the
inventory holding cost of P2 increases it will nafluence the optimal plan. It is true,
however, that reaching $10 has a symbolic impogaAbove this level it will not be worth
to move the production of all the P2 to T1 eventifvere possible, because the high
production cost in the second period will stilllbetter than the low production cost in T1 plus
the increased inventory cost.

Based on the information provided by STORM we maryotude that the production plan
should be changed when the cost increases abové$$i85), because the seventh row of
Table 2.11 indicates a $10 upper limit for the dityi of the optimal production plan.

2.6 Decreasing the number of additional LP problems

According to Figure 2.3, for an LP problem witkariables and constraints P+6J additional

LP problems must be solved. This can be a very highber in case of large problems. Some
of the additional LP problems, however, are unneagsto solve. There are mathematical and
managerial possibilities for the reduction of thenber of LP problems.

When the optimal solution is analyzeththematicallywe may conclude, that for some
RHS elements the right and left shadow pricesdentical. In these cases the perturbation of
the RHS elements is not necessary; therefore stk additional LP problems only 2 must
be solved (for the maximal decrease and for theimmaxincrease). To filter those RHS
elements, for which perturbation is not necess#rg, sensitivity results referring to the
optimality of a basis — and provided automaticélythe LP solvers — must be analyzed. If
neither end of the validity range of a shadow pr&c8; that is, the maximal increase and the
maximal decrease of the RHS element is non-zeem the left and right shadow prices are
identical. In Table 2.10 it can be seen that f&H8S elements perturbations are not necessary.
This way the solution of 12 additional LP problecas be saved.

When the optimal solution is analyzed frarmanagerialpoint of view the solution of
several additional LP problems can be ignored. @keision-making situation strongly
determines which OFCs and RHS elements must be/zathin details, therefore, general
rules cannot be given. Here are some examples &ragerial filtering of the sensitivity
analysis information:

— Frequently, managers are interested only inhle®w price of some critical bottleneck
resources. In this case additional LP problems rnestolved just for the capacity constraints
of these resources.

— Sometimes either the increase or the decreass & HS element is not a feasible
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alternative. For example, for technological reasansnanufacturing capacity cannot be
increased, or a production limit cannot be decrabethis case either the positive or the
negative perturbation can be omitted.

— Frequently we use such variables in the modaindtations for which the OFC
sensitivity results have no practical significankcethese cases the solution of the additional
LP problems can also be saved.

— We saw in Tables 2.10 and 2.11 that the sertyitreinges provided by STORM for
OFCs and for RHS elements are frequently narrotkan the ranges given by the suggested
method. A narrower range, however, can be largeiginéor management decision-making.
In this case it is not necessary to solve the emtdit LP problems.

Finally, it is important to stress the advantagesenhsitivity analysis over parametric
analysis. In case of parametric analysis the chahglee objective function is calculated for
several different values of a parameter by solthmg LP problem repeatedly with different
parameter values. In case of sensitivity analysschange of the objective function is known
for all parameter values within the validity ran@éat is, if the exact value of a parameter
change is not known yet, sensitivity analysis pdesi more information about the effect of
the possible changes than parametric analysis.

2.7 Conclusions of Chapter 2

The main objective of Chapter 2 is to show thatsgeity analysis results provided by the
generally used LP solvers and sensitivity analyssilts required for decision-making are
different. The sensitivity information given by teenplex based LP software tell the user in
what range some basic parameters can vary to keephbtained optimal basis optimal, and
how the current optimal basis solution changes fametion of these parameters. When the
optimal solution of an LP model is degenerate ttheme are several optimal bases providing
the same optimal value, and possibly all optimaelsaprovide different sensitivity results.
These results are mathematically correct, but timéarmation content either incomplete or
irrelevant from management decision point of vidanagement wants to know either the
sensitivity information concerning activities in aptimal solution (Type Il sensitivity), or the
sensitivity information concerning the objectivation (Type Il sensitivity).

Both the graphical solution of the small LP modeldahe logical solution of the
production planning model have illustrated the txise of the three types of sensitivities.
Consequently, users should be careful when seigitasults of an LP software are used for
management decisions. Almost all practical sizélgms are degenerate, and the sensitivity
information depends on the basis found by the caempprogram. Different software may
give different result to the same model. Sometithesgoodness of the sensitivity output can
be checked by simple logic, but in most of the sdbkere is no direct way of evaluating the
results.

Linear programming will probably stay one of thesnpopular operations research tool
used in practice. The development of computer telcgy makes it possible to solve linear
production planning problems routinely by inexpeded users as well. The interpretation of
the sensitivity output of the currently availabtdvers is difficult and contains several traps.
The proposed definition of thiaree types of sensitivitievay help the analyst to place the
proper questions about sensitivity, and the sugdesbmputation methodnay help to
provide the correct answers to these questions.

As a summary, based on Chapter 2, the followingrgific results can be formulated:

Result 1/1
| have defined the following three different typ#ssensitivity information for the sensitivity
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analysis of the optimal solution of linear programgnproblems:

Type | sensitivityType | sensitivity determines those values of sonuelel parameters
for which a giveroptimal basigemains optimal.

Type Il sensitivityType Il sensitivity determines those values of sanodel parameters
for which the positive variables in a given prinaald dual optimal solution remain positive,
and the zero variables remain zero, i.e.sdu@e activitiesemain active.

Type Il sensitivity: Type Ill sensitivity determines those values of sommodel
parameters, for whichthe rate of changeof the optimal objective value functiois
unchanged.

Result 1/2

To obtainType Il sensitivity information of the optimal solution aflinear programming

problem | have developed an algorithm which is dage the LP models summarized in
Table 2.8. With these models sensitivity informaticelated to the objective function
coefficients (OFC) and to the right-hand side (Rid&ameters can be determined.

The definition and detailed explanation of the ¢hsensitivity types can be found in
Koltai and Terlaky (1999, 2000). The algorithm foalculating the Type Il sensitivity
information is published in Koltai and Tatay (2002808b, 2011). The interpretation of the
different sensitivity types in case of linear protion planning models are discussed in Koltai
(1995, 2006), Koltai, Romhanyi and Tatay (2009} Koltai and Tatay (2008a).
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3 ROUTE-INDEPENDENT ANALYSIS OF AVAILABLE CAPACITY IN FLEXIBLE
MANUFACTURING SYSTEMS

One of the objectives of production planning is tipgimal allocation of production tasks to
production resources. In conventional manufactusysfems, generally, production planning
models allocate parts/products directly to the nraash In flexible manufacturing systems a
wide range of operations can be performed by thehinas. In these systems parts/product
can be prepared along several routes, consequaemstgad of the classical product mix
problem, the best possible routing mix must be rdateed. This chapter discusses some
important questions of the analysis of routing. Teguirement of a new way of aggregation
in the planning stage is explained and justifiedp&ity analysis of flexible manufacturing
systems based on the suggested operation type gatjgre concept is explained, and
sensitivity of the optimal capacity allocation witlsspect to machine capacity changes and to
operation time changes is analyzed. The resultthiefchapter are based on the papers of
Guerrero et al. (1999), Koltai et al., (2000) anult&i and Stecke (2008).

3.1 Introduction

A Flexible Manufacturing System (FMS) is an autosdlatnanufacturing system consisting of
a set of numerically controlled machine tools watitomatic tool interchange capabilities,
linked together by an automated material handlysgesn. One of the most important features
of an FMS is the capacity to efficiently produceg@at variety of part types in variable
guantities. The aim of FMS is to achieve the ety of automated mass production, while
conserving the ability of a job shop to simultar®gunachine several part types. However,
managing the production of an FMS is more diffidhiin managing production lines or job
shops because the additional, flexibility-relateegrees of freedom greatly increase the
number of decision variables.

There are several production management problenthwiust be solved simultaneously
or hierarchically in the operation planning phasean FMS. Stecke (1986) defined the
following problems:

a) Part type selectionfrom a set of part types a subset must be detexnivhich
contains those parts, which will be simultaneouglpcessed. This can also be called
batching.

b) Machine groupingThe machine tools of each type must be partiiané groups. In
each groups the machine tools are identically tbated can perform the same operations.

¢) Production ratios the calculation of the ratios of those part typsch are selected in
problem a).

d) Resource allocatianThe limited number of pallets and fixtures of ledixture type
must be allocated to the selected part types.

e) Loading The operations and the associated cutting toblhe selected set of part
types must be allocated to the selected machingpgreubject to technological and capacity
constraints of an FMS. This problem includes theedaling and routing information as well.

Several models are developed in the literature hwb@ves a set of the above problems
simultaneously or hierarchically (see the literateview in Chapter 3.3). The exact
evaluation of the capacity of an FMS can be deteedhi only if all the above problems are
solved. Often, however, operations managers ngedta-independent answer to production
planning questions. For example “How much can bmdgeced of a certain part type and
when” are important capacity questions in busirmesgotiations, when the detailed routing
and scheduling is not yet of interest or canndtrimmwvn.
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The objective of this chapter is to provide an aggte approach to a route-independent
capacity analysis for FMS production planning. Tdteapter is organized as follows. In
Chapter 3.2 the problem of capacity analysis in FMBustrated with a simple example. In
Chapter 3.3, the relevant literature is reviewadChapter 3.4, some preliminary research
which provided the basis of the introduced aggiegatoncept is discussed. In Chapter 3.5
the concepts of operation type and available capaange are introduced and the basic
definitions and notation are explained. Next, thathmmatical formulation of the capacity
constraints and its application in production plagmrmodels are presented and the sensitivity
analysis of the feasible capacity range is desdribeChapters 3.6, 3.7 and 3.8. Finally,
Chapter 3.9 provides some general conclusions.

3.2 lllustration of the problem

Manufacturing systems produce parts to meet demanidh is either forecasted and/or is an
actual quantity. When developing a production pkam,initial question is whether there is
enough capacity of the system for the differentrafpens needed. Production planning for
conventional manufacturing systems is more stréoghtird than in flexible manufacturing
systems. In some conventional systems, the capawitylable for production can be
determined directly from the available capacitieshe different single-purpose machines, as
they can usually perform only a small variety oeiions. A system with multi-purpose
computer numerical control (CNC) machines providéslitional opportunities to increase
system utilization through machine flexibility, semeach machine can be used for a variety of
operations. In this case, however, the capacitthefsystem is related to the routing of the
parts. The problem of route dependence of manufagteapacity is illustrated with the help
of Figure 3.1.

Fiy = | Ml Driling o, [ P.
Miling o, — !
4

sy M2: Milling o,

Figure 3.1 lllustration of the routing of part type

For example, consider two identical flexible ma@sinin a current configuration, M1 is
tooled for drilling and milling operations, while 24s tooled just for the milling operations.
The milling operations of part typecan be done on either M1 or M2 while the drilling
operations can be performed only on M1. In thisec#ise capacity of the system to produce
part typei depends on the quantity produced on the two @ifferoutesr( 1, ri») indicated in
Figure 3.1. Therefore, an operations manager’stgumsson the production quantity of this
part type cannot be answered without solving th&img problem. In practice, however,
managers frequently face situations where the mtomtu quantity should be determined prior
to deciding the routing of parts. It would be dable to be able to determine the available
capacity independent of the future routing.

To illustrate this problem, consider a part manufesr which produces two different part
types on four CNC machines (M1, M2, M3 and M4 the current setup configuration, there

! This example is based on the manufacturing ofdimple parts in the Machine Division of GE Lighting
Tungsram in Budapest, Hungary.
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are several ways to perform the required operatiwhg&ch are summarized in Table 3.1. P1,
for example, can be manufactured on a route vig#ith machines, and/or on a route visiting
just machines M2 and M4, as well as other rout&.céh only be manufactured on two
different routes visiting either machines M1 and B¥machines M2 and M4. Production
guantity related questions therefore can’t be anstivevithout knowing the routing mix of the

parts. A production planner at times would like konow the answers to the following

guestions:

1) Is there enough capacity to produce the requiredtiies of the different part types?

2) A design change of a part requires an increas@anptocessing time of one of its

operations. Can we complete the orders on timeitgethe change in this operation
time?

3) Maintenance of some machines is scheduled for engderiod. Can we complete the

orders of that period, despite the decrease incigfa

4) Is it worthwhile or necessary or possible to scledwertime in case of a lack of

capacity?

In many situations, a route-independent answerewired to these questions. If, for
example, we are negotiating with a customer abouonesorder (whether to accept the order or
not; how to set a due date), we would like to hawglobal view of available capacity. We
want to know if some orders can be completed, iaddpnt of how the parts of that order will
be routed. If maintenance of some machines is pldywe want to know whether the orders
can still be completed with less capacity on sonaehimes. In these cases, the routing and
scheduling of the parts is not known yet. We orggadh to know if the system is capable of
manufacturing the required parts both with the entravailable capacity and also when there
is less capacity during planned maintenance. Iat®ver is yes, and decision is made on the
maintenance, then the subsequent detailed plammoaess can determine the routing of the
parts. Route-independent answers to the aboveigngstre given in Chapters 3.7, and 3.8.

Table 3.1 Basic data of the sample problem

(operation times in capacity units)
Part Type Operation M1 M2 M3 M4 Opt()e/lrozglon
Turning 0.0062 0.0062 oty
p1 Drilling 1 0.0069 0.0069 ot,
Drilling 2 0.0074 0.0074 of
Screw cutting 0.0049 0.0049 3
P2 Turning 0.0106 0.0106 oty
Milling 0.0543 oty
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Table 3.2 Summary of literature review

Objective function

Loading

Grouping and
loading

Batching and loading

Loading and scheduling

Tool #&bcation and
routing

Workload balancing

Berrada and Stecke (1986)

Stecke (1983)

Bastos (1988)

Sanker and Tzen (1985)

Arbib, Lucertini and

Wilson (1992) Stecke (1986) Shanker and Sirinivasulu (1989)| Sawik (1990) Nicolo (1990)
Kim and Yano (1993) Stecke and Stecke and Kim (1991) Sodhi, Agnetis and
Kirkavak and Dincer(1993) | Raman(1994) Moreno and Ding (1993) Askin (1994)
Kim and Yano (1994) Solomon, Millen and Afentakis
(1995)
Cost optimization Sarin and Chen (1987) Liang and Dutta (1993) Liang and Dutta (199
Ram, Sarin and Chen (1990 Sodhi, Askin and Sen
Kouvelis and Lee (1991) (1994)
Basnet (1996)
Part movement Shanker and RajamarthandanStecke (1983) Arbib, Lucertini and
minimization (1989) Stecke (1986) Nicolo (1990)
Wilson (1989) D’Alfonso and Ventura
(1995)
Sum of part type Bastos (1988)
priorities Hwang and Shogan (1989)
maximization Liang and Dutta (1993)
Srivastava and Chen (1993)
Mohamed (1996)
Tool changeovers De Werra and Widmer (1990 Sawik (1990)
minimization
Makespan Chen and Chung (1996) Greene and Sadowski Chen and Chung (1991
minimization Liang and Dutta (1993) (1986) Liang and Dutta (1990)
Sherali, Sarin and Desai
(1990)

Chen and Chung (1996)

~

Total processing time

> Chakravarty and Shtub (1984

minimization De Werra and Widmer (1990
Part type lateness Moreno and Ding (1993) Shanker and Tzen (1985)
minimization Green and Sadowski
(1986)
Sawik (1990)
Other Lashkari, Bopari, and Paulo| Stecke (1983) Shanker and Sirinivasulu (1989) Greene and Sadowskii Chen and Chung (1991

(1987)

Stecke (1986)

De Werra and Widmer (1990

(1986)

Atan and Pandit (1996

~
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3.3 Literature review

The loading problem has been extensively studiedtduts importance in FMS production
planning. The available capacity for productionaim FMS is generally examined together
with the loading and routing problem. The loadimglgpem has been considered separately as
well as together with other related problems susechachine grouping, part type selection and
scheduling. A variety of loading objectives havebe&onsidered. Also, instead of loading,
some researchers consider only one of the twosstha¢ make up the loading problem: tool
allocation and routing. Table 3.2 provides a sunymair the approaches categorized by
problem type and objective function. Since sonseaechers use more than one objective
function, the same item may appear more than ontteeisame column. Note the following:

— Overall, the most common objective function isrklmad balancing, followed by the
more traditional cost minimization approach.

— When not alone, loading has been solved mosh eftgether with part type selection
and with scheduling. In the first case, the ustgctive function is the maximization of the
sum of part type priorities. In the second casa]itional scheduling performance measures
such as makespan and lateness are used.

— Many researchers have either proposed alternabjective functions or have tried to
harmonize more than one objective.

Two assumptions of most existing approaches caroliserved. The first general
assumption is that each part type is required Hovifoonly one of its alternative production
routes. This makes only a partial use of the rgufiexibility of the FMS. The second
assumption is that the models consider only one @dpeach tool type to be assigned to a
machine when the tool is required. However, mudtipbpies may be beneficial, or even
necessary, if they are used heavily or have shwes.| It is thus desirable to allow for
duplicate copies of tools to be loaded in tool nzagss. This increases the length of time until
the system is stopped to change tools and alsoentgrthe amount of processing that can be
shared among machines.

Note that Table 3.2 summarizes the literature abéel in the period when this research
was conducted between 1991 and 1997 (Guerrero, 4080).

Finally, it can be concluded that, although manyhamatical programming models have
been proposed to solve the FMS loading probleme raonsiders explicitly the concept of
production route, which is the major source of atienal flexibility of an FMS, and has a
crucial role in capacity planning.

3.4 The requirement of an aggregation concept

Since routing of parts is one of the major soummesomplexity in the planning phase, any
effort which results in acceptable simplificatiohpdanning models may have scientific and
practical significance. Two of my earlier researost be mentioned, which lead to the
suggested aggregation concept.

One possible way to describe routing possibilitreproduction planning models is the
introduction of the routing parameté&r which expresses the proportion of parfsllowing
router in the system. In a paper written with Guerreralet(1999) we have formulated a
production planning model which determined optitnaiching of parts together with optimal
routing and tooling. The objective function in thi®del expressed deviation from a balanced
workload, which was minimized. The recommended rhbds limited practical significance
as a consequence of the high number of variableéghb proposed introduction of the routing
parameter(j;) gained wide acceptance in the scientific liter@t(Bee for example Lashkari,
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Bopari and Paulo, 2004; Magarjuna, Mahesh and Rpglg 2006; Sujono and Lashkari,
2007; Navala and Awari, 2011; Arikan and Erol, 2012

Flexible manufacturing systems have high fixedt a@sich makes product costing
very complicated. Costing in high fixed cost prodlut and service system can be efficiently
performed with activity based costing (Johnson,139%ixed costs must be assigned to the
products according to the resource consumptionndumanufacturing. Parts following
different routes, however, might have differentorgse consumption characteristics, and
consequently several different unit manufacturiagtenay belong to a product if not all units
follow the same route. To illustrate this probldrhave developed a costing model based on
activity based costing (ABC) which is illustratedkigure 3.2.

According to the suggested model, production owethis divided into five activity
centers. Obviously each activity center represeetgeral activities, but the applied cost
drivers must correctly estimate the resource copsiom of the pooled activities. The “other
activities” can be further split based on the sjecharacteristics of an FMS. Three out of
the five overhead allocation bases are calculatewch the results of a production planning
model and the other two are calculated from th@wubf the real or simulated performance
of an FMS. Detailed numerical results generatethbyproposed costing system can be found
in Koltai et al. (2000).

Cost drivers OH allocation bases Activity centers
Tooling Load/ Material Inventory Other
@ unload handling activities
Y Total number of
S0 tools used
W
Production planning Order size

Order size
model
O,
d&'.o’o%
lime ~ng Total processing tim

Calculation of overhead
rates and overhead
allocation

Manufacturing data

batched orders

Sum of completion
times

Aggregate routing mix,

Indirect
cost
<
<

Total distance
travelled

Simulation model

A4

Product costing

1y

Unit production cost

Figure 3.2 Activity based costing in a FMS

Direct cost

The analysis of the performance of the suggestexible costing system shows the
complexity of the overhead allocation process. Betidn planning selects different orders
under different conditions, which influences theéchamakespan, the overhead allocation
bases and rates and the overall resource consumptie interaction of these four elements
makes unit production costs unpredictable unlessphisticated costing system similar to the
suggested one is available. The several differaittansts obtained for the same product do
not imply that selling price of the product shoglohstantly be updated. But monitoring the
constantly changing manufacturing cost of a produ& longer period can help to examine
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whether an FMS is really using its potential flekiyp, and whether the products produced in
different product mixes are really requiring thaiable flexibility.

The complexity of modeling of routing in the protioa planning phase and the difficulty
of production cost evaluation indicate that themelation of routing with some kind of
aggregation technique may help to ease the contplesablem.

Aggregation is a widely used tool in production nimmg. Among the reasons for
aggregation, the following three are especiallyonignt.

— First, when some elements of a production systeraggregated, simpler models can
be applied for capacity, inventory, and productitenning. When more detailed information
is required, then the aggregated elements aregisgated and/or a more detailed model is
applied. In traditional production planning modgdspducts and/or facilities are aggregated
(Thomas and McClain 1993). Products using the saetep of a production process are
aggregated into product families and/or productthvgimilar resource consumption are
aggregated into product types. When a feasableeggtg production plan and capacity
utilization is determined, a detailed productiomgram can be prepared, in which product
types and/or families are disaggregated into prisdysee, for example, Johnson and
Montgomery 1974, Hax and Candea 1984). Facilitgleaggregation consolidates several
different production resources, such as machineskfarce, and materials, into a single
resource or facility (see, for example, Holt et1#160).

— Second, in situations where the production enwirent changes constantly (e.g.,
changing demand, machine breakdowns, online cod&oisions), capacity planning should
be insensitive to such changes. Robust planningadstare required, which provide results
for a large variety of possible scenarios (Vancmd Kovacs, 2004; Taal and Wortmann,
1997; Tolio, Urgo and Vancza, 2011). Aggregationpodducts and/or resources helps to
decrease the consequences of changes in the poodectvironment (Nam and Logendran
1992; Vollman, Berry and Whybark, 1997).

— Third, when not all information is available folanning (e.g., scheduling decisions are
not made yet), a rough estimate of the requiredkfsore and machine capacities can be done
at an aggregate level. There are several rougltapecity planning methods based on the
aggregation of several elements of a productiotesygsee, for example, Vollman, Berry and
Whybark, 1997). These methods are built into nafsthe standard software packages
prepared for production and capacity planning (\Wart et al., 1996).

In most decision-making-contexts aggregate mod&igesas a link between strategic and
tactical decisions (Singhal and Singhal 2007). sEhenodels can be used as rough cut
planning tools, which provide aggregate informatimn strategic decisions without the
unnecessary (and frequently unknown) details ofaiman. Furthermore, their results provide
a planning framework for operational decisions af.w

What should be aggregated is an important questiceggregate planning. A special-
purpose machine performs just a small set of tdolgrzally different operations. In this case,
aggregation of machines is approximately equivatenthe aggregation of operations. In
FMSs, machines and operations have to be treaftately, since an operations manager
decides the set of operations a machine can perfbnis was recognized by Niess (1980),
who aggregated similar operations into operatiqgresy Niess developed an algorithm to
determine a series of sets of orders for sevemdymtion periods. The generated production
plan provides balanced capacity utilization. Niegsplied this method to conventional
production systems consisting of several single-ranlti-purpose machines.

Bertrand and Wortmann (1981) formulated capacityst@aints that consider the
alternative use of several resources. These camstravere first formulated for machine
operators. If several operators can tend severahimas, the situation is similar to an FMS, in
which several machines can perform several operatibhe formulated capacity constraints
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were extended from operators to machines, but dsedletailed planning, and not for
aggregate planning.

It can be concluded that methods that reduce thegplexity of FMS capacity analysis,
and provide aggregate, rough-cut, route-independstitnates of available capacity can be
useful for operations managers of these systemiaikamd Stecke, 2008).

3.5 Basic definitions and concepts of the aggregati based on operation types

The notations used in Chapter 3.5 are summariz&alote 3.3. A flexible manufacturing
system (FMS) is a collection of machines, linkedanyautomated materials handling system
and directed by a central computer. Different pygres are produced in the system and each
part type has a finite number of operations.

An operation o;, is defined by its processing time on a machire anthe set of cutting
tools required. In FMSs, generally more than onelime can perform certain operations. In
Figure 3.1, for example, each machine can perfoihmgoperations. This provides routing
flexibility.

The set of all operations, which can be performe@my machine in a particular group of
machines, is calledperation typeot,. An operation type is an aggregated set of opersati
In the example of Figure 3.1, the drilling operaiacan only be performed on machine M1.
Therefore this operation is also an operation {gtg. Milling can be done on machines M1
and M2. Therefore the milling operations of thes® tmachines can be aggregated into
another operation typetp).

To analyze the capacity of an FMS, the availabjgacay of every combination of the
operation types has to be known. A specific contimnaof different operation types is called
anoperation type set..

The tooling of a machine determines the operatithrad the machine can perform.
Operations are aggregated into operation typestefdre a machine can perform a set of
operation types. Apperation type set assignment parametgy, specifies the operation type
sets assigned to machine If z,,~=1, then machinen can perform all operations belonging to
operation type st

The calculation of the capacity of each operatypetset is based on machine capacity.
The capacity of a machinec,, is expressed in capacity units (CUs) over a pedf for
example, a shift or two, or a day, or a week. Tégacity unit is a normalized measure of the
available capacity for the period examined. Forngpia, 1 CU is equal to 8 hours, if the
production capacity of one 8 hour long shift idexamined.

An upper capacity boundf a particular operation type detu, is themaximum amount
of capacity availabldor operation type sét It is calculated as the sum of the CUs of those
machines that are capable of performamy and alloperations belonging to that operation
type set, that is,

M
{K|scOs} meL

In equation (3.1) S is the set of all operation type sets that congsiy of the operation
types of operation type s&. For each operation type Sktit is checked to see if the
correspondingS, sets can be found on any of the machines. If thay, then the

corresponding machine capacities are considertu aialculation.

In each column of the matrix defined ky, only one element is equal to 1, since only
one operation type set can be assigned to a maachiriEherefore, the capacity of each
machine can be considered only once in the summati¢3.1). But the capacity of machine
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m is considered in the summation only if the operatype of that machine is an element of
the setS;, that is, for whichS,» 0S¢ and zy,, = 1

Table 3.3 Summary of notation of Chapter 3

Subscripts:

[ — index of part type (1, 1),

h — index of operation type (1, H),

k — index of a set of operation types (1K)..,

Kk — index of a subset of a set of operation types.®'),

k"  — index of a subset of the set of all operatigesy(1, ..K"),

m  — index of machines (1, M).

Parameters:

0 — operation,

ot, — operation typé,

S  — operation type sé

Sk — set of operation type sets that contain onlyaipen types belonging t§;,

S« — set of operation type sets that contain arth@bperation types of
operation type s&;,

¢m — production capacity of maching

Zm — oOperation type set assignment parameter. ltualeéq 1 if operation type set
kis assigned to machime, and it is equal to O otherwise,

U« — upper capacity bound of operation typekset

e — lower capacity bound of operation type ket

o — acceptable ratio of capacity under-utilization,

B — acceptable ratio of capacity over-utilization,

pi  — processing time of operatipof a part of type,

pti — processing time of all operations of operatigret of typei,

psq: — processing time of all operations of operatigre sek of a part of type,

rt, ~— capacity requirement of operation type

rsk ~— capacity requirement of operation typelset

w, — weight of part type

Art, — feasible decrease of the capacity requiremeapefation typdn,

Art," — feasible increase of the capacity requiremewpefation typd,

Ac, — feasible decrease of the capacity of machine

Ac, — feasible increase of the capacity of machme

w,  — weight of a part type in the objective function.

Variables:

X — production requirements of part tyipe

A lower capacity boundof an operation type set Iy, is the minimum amount of
unassigned capacitjor operation type sek that is available only for the operations that
belong to that operation type set. It is calculatedhe sum of the CUs of those machines that
are capable of performingnly those operations belonging to that particular afpen type
set.

M
{Kss) ma

In equation (3.2),S, is the set of those operation type sets that comtaly operation
types belonging t&. For each operation type deit is checked to see if the corresponding
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S, sets can be found on any of the machines. If ta&y then the corresponding machine

capacities are considered at the calculation. Tdpmadties of those machines need to be
summed, which contain any of the operation type €5, that is, for whichS, 0 S, and
Zm =1.

Some details about these bounds are as follovesadii machine that can perform any of
the operation types of a specific operation type ks&€an perform operation types not
belonging to operation type skt then the lower capacity bound of operation typeksis
equal to zero. For example, if each machine cafoperall operation types, then the lower
capacity bound oall but oneoperation type sets are equal to zero. In this,dhg only non-
zero lower capacity bound will belong to the operatype set that contains all operations
types. For this operation type set, the lower gmgeu capacity bounds always coincide, and
are non-zero.

Theavailable capacityer period for an operation type set is a randimel by the upper
and lower capacity bounds. A necessary conditiocapbcity availability is that the capacity
requirements from all operation type sets musebs than their corresponding upper bounds.
When all operations have been assigned to machmdshe workload is less than the lower
capacity bound of any operation type set, theretiemachine idle time.

In real manufacturing systems, production managexg need to work around a certain
amount of lack of capacity. To supplement capacsitghagement may consider overtime,
subcontracting, or other possible capacity adjustmelhe size of acceptable capacity over-
utilization, B, is expressed as a percentage of total capaciig. capacity increased by
acceptable over-utilization is called tetended capacity upper bound

Also, production managers are generally resigned tertain amount of idle capacity.
Idle capacity is either planned and serves as ba#pacity to absorb the effect of unexpected
events (i.e., machine breakdowns, tool breakagsaljty problems, expected or unexpected
rush orders) or it is a consequence of schedulomgtcaints. The size of acceptable capacity
under-utilizationa, is expressed as a percentage of total capadity.cépacity decreased by
the acceptable idle time is called #ag¢ended capacity lower bound

The upper and lower capacity bounds are necessargdb sufficient conditions for the
feasibility of a production plan. The role of thetended upper and lower capacity bounds is
to provide a capacity reserve for those phenomemnaonsidered in the aggregate planning
phase. The extended capacity bounds allow a limkden the aggregate and the operational
planning and control levels.

The available capacity range and the extended itgpamnge are information about
capacity that can be used for production planniriganalyze the utilization of a production
system, thecapacity requirementef the operation types and operation type setsldhalso
be known. This data is based on the processingtohthe individual operations.

The processing time of operatignof a part of type, pj, is expressed in terms of CUs,
rather than in hours or minutes. Tpr@cessing time of operation type h of part typd, pty;, is
the sum of the processing times of all of thoseatpens that belong to operation typethat

is,
Pthi = > Pji (3.3)
{j‘ojDoth}

The processing time of operation type &edf one part of typé, psq, is the sum of the
processing times of all of those operation types ielong to operation type dethat is,

PSi = Pty
{fiotrs) (3.4)
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If the production requirements of part type X, are known,then the capacity
requirements of operation tyfecan be calculated as the sum of the processirestohall of
those operations that belong to operation tygeat is,

|
=2 2 p? % (3.5)

i=L {|ojCot,

The capacity requirements of operation typ¢ kés the sum of the capacity requirements
of all of those operation types that belong to apen type sek, that is,

IS, = rt
‘ {hothzusj1 (3.6)

Note that neither the calculation of the availatdgacity of the operation type sets, nor
the calculation of the capacity requirements of tdperation type sets, require routing
information.

Using operation type aggregationnachinecapacity problem can be transformed into an
operation type setapacity problem. In an FMS, the capacity of a meelis relative to its
tooling and routing decisions. If a machine is ¢abboth for milling and drilling as in Figure
3.1, then the available capacity of that machinedfdling depends on how much capacity is
required or used for milling. This, however, depeid the routing of the manufactured parts
in the whole system. In Figure 3.1, if those routes require the milling operation of M1 are
not used, then we have a lot of capacity for auglilf, however, many parts are routed to M1
for milling, then less capacity is left for the ling operation. Consequently, what is
important is not the machine capacity, but the afpen type capacity, that is, how much
capacity the production system has for those opeathat can be performed on any machine
in a particular group of machines.

3.6 lllustration of the available and extended capaty ranges

The introduced notation and concepts in Chaptea®5llustrated with the help of Table 3.1
and Figures 3.3 and 3.4. The illustration is basedhe example used in Chapter 3.2 to
introduce some basic concepts. The capacity regeines for manufacturing two part types
(P1 and P2) are analyzed. These part types regeveral operations as indicated in Table
3.1. Some operations can be produced on two diffemachines. For example, M4 is a
machine center that can perform most of the operatof P1. Several milling operations of
P2, however, can only be performed on M4. Therefareractice, some capacity of M4 may
be reserved for the production of P2.

For the sake of illustration and simplicity, itassumed that the processing times of those
operations that can be manufactured on any of akweachines are identical on all of the
possible machines. This assumption simplifies aeg@rmproblem of aggregation. If operation
times of an operation are not identical on eachhim&c then alternative uses of the machines
results in different operation times. For examp@eppose that the operation times of the
operations obt; in Figure 3.3 are different on the two differerdehines (M1 and M2). Then
there is no single operation time that can be wsleen the capacity requirement of is
evaluated, because the aggregated operation tithéepend on how many parts are routed to
each machine. There are several possible waysp® wih this problem in practice. Here are
some examples.

a) The operations with different operation timeswa machines are aggregated into two
different operation types. In this case, the numtieoperation types, and therefore the
number of operation type sets, will increase. (Esatution)
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b) A weighted average of the operation times isdu3#¢ne weights assume a possible
routing ratio between the two machines. In thisecabe aggregated operation time is
approximate.

c) ldentical operation times are used, and theahdlifference in operation times is
reflected in the available capacity.

M1 M2
ot ot,, ot,
M3 M4
ot, ot,, Oty o,

Figure 3.3 Allocation of operation types to maclsine

The processing times of the operations of the tad fypes are given in Table 3.1 in
capacity units (CUs). In this example, the produtisystem works in one 7.5 hour shift with
0.9 efficiency. Therefore, 0.0062 CUs in Table 3d equivalent to 2.5 minutes
(0.0062*7.5*60*0.9).

Since an operation type is an aggregate set ajpaltations that can be performed on the
same group of machines, 4 operation types areifehin Table 3.1. Those operations that
can be done on M1 and M2 are aggregatedatitmt; is the result of aggregating the turning
operations of P1 and P2 into one operation type. dpgerations that can be done on M2 and
M4 are aggregated int,. Those operations that can be done on M3 and El4ggregated
into ots. otz is the result of aggregating two different openasi of P1 into one operation type.
The operations that require only M4 arg. The machines with their aggregated operations
are illustrated in Figure 3.3.

The available capacity ranges for all operatioretgpts are displayed in Figure 3.4. All
operation type sets are placed on the horizontal xthis case, there are four operation type
sets &, ..., &) with single operation types, six operation tyg#ssSs, ..., Sio) with two
operation types, four operation type sefg, (..., Si4) with three operation types, and one
operation type set(s) with four operation types. The total number oé@iion type set«,
can be calculated #&=2"-1=2-1=15.

The vertical axis of Figure 3.4 represents the ugapacity bounds, the lower capacity
bounds, and the available capacity range of eaehatipn type set. One capacity unit is equal
to 405 minutes/day (one 7.5 hour shift, with O fcefncies).

The upper capacity boundsy) in Figure 3.4 are calculated with equation (3The
elements of thes; set in case of the sample problem of Figure 33isted in Table 3.4. For

example,S containsot; and oty; thereforeS contains all of those operation type sets that

contain eithewot; or ot;, as seen in Table 3.4. Singebelongs to M1S belongs to M2, and
Sizbelongs to M4, an@;, S5, andS;; are all elements o, the sum of the capacities of these

three machines is calculated according to thehlaftd side of equation (3.1).
The lower capacity bound&)in Figure 3.4 are calculated with equation (3T3ble 3.4

shows the elements d§ for all operation type sets of the sample probiéustrated in
Figures 3.3. For exampl&; containsot; andoty; thereforeS; contains all operation type sets
that contain onlyot;, ot,, or bothot; andot,, as can be seen in Table 3.4. SiB¢cbelongs to
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M1, S belongs to M2, an&, andSs are all elements o8, the sum of the capacities of these
two machines is calculated using the left-hand eifdeguation (3.2).
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Figure 3.4 lllustration of the ideal available capty range and the capacity requirements
(0=0.25, 5=0.25, %=100, %=20)

Thely andug values are indicated as the lower and upper sififge grey block at eack
in Figure 3.4.

For example, for operation type st the lower bound,=1 CU (405 minutes), because
M1 is the only machine which exclusively perforrhg operations obt;. The upper bound
u;=2 CUs (810 minutes), since M1 and M2 are both lokgpaf performing the operations of
ot;. For S, which is an operation type set containing operatiypesot; andots, =2 CUs
(810 minutes) because M1 can perfooh and M3 can perfornots; us=4 CUs (1620
minutes), as all four of the machines can do eitityeor ots.

If the capacity requirements are smaller than tiveel bound of any operation type set,
then the system is underloaded, and there is ig@aty on one or more machines. For
example, if less than 1 CU (405 minutes) frotp is required, then M1 would have idle
capacity. If the capacity requirement is greatantthe upper bound of any operation type set,
then the system is overloaded, i.e., there is nough capacity available for the required
operations. For instance, if more than 2 CUs (81flutes) are required fat;, then M1 and
M2 will not have enough capacity to perform thentng operations. When the capacity
requirements of each operation type set are withenlower and upper capacity bounds (the
gray area in Figure 3.4), then there is neithertiined nor excess capacity on any of the
machines. In the most favorable situation, the ciépaequirements of a set of orders of a
given period fall into the ranges defined by thewdo and the upper bounds for each operation
type set.

The capacity requirements for each operation tgteage also shown in Figure 3.4 by a
bold horizontal line at each operation type set Thpacity requirement data are calculated
for a production plan that calls for productionl®0 parts of P1 and 20 parts of P2.
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Table 3.4 Definition of sets’8nd S'in the sample problem

JE S X

1 {ot} (S} {S:S S S Sy Sz Sias Siet

2| fot} (S} {S S S S Su Sz Sa Siet

3| {oty (S} {S S S0 S0 Sins Sz Susy Sig

4| ot} (S} {S S S S0 Sz Sz Suay Sig

5| foty; ot} (LS S) {81851} $ S S S S S Sy S2 Ss Sa
6| {oty; ot} (SUSS) {81851} $ S S S S So S Sz S S
7| foty ot (S S: S} {sil} S S S S So S Sz S S
8 | {oty ot} (S S S) {Sl%} S S S % S So S S Sz S
9| {oty ot} (S %S} {Sl%} S S S S So S S S S
10| {ots ot} (S S: Sl {81%5} SS S S S So S Sz Sz S
11 {O(tjgt}l; oby; (99 S S S S {Slssl ;4%;5 S S S S So S S
12 E)Zt}l; oby; (99 S S S S {Slsal ;‘214%15}85 S S S S So S S
13 E)Zt}z ofs; (9SS S S So S {SlS; ;215}% SRS RS HES SIS TS EHRS P
14 E)Zt}l ofs; (5SS S S So Sl {Slsal ;215}% SRS IS HES SIS TS EHRS P3
15 | (0L 0k 0l | {S5 S S % S S S S S5 Sor Sy (SS9 SSSS SIS S So S

oty} Sz Sz S Sis Sz Sz S Sis}

The graphical display is used to determine whetingrot the manufacturing system is in
technological balance, i.e., to check whether tlem@ny excess capacity or lack of capacity
from certain operation types. Figure 3.4 indicatederload of operation type s&s S, Si1,
and S;s. For example, the underload &t indicates that idle capacity may exist on M1 and
M2.

Figure 3.4 also shows overload of operation tyge Sg S0, andS;3. For example, the
overload of the operations @& indicates that the capacity requirementsotf and ot,
together are higher than the available capacitiesachines M3 and M4.

In summary, there could be idle capacity on somehmnas, while there might not be
enough capacity on other machines to fulfill pradwuc Figure 3.4 displays the increased
available capacity ranges when 25 percent capagiy- and under-utilization are acceptable
for managementop=0.25). The thin vertical lines represent the iasexl upper bounds and
lower bounds. The capacity requirements are withig extended range for all operation type
sets.

Another capacity analysis could be done by chantiiegpart mix, i.e., increasing and/or
decreasing the production requirements of the fyges (see Chapter 3.7). Requirements
could be changed until there is no capacity overlmaunderload.

The example of Figure 3.4 shows a potential difficuvhen performing capacity
analyses based on operation types. There couldnighanumber of operation type sets. The
total number of operation type setKis2"—1, whereH is the total number of operation types.
In our exampleK=15. In general, however, the valuekofis determined by the number of
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machines and by the number of alternative manufiacfupossibilities. In the worst case,
where forM machines all possible operation types exi$t2'-1), the total number of
operation type sets is

K =21 -4 (3.7)

In practice, the number of machines is small. Ugual group of 3-5 machines is
dedicated to manufacturing a set of part typeghdf number of machines is large, then
methods exist to decompose the system into smdkpendent or partly independent
subsystems (Bertran and Wortmann 1981; Juhasz aitdi R003). Even if the number of
machines is high and the system cannot be decomhpogesubsystems, the value of K can
be small; because it is unlikely that for all maamitiring possibilities at least one operation
exists. It is more common that some group of opmratcan alternatively be performed on
more than one machine. Therefore, although theaiBti the value of H can be large,
practically it is within a tractable range (5-20).this range, computational time is acceptable
for practical applications as is seen later in €&hb of Chapter 3.7.

3.7 Model formulation

In this chapter, the route-independent mathemapoagjramming formulation of the FMS
capacity constraints is presented, using the rotatf Table 3.3.

If the capacity requirements of all operation tysts are lower than the capacity upper
bounds, then there is sufficient capacity to mactuf@ the required quantity. Constraint (3.8)
imposes that the capacity requirements for all ajp@ns of operation type skshould be less
than the upper capacity bound of operation typ&, déat is,

[
(+B) 2> xpsq k=1...K (3.8)
i=1

Since the upper capacity bound is the maximum amafinavailable capacity for
operation type sek, constraint (3.8) ensures that there is enouglaagpto perform all
operations of operation type $et

The parametefl expresses the acceptable percentage of capaatyutilization. For
example, in Figure 3.4 the capacity requirementdibroperations ofS; is lower than the
upper capacity bound d¥. In this case constraint (3.8) is feasible k2. For S, the
capacity requirement is higher than the upper bamttitherefore constraint (3.8) kx4 is
infeasible with =0, and without a certain amount of overtime, tlequired production
guantities cannot be completed. If, for exame).25, then 2.083 (7.5*0.25/0.9) hours of
overtime is allowed by management on those macl{vd$ which perform the operations of
ols.

If the capacity requirements of all operation tyge¢s are higher than the capacity lower
bounds, then all machines are fully utilized. Comist (3.9) imposes that the capacity
requirements of all operations of operation typekshould be higher than the lower capacity
bound of operation type sktthat is,

[
(l-o) M <> xpsq k=1...K (3.9)
i=1
Since the lower capacity bound of operation typeksis the sum of the capacities of
those machines that are capable of performing trdyoperations of operation type get
constraint (3.9) ensures that there is no idle @gpan those machines.
Of course, one doesn’'t want to plan for a fullyipéd system. Some amount of idle time
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is necessary. The parameteprovides the acceptable percentage of capacitgreumilization

of the machines. For example, in Figure 3.4, thEaciy requirements for all operations&f

is lower than the lower capacity bound &f which makes constraint (3.9) infeasible for
0=0.1, but feasible fon=0.25. ForS,, the capacity requirement is above the lower bpsod
constraint (3.9) is satisfied.

Equation (3.9) helps avoid capacity under-utiliaatilf machines are idle because of lack
of capacity requirements, then there is no feassoletion for equation (3.9). Then other
operation management measures can be taken, sulgtr@asing working hours, increasing
order numbers or order sizes, or ultimately acogptinderutilized capacity.

Finally, objective function (3.10) allows a varietf management objectives to be
expressed when the production quantities of paeasyare to be determined.

[
Max)_ wi (3.10)
i=1

If, for example, management would like to maximitte production quantity, then
objective function (3.10) witlv=1,i=1,...] maximizes the sum of the quantities produced of
each part type. If management wants to determinecanomic part mix, thew; can be, for
example, the contribution margin of a part of type

Since the quantity of parts is measured in piettes,variablesq i=1,...| are integers.
Equations (3.8) — (3.10) provide an integer progrémg model, which can be solved by any
available mathematical programming solver.

Other constraints may exist in practice. Generaflygther resources limit production
(e.g., the material handling system) or waitingetior scheduling problems cause delay, then
these issues can be considered in two possible majge presented approach.

a) Parameten in equation (3.9) can be used to provide enouglaaty reserve to
address the above mentioned problems.

b) If further issues are also considered importanthe decision maker (for example,
scheduling or material handling details and/or y@lathen additional constraints can be
formulated.

To illustrate the use of the model, let us deteemior example, the maximum quantity
that can be produced of the two products preseimteéle example in a working day. 15
extended lower bounds and 15 extended upper bocemide formulated using equations
(3.8) and (3.9).

Note that sometimes the constraints for certairraimn type sets are redundant. It is
easy to see that the lower and upper bound contstrigir operation type se8, S, andSy,
can be ignored. To see this, consider operatioa $giS. It contains two operation types;
andots. ot; is assigned to M1 and M2, aont is assigned to M3. These two operation types
do not use the same machines. Therefore, if tiegaough capacity separately &y andots,
then there is enough capacity for these two opmrdiipes together. Similar considerations
explain the redundancy of constraints for operatyge setsS; and S;4. An algorithm that
finds redundant operation type set constraintsbeafound in Juhasz and Koltai (2003).

To develop the model, we need the machine capsicitie operation type set assignment
parameters, and the processing time informatiohmalchines have the same working hours.
Thereforec,=1 CU,m=1,...,4. Based on Table 3.1 and Figure 23773 =25 =73+1, and
all other values ofy, are equal to zero. The value pd; (k=1,...,15, andi=1,2) can be
calculated with the data of Table 3.1 and usingag@qos (3.3) and (3.4). Finally, for the
production quantity to be maximizea;=w,=1.

The resulting integer programming model consistisvof integer variablesx{ andx,) and
24 constraints. The lower and upper bounds oftiheetredundant operation type sets are not
needed. This small problem can easily be solvadexample, by Excel Solver. The optimal
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maximum quantities arg=194 andx,=0 parts/day. If the weight in the objective fuodti
forces production of P2, then the total productimiantity decreases. W;=1 andw,=5, then
the optimum solution i%=101 andk,=23 parts/day.

The optimum solution consists of two values, thenafacturing quantities of the two part
types. These quantities are independent of theraleaeailable manufacturing routes. We do
not know yet how the parts will be routed, but tleeessary condition of capacity availability
is met with these quantities. This demonstrates ttiefirst questionof Chapter 3.2 can be
answered without considering the routing of parts.

The example is simple for illustration. In real egasother constraints, more machines,
operation types, and products, minimum and maxinpuoduction requirements, and more
complex objective functions can be formulated.

Table 3.5 provides test results from different geblems solved with the Lingo 6.0
mathematical programming software on a Pentium fdt@ssor. It can be seen that, if only
the number of machines increases, then the nunfbesnstraints does not change, and the
change of CPU time is insignificant. Generally, leoer, an increase in the number of
machines implies more alternative routes. Thereftte number of operation types may
increase. For example, for 8 operation types, ®l@et and upper bound constraints are
necessary, but the required CPU time to solve tblel@m is still very small, 8 or 9 seconds.

Our general experience with solving test problesnthat as a consequence of increasing
the number of operation types, the increase in coatipn time is not significant. However,
an increase in the number of operation type setdfmemory requirements to generate and
store theS, and S; sets for large problems require careful data mamagt. Even for large
problems, however, the capacity constraints ardyefmsmulated with equations (3.8) and
(3.9).

Table 3.5 Test results of different size problems
(Lingo 6.0 solver, Pentium IV processor)

Number of CPU

Test Operation | Machines | Operation | Constraints lterations  tjme
problems types type sets (mm:ss)

(H) (M) (K)

1 4 4 15 30 25 0:01
2 4 5 15 30 15 0:01
3 6 4 63 126 33 0:01
4 6 5 63 126 37 0:01
5 8 4 255 510 Y 0:08
6 8 5 255 510 167 0:09
7 8 6 255 510 115 0:09

Finally, note that although the results are rantiependent, the model is part mix
dependent. If new part types are introduced ottiegpart types are completed, the operation
types and type sets may change. However, part harge, if it exists, can be easily handled
by the presented approach. Two possible decisidaagacenarios can be envisioned.

a) Part mix is stableProcess plans are known, operation types anagtpeitype sets are
formed, and management has to answer product maximnum production quantity, and
capacity availability related questions. In thiersario, there is no part mix change, and the
application is straightforward. If the decision-mrakperiod is short enough, this scenario is
valid.

b) Frequent part mix change#\s the mix changes, new operation types haveeto b
determined and new operation type sets have t@imeefl. Since operation types are easily
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determined (see the definition in Chapter 3.5) amkration type set formation is
straightforward, the extra computational work can dasily performed. Even if part mix
frequently changes, our previous remarks concertiiegnumber of operation type sets are
valid. Therefore, frequent part mix change doesimrease the size of the problem. It only
increases the frequency of model update.

This problem, however, exists in the case of maxluapacity (route dependent) type
models as well; if part mix changes, a new moda twabe built. The route independent
modeling, however, results in simpler models as gamed to route dependent models. To
illustrate this, we use the example of Table 3.Chapter 3.2. The number of variables and
constraints are summarized in Table 3.6 for boteralependent and route independent
approaches. It can be seen that in the route imdiepé model, 2 integer variables and 24
constraints are needed. If a machine-based apprisaaked, then only 4 capacity lower
bounds and 4 capacity upper bounds (8 constraanésipecessary. But for all of the possible
manufacturing routes of the two products, an integeiable is needed. Then 10 integer
variables are required to determine something ifr\gut which is not of interest to
management at an early stage of the decision-makopess.

Table 3.6 Comparison of problem sizes

Route independent Route dependent
modeling modeling
Number of variable 2 1C
Number of constrain 24 8

If more products can be manufactured on severaesouhen the number of integer
variables increases faster in the machine-basetagp than in the operation type-based
approach. The price of simplicity is the loss oformation about the quantities on the
different routes. But if a manager does not wadetiled plan, just information about the
feasibility of producing some new orders, thendperation type-based approach is faster and
simpler.

3.8 Sensitivity analyses of the operation type sebnstraints

Sensitivity analyses of the parameters of the mgadetsented in Chapter 3.7 can help to
analyze how certain changes affect the capacityr-oamd under-utilization of the
manufacturing system. The capacity requiremej Of an operation type and the machine
capacity €¢n) are the most important parameters altered by pewrd changes. For these
parameters, sensitivity analysis can determinev#idity rangeof a chosen parameter within
which the capacity requirement remains feasiblaf 1B, it remains within the extended
available capacity range. This sensitivity range loa determined by tHeasible increasand

by the feasible decreasef a given parameter. Like most software packaigesinear
programming, we provide sensitivity analysis folyoone parameter at a time.

3.8.1 Sensitivity of operation type set constraint® capacity requirements

Changes concerning orders may result in chang#dseofcapacity requirements. A customer
may request an increase of an order. Another custamay cancel an entire order. A
customer may require a small modification of a pattiich may result in, for example, more
(or less) drilling time. In case of a rush ordéw tapacity requirements of many operation
types may change. All of these changes affect éipadty requirements of certain operations,
which affects the capacity requirements of the eased operation type. The sensitivity
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analysis of the capacity requirements of an opanaiype can help analyze the consequences
of these situations.

The sensitivity range of a particular capacity feguent, rty, can be determined by
calculating the possible changertf for all operation type sets that contain operatigre h.
That is, a range is computed for &l whenot,(S.. The feasible decrease of the capacity
requirements of operation tyge Art,, is determined by the minimum of the algebraic
differences between the capacity requirements lamddpacity lower bounds for all operation
type sets that contain operation typé¢hat is,

N R S 311)

The feasible increase of the capacity requiremenperation typeh, Arty", is determined
by the minimum of the algebraic differences betwdas capacity upper bounds and the
capacity requirements for all operation type deds$ tontain operation tyge that is,

Art,) =(w(l)\¢i£SK)[uk(l+B)—rsk] h=1..,H; k=1..,K (3.12)

The results obtained from equations (3.11) and2{3.vhen applied to the optimum
solution of the sample problemy£101,x,=23), are given in Table 3.7.

Table 3.7 Sensitivity of operation type set cornstsa
to capacity requirements of operation types£=0.25)

Operation type| rtj, Arty,” Arty’
oty 0.87 0.066 0.935
ot, 0.70 0.066 0.552
otz 1.25 0.497 0.004
oty 1.25 1.062 0.001

The sensitivity ranges are valid for 25% acceptablgacity over- and under-utilization
(0=p=0.25). Table 3.7 shows that the capacity requirgmefot; can be decreased by 0.066
CUs (26.73 minutes) without violating the lower aaipy bound Art; =0.066). This value is
found atSs, when equation (3.11) is applied. On the othedhd#me feasible increase of this
operation type set is much higher. The minimum auiation (3.12) is found &, (Art;"=
0.935 CUs=378.675 minutes).

The same value is obtained for the feasible deered®t, (Art; =0.066 CUs=26.73
minutes) indicating that a small decrease in thpaciy requirements of these operation types
will not cause capacity under-utilization. The fbés increase ofot, is 0.552 (223.56
minutes), which is much less than the feasiblecase obt;.

The opposite is true foot; and ot,. For these capacity requirements, there is a large
possibility for decrease Aft3=0.497 CUs=201.285 minutes\rt; =1.062 CUs=430.11
minutes). But changes in orders that result in @erelase in capacity requirements are
unacceptable because of lack of capacityts{=0.004 CUs=1.62 minutesirt,'=0.001
CUs=0.405 minutes).

The results in Table 3.7 are independent validiyges, that is, a feasible decrease or
feasible increase is valid only if the capacityuiegments of a single operation type change.
If the capacity requirements of more than one dpmrdype change, a joint range for all of
the simultaneously changing parameters has to teendieed. The sensitivity space of several
simultaneously changing capacity requirements @ddiermined by calculating the possible
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change of all operation type sets that containehmgseration types. The result is a multi-
dimensional space described by the resulting inécpsa

Finally, note that the values of a feasible inceeas a feasible decrease of the capacity
requirements of an operation type can be negatsweedl. This indicates to management the
infeasibility of a production plan.

Using the results of Table 3.7,raute-independenanswer can be given to tisecond
question of Chapter 3.2. If a customer requires a modificatof a product, and this
modification changes the operation times of a $pecoperation type, then the feasibility of
this modification can be checked with the helphaf $ensitivity range of that operation type.

3.8.2 Sensitivity of the operation type set constiats to machine capacity

Machine capacity may decrease because of machaekdwwns, scheduled maintenance,
unexpected production stops, or waiting for opegtoepairpersons, tools, or materials. A
capacity increase can occur from scheduled overmextra shifts. Sensitivity analysis of
machine capacity can help analyze both benefitscandequences of these situations.

The sensitivity range of the available capacityagfarticular machine can be determined
by calculating the feasible change of the upper lamér capacity bounds of all of those
operation type sets that are affected by the cleaimgthe operation type sets assigned to that
machine. For example, if a machine is tooled jastfilling, then the feasible changes of the
upper and lower capacity bounds of all of the of@natype sets which contain drilling have
to be examined.

The capacity decrease of a machine diminishes loster and upper capacity bounds.
For our purposes, the decrease of an upper bourgleigant, because it may result in an
infeasible capacity over-utilization. When the aapaof a particular machine changes, then
all of the capacity upper bounds of those operatype sets, which contain any and all of the
operation types assigned to this machine, are taffe@he feasible decrease of capacity of
machinem, Acn, is determined by the minimum of the algebraidedénces between the
capacity upper bound and the capacity requirenfentll of the affected operation type sets,
that is,

Acy, = Min u(l+pB)-rs m=1...,M; k=1...,K; k"=1..K"
" ({aeninseos; )[ (1 p)=rsil - - - (3.13)

The capacity increase of a machine augments betlother and upper capacity bounds.
For our purposes, the increase of the lower bouay bbe relevant, because it may result in
infeasible capacity under-utilization. When the a@fy of a machine changes, all of those
capacity lower bounds of operation type sets, foictvthe operation type set assigned to the
machine is a subset, are affected. The feasibtease of the capacity of machimeAc,’, is
determined by the minimum of the algebraic diffees)between the capacity requirements
and the capacity lower bound for all of the affelabperation type sets, that is,

Act = Min rsg —l@-a m=1..,M; k=1..,K; k'=1..K’

" (@zm:lns(,msg)[ e ~hi=al) - - - (3.14)

The results computed for the optimum solution & fample problemx{=101, x,=23)
using equations (3.13) and (3.14) are given in & 818.

The sensitivity ranges are valid for 25% acceptablgacity over- and under-utilization
(0=p=0.25). Table 3.8 shows that the capacity of M1 lcardecreased without violating the
upper capacity boundsA¢ =0.935 CUs=378.675 minutes). Onby; is assigned to M1.
Therefore, every operation type set that contatnsiust be selected, that 8§, S, &, S, S,
Sz, S14, and Sis. The difference between the 25% increase of theeupounds and the
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capacity requirements of these operation type reetst be checked. The minimum of these
differences is found &, when equation (3.13) is applied.

Table 3.8 Sensitivity of the operation type
set constraints to machine capacityf=0.25)

Machines Cm ACh ACh'
M1 1 0.935 0.066
M2 1 0.552 0.066
M3 1 0.004 0.497
M4 1 0.001 1.062

The feasible increase is much smaller, it is eqoal.066 CUs £c;'=0.066 CUs=26.73
minutes), indicating that only a small possibily increasing capacity would be feasible.
Only ot; is assigned to M1. In this simple case, again egpgration type set that contaivis
must be selected, that 8, S5, S, S, Si1, Si2, Si4, @ndS;s. The maximum value is found &,
when equation (3.14) is applied.

Table 3.8 shows that the capacity of M2 can alsddmeased without violating the upper
capacity boundsAc; =0.552 CUs=223.56 minutes). Bott, and ot, are assigned to M2.
Therefore, every operation type set that contain®r ot, must be selected. The difference
between the 25% increased value of the upper boaindishe capacity requirements of these
operation type sets must be checked. The minimuthesfe differences is found & when
equation (3.13) is applied.

The feasible increase is much smaller, it is eqoua.066 CUs Ac;'=0.066 CUs=26.73
minutes), indicating that only a small possibil@y increasing capacity would be feasible.
Both ot; andot, are assigned to M2. Therefore, every operation sgiehat containet; and
ot, must be selected, that , S1, Si2, andS;s. The 0.066 value is found a§ ¥hen equation
(3.14) is applied.

The capacity of machines M3 and M4 cannot be deerbg\c;=0.004 CUs=1.62
minutes,Acs, =0.001 CUs=0.405 minutes). On the other hand, ttegacity can be increased
considerably 4c;"'=0.497 CUs= 201.285 minutesg,'=1.062 CUs= 430.11 CUs).

Note that in practice, the values of a feasiblegase or a feasible decrease of machine
capacity can be negative. This can indicate to gensaa lack of or excess capacity, for a
given production plan.

The results in Table 3.8 are independent validityges. That is, a feasible decrease or a
feasible increase is valid only if the capacityao$ingle machine changes. If the capacity of
more than one machine changes, a joint range foofathe simultaneously changing
parameters has to be determined. The sensitivitgeraof the available capacity of several
machines can be determined by calculating the BeEasihange of the upper and lower
capacity bounds of all of those operation type $ess are affected by the change of the
operation type sets assigned to the machines istiqune The result is again a multi-
dimensional space described by the resulting inécpsa

Using the results of Table 3.8,raute-independenanswer can be given to thikird
guestionof Chapter 3.2. If, for example, scheduled maiatee decreases the capacity of M2
by less than 50%, then it would not affect the @bty of the optimum production plan.
Maintenance of M3 or M4, however, cannot be schetlinl this specific period.

The answer to thourth questiorof Chapter 3.2 requires information from both Eabl
3.7 and 3.8. If sensitivity ranges in Table 3.7i¢ate capacity shortages for some operation
type sets, overtime might be needed. The overtiambe applied at those machines whose
sensitivity ranges show a lack of capacity in Tabk
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3.9 Conclusions of Chapter 3

In this chapter, a new method for the formulatiércapacity constraint in FMSs is presented.
This new formulation is based on the concept ofrajpen types, and expresses the capacity
of operation type sets, instead of the capacitgnathines. The proposed method allows the
route-independent evaluation of some capacityedlguestions in FMSs.

There are two major application areas for the tequiovided by the presented approach.
First, the product mix and sensitivity informatioray provide guidelines for on-line control.
That is, disaggregating operation types into opamatcan be done by a real time dispatching
and scheduling system. Details about how to doatesa subject for future research. Second,
an aggregated plan can be disaggregated usingiedatouting and scheduling model (e.g.,
a disaggregation mathematical programming modelpdth cases, however, the suggested
guantities are analyzed and major part mix decs@nme made with the presented approach,
using it as aough cutplanning tool.

There are three main reasons to use the propostaase First, in an automated flexible
manufacturing environment, routing often can beidkgt in real time. It is not necessary to
determine the entire production routing far in atbeof production.

Second, the approach and formulations present#isrchapter have major advantages,
when a quick, route-independent estimation of abégl capacity is desired. When a decision
maker would like to estimate whether the availalapacity of a flexible system is enough to
manufacture a set of orders, then it is not necg¢ea maybe not even possible) to determine
the detailed production plan containing route aratinme assignments.

Third, the operation type-based approach can belemnented with a sensitivity analysis
of the major parameters of a production system. Howshange in machine capacity or a
change in the capacity requirements of an operatype changes the feasibility of a
production plan can easily be analyzed. In theiticachl, machine-based approach, this
sensitivity analysis can only be performed by tlepeated solution of a mathematical
programming model.

The route-independent formulation of capacity oaists in this chapter is for FMS
production planning. However, this approach mayehather application areas, when the
simplification of capacity constraints provides bgts for operations managers, while the
missing information about operation (routing) distas acceptable. For example, Farkas,
Koltai and Stecke (1999) used the operation typeept for balancing workload of machines
in several consecutive production periods in cdgpven orders. In Koltai, Farkas and Stecke
(1998), Koltai, Farkas and Stecke (2001) and Kolsecke and Juhasz, (2004), tooling of
machines for a given production requirement is rieteed using operation type set capacity
constraints.

As a summary, based on Chapter 3, the followingrgific results can be formulated:

Result 2/1

| have defined the set of those operations, whih loe performed on any machine in a
particular group of machines, aperation typeA specific combination of different operation
types is called anperation type sefThe upper capacity bound of operation typekgat) can

be calculated with formula (3.1). The lower capabibund of operation type skfly) can be
calculated with formula (3.2). | showed that thexe&nough capacity to manufacture a given
guantity of parts independently of the specifictiogi of parts without unnecessary idle time
of machines if conditions (3.8) and (3.9) are $atis

Result 2/2
The feasibility of a production plan with respezthe change of operation type requirements
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(rtn) can be determined by sensitivity analysis. If thange of an operation type requirement
is within the feasible increasar(,”) and the feasible decreasw@t(), then there is enough
capacity to produce the planned quantity withoutegessary idle time of machines. | have
determined formula (3.11) for the calculation of fleasibledecreaseand formula (3.12) for
the calculation of the feasibilecreaseof operation type requiremeint

Result 2/3

The available capacity of operation types is deteeoh by the capacity of the machines)(
and machine capacity may change during operatiba.fé@asibility of a production plan with
respect to machine capacity is determined by seigiainalysis. If the change of machine
capacity is within the feasible increage’) and the feasible decreaskcy,), then there is
enough capacity to produce the planned quantitigouit unnecessary idle time of machines. |
have determined formula (3.13) for the calculatibthe feasible decrease and formula (3.14)
for the calculation of the feasible increase of hiae capacity of machine.

The importance of routing in FMSs and the effectrafiting on capacity analysis is
discussed in Guerrero et al. (1999), and Koltale(2000). The introduction of the concept
of operation type aggregation and the formulatibrofmeration type set capacity constraints
are presented in Koltai and Stecke (2008), and aolluhasz and Stecke (2004). The
application possibilities of operation type aggtemain different areas of operation analysis
are explored in Koltai, Farkas and Stecke (199&120Farkas, Koltai and Stecke (1999),
Koltai et al. (2004), and Koltai, Stecke and Jzh@904).
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4 FORMULATION OF WORKFORCE SKILL CONSTRAINTS IN ASS EMBLY LINE
BALANCING MODELS

Assembly lines are generally dedicated to the prvd of one or a few similar products in
large quantities. The production capacity of areadsy line is strongly influenced by the
allocation of tasks to workstations. The tasksgasaent to workstations influences the output
rate, and consequently the cycle time as well. @portant element of production planning
of assembly lines is, therefore, the optimal asagmt of tasks to workstations. To solve this
problem, assembly line balancing (ALB) models amgeds Traditional assembly line
balancing is generally described as a 0-1 mathealgirogramming problem. In this chapter
a general framework is provided to complete ALB eledwvith workforce skill constraints.
The example of a bicycle assembly process shows,the consideration of workforce skill
conditions influences task assignment. The seitsitdf the optimal assignment with respect
to the change of production quantity is also presgrirhe results of this chapter are based on
the papers of Koltai and Tatay (2008), Koltai arataly (2013) and Koltai, Tatay and Kallo
(2013).

4.1 Introduction

Assembly line balancing (ALB) problems occur whesvezal indivisible work elements
(tasks) are to be grouped into (work)stations akigntinuous production line. Workers may
work at each station, and in case of efficientatmn of tasks to workstations, the number of
workers and consequently the cost of operationbmanlecreased. Application of assembly
line balancing can be found frequently, for exampte the automobile, electronic, and
clothing industry (see Chan et al., 1998; Sawik)Z2(Lapierre and Ruiz, 2004 and Cortes,
Onieva and Guadix, 2010). The operation of someicersystems, however, is also very
similar to assembly line operations (Scholl and k&ec2006; Boysen, Fliedner and Scholl,
2008).

Tasks cannot be allocated to the stations arbitrafiapacity constraints, precedence
relations — generally visualized by a precedeneglyr, zoning conditions, technological and
logical requirements may influence the optimal @ssient. Even considering these
restrictions many feasible solutions may existtfar allocation of tasks to workstations and
optimization models can be used to find the best é&signment.

A simple ALB problem is illustrated in Figure 4.This problem is published in an early
paper of Bowman (1960), and with some changesijllitoe used to illustrate the proposed
method in this chapter as well.

t3:9 t6=8 t8: 10

i=4 i=5 i=7

Figure 4.1 Precedence diagram of the sample problem

The time of each operatiof)(is considered deterministic. The indicated 8 ¢askFigure
4.1 must be assigned to workstations. At each viatik&n one worker performs all the tasks
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assigned to the station. Precedence relations;ateti by the arrows in the figure, must be
considered at task assignment. The time requirgeitimrm all the tasks assigned to a station
is the station times(). The workstation with the highest station timehe bottleneck of the
system. The station time of the bottleneck statsoocalledcycle time(T;) which determines
the production capacity of the assembly line. Savajectives and additional constraints can
be considered when the tasks are assigned to \atd(s.

Early research in this area focused on the simpkerably line balancing problem
(SALBP) with its restrictive characteristics such deterministic task times, no assignment
restrictions other than the precedence constrasetsal line layout, etc (Becker and Scholl,
2006; Scholl and Becker, 2006). Extended formshef SALBP consider for example the
possibility of U-shaped lines, parallel stationsdatochastic task times. These models are
referred in the literature as general assembly fiakncing problems (GALBP). GALBPs
may be closer to practical problems, and theirtswlyprocedures, in most cases, are based on
SALBP algorithms (Scholl and Becker, 2006). Depagdon the management objective of
assembly line balancing, the two most frequentgdugersions of SALBPs are the following,

— When management objective is related to operatosj reduction the ALB model
minimizes the number of workstations (workers)dagiven cycle time. The related problems
are referred in the literature as SALBP-1.

— When management objective is related to prodactipiantity the ALB model
minimizes the cycle time for a given number of waidtion. The related problems are
referred in the literature as SALBP-2.

SALBPs can be formulated as mathematical programmodels. The first analytical
formulation of ALB was given by Bryton (1954) anlgetfirst linear programming problem
that might have infeasible solutions because at s@tks was given by Salveson (1955).
Bowman was the first to suggest integer programniifymodels to solve the classical ALB
problem (Bowman, 1960). Whiten (1961) modified Boanis IP model and defined 0-1
decision variables for the problem. Since ALB madate NP hard the research in the past
focused on reducing the number of variables andtcaints in order to reduce the complexity
of the models (see for example Thangavelu and \BhE371; Patterson and Albracht, 1975;
Baybars, 1986 and Scholl and Becker, 2006).

Today mathematical programming models of pracstz ALB problems can be solved
by optimization software very efficiently. Thereéotthe focus of research should be shifted to
practice driven model formulation and to the inigegion of new areas of application
(Boysen, Fliedner and Scholl, 2008). One of thesjmilties of increasing the relevance of
ALB models is the consideration of worker skill dions. There are not too many papers
which are dedicated to the consideration of skifistraints.

Johnson (1983) applies some very simple skill caids in a paper dedicated mostly to
some mathematical questions of the optimizatiocgss.

Wong, Mok and Leung (2006) used the concept of skientory in an apparel assembly
process to organize the proper assignment of tesksorkers and to workstations. This
concept, however, was used in an on-line contrathaeism, and not in an assembly line
balancing optimization model.

Miralles et al. (2007) used skill constraint in eoguction environment for disabled
workers. Different task times for the same taskpressed different skill levels and
workstations with similar skill levels were formeldater this model was extended with the
possibility of job rotation as well (Cosat and Miea, 2009).

Corominas, Pastor and Plans (2008) considered tampand permanent workers in a
motor-cycle assembly process, and these two walarps are able to perform different set
of tasks.

Moon, Logendran, and Lee (2009) considered an ddgdime in which multi-functional
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workers are applied with different salaries, ané of their objectives was to minimize the
total annual workstation cost.

Cortes, Onieva and Guadia (2010) prepared the #&bgdme balancing model of a
motorcycle assembly process with homogeneous wergesups. The complexity of the
model, however, required the application of soptased heuristics to get a feasible solution.

There are models, which consider the change of Iskiél during the assembly process.
The decrease of task time can be attributed tdeening effect (Cohen, Vitner and Sarin,
2006), and the increase of task time can be theseguence of technological and
physiological reasons (see for example Toksarl.e2810 and Emrani et al., 2011). In these
cases, however, skill constraints were not addedeALB models, the change of skill level
is embedded in task time functions.

This chapter is structured as follows. First, folation of the basic ALB models used in
this chapter is provided. Next, skill constraintee ageneralized and the mathematical
description of the different skill conditions isvgn. The results of the suggested models are
illustrated with the help of the production proce$s bicycle manufacturer. The sensitivity
of the optimal assignment with respect to the ckasfgproduction quantity is analyzed with
the production quantity/efficiency chart. All natats used in this chapter are summarized in
Table 4.1.

4.2 Formulation of the basic simple ALB models

Tasks are numbered in increasing order. The nuinbssigned to a task is called the task
index. We refer to a task either by its name oitbytask index. Those tasks which are not
succeeded by any other task are cdlstitasks. The index set of last tasks is denoteld. by

Workstations are also numbered in increasing orflee. first workstation is numbered 1
and the last workstation is numbefddThe numbej assigned to a workstation is called the
workstation index. Workstations are referred in tbbowing by the workstation index. An
assumption must be made about the possible nunlséaitamns prior to task assignment. The
number of stations used in the modelisThat is,J is the number of stations used in the
mathematical model, aridis the number of stations used in the actual line.

The assignment of tasks to workstations is expdegsth binary decision variablg;. If
taski is assigned to workstatignthenx;=1, otherwisex;=0.

In this chapter the following integer linear progwaing formulation of SALBP-1 is used,

Min(N) (4.1)

[
zti Xj <T¢ j=1...3 (4.2)
i=1
J
DX =1 i=1..,1 (4.3)
=1
J
> it ~xp)20 (pa)OR (4.4)
j=1

J
N2> (jog) ioL 4.5)

j=1
xj =0 j<LTyandj>UT; i=1..1 (4.6)

The objective of the model is to minimize the numbé stations used in the actual
system; that is, to minimize the largest index bgiog to a station with task assignment.
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Table 4.1 Summary of notation of Chapter 4

Subscripts:

i
p

q

\

J

k
Parameters:
[

J

N

R

Q(-d.j) -
G -
Wk -

z
EQN) -
Quad(N) -

Quar(N)

by -
d _
Sets:

mmuaor
I

index of tasksi€1,...),

index of a subset of tasks,
index of a subset of tasks,
index of a subset of tasks,
index of workstationg#£1,...J),
index of skill levelj&1,... K).

number of tasks,

number of workstations in the mathematical model

actual number of workstations applied,

set of pair of indices which belong to tasks vptacedence relations, that is,
(P;9)UR, if taskp immediate precedes tagk

number of skill levels,

time necessary to perform tagkask time),

time necessary to perform all tasks at stgt{station time),

station time of stationas a function of production quantity,

cycle time of the assembly line,

total available time for production,

the earliest workstation which can be used@maequence of preceding tasks @
taski,

the latest workstations which can be used Wyitas a consequence of succeedi
tasks of task

the earliest workstation which can be used bgstdelonging to skill levéd as a
consequence of preceding tasks,

the latest workstations which can be used l§sthslonging to skill levet as a
consequence of preceding tasks,

production quantity,

production quantity at which statiprd enters, and statigieaves the bottleneck,
capacity utilization of station

limit on special workers with skill levél

sufficiently high number (higher th&y

efficiency of an assembly line withworkstation afQ production quantity,
maximal production quantity of a line configtioa with N stations,

— maximal production quantity of the optimal lioenfiguration withN stations,

power of the learning curve function at stafion
distance of the station index of two stations.

set of final tasks, that ig/L if taski does not precede any other tasks,
set of the index pairs of immediately precedamsks,

index set of those tasks which must be finistefdre task is started,
index set of those tasks which cannot be stééare task is finished,
index set of tasks belonging to skill level/type

Decision variables:

N —
Xij -
Ijk

hjk

€k

number of workstations applied,

0-1 variable; if;=1, then taskis assigned to workstatignotherwisex;=0,

0-1 decision variable in case of low-skill caasits; ifl=1, worker with skill
levelk is applied at workstatiopn otherwisd;=0,

0-1 decision variable in case of high-skill doasits; if h,=1, then worker with
skill level k is applied at workstation otherwiseh=0,

0-1 decision variable in case of exclusive-sidglhstraints; if=1, then worker

=~

belongincto skill typekis applied at workstatioj, otherwiseg;=0.

51



dc_924 14

The right-hand side of constraint (4.5) determities index of those workstations which
perform last tasks. The highest such index musinbemized. If each of these indices is
smaller than or equal t4, andN is minimized, then the index of the final worksbati and
consequently the number of workstations, is minadiz

Cycle time constraints are expressed by constrédi23. For each workstation the sum of
task times of the assigned tasks is not allowegkteeed the cycle time. As a consequence of
constraints (4.3) each task is assigned to onleeofvorkstations.

Constraints (4.4) express the precedence congrdirtskp must be performed before
taskq, the difference in the bracket is equal to -1,r@ dor each workstation. Since tagk
must be assigned to an earlier or to the same vatids as task); the weighted sum of these
differences is always greater than or equal tofGhé weights are the indices of the
corresponding workstations.

Finally, the number of variables is reduced by t@msts (4.6). Some tasks cannot be
assigned to veryearly workstations because of preceding tasks. For ebegnipin the
problem indicated by Figure 4.1, the required cyrlhee is 25 minutes then the earliest station
for task B is the second station. On the firstistatthe sum of task times of tasks A and B
(11+17= 28 minutes) would violate the cycle timastaint. The earliest workstations which
can be used by tasks determined by.T;. LT, is a lower limit of the feasible station indices
of taski, and its value is calculated as follows,

t +Ztk
LT, =|—

' T,

Cc

4.7)

where[ x| is the smallest integer value not smaller tkan

Some tasks cannot be assigned to \e/workstations because of succeeding tasks. For
example, if in the problem indicated by Figure 4tie required cycle time is 35 minutes then
the latest station for task C is the last but dagm. On the last station, the sum of task times
of task C and the succeeding tasks (F, E, H, G)ldveolate the cycle time constraint. The
latest workstation which can be used by taskdetermined byT,. UT; is an upper limit of
the feasible station indices of taskand its value is calculated as follows,

t+ Ztk
[

T

C

UT, =J +1-

(4.8)

(4.1)-(4.8) is a linear programming model with el 0-1 variables. The required
number of binary variables can be determined uiag T; andUT, values with the following
formula,

J

> (UT, +1-LT) (4.9)

j=1

We note that model (4.1)-(4.8) is slightly diffetdrom the models used in the literature.

Most models formulate the problem for a sinigist task, that is, only one index belongd.to
(see for example White, 1961). If several finak&aexist (see the sample problem in Figure
4.1) then a dummy task is used which directly sedsehe real final tasks. This dummy task
increases the number of 0-1 variables; becauskaindasd+1 task must be assigned do
workstations. In formulation (4.1) to (4.8), howeviastead of the dummy task, the index of
the final workstation is used. This way only onevnariable N) is required. The value &
must be integer, but as a consequence of the mteger bound and of the minimization
objective,N can be considered as continuous variable.
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SALBP-2 minimizes the cycle time for a given numbémworkstations ), that is, the
objective function is as follows,

Min T, (4.10)

Cycle time constraint (4.2), constraints for thef@enance of each operation (4.3) and
precedence constraints (4.4) are the same as iBBAL That is, SALBP-2 is determined by
objective function (4.10) and constraints (4.24§4The limit on the number of variables in
this case can be determined by using an estimatdeofupper bound of the cycle time
(UB(TC)). A trivial upper bound ofT. is the sum of task times, however, generally more
efficient approximations can be found. For examsie,cycle time of the optimal solution of

a corresponding SALBP-1 can be used to determingpar bound for..
The earliest workstations which can be used byitaskow the following,

g+ Ztk
_ KOR
LT = UB(TC) (411)
The latest workstation which can be used by taskow calculated as follows,
ti + Ztk
UT =J+1-| — 5
. UB(T) (4.12)

Pastor and Ferrer (2009) published an improved odefibr the calculation of the feasible
lower and upper workstation indices. Their methomteases computational efficiency in case
of large problems. In the problems presented irfdHewing chapters, however, the estimate
of the feasible workstation indices with formula7?y (4.8), (4.11) and (4.12) is sufficient,
because computation time is insignificant.

Consequently SALBM-1 is defined by constraints J44L8) and SALBM-2 is defined by
constraints (4.2)-(4.4), (4.6) and (4.10)-(4.12)e3e models are summarized in the first row
of Table 4.2.

In the following chapter the basic SALBP-1 and SA-B models will be completed with
constraints expressing work force skill requirersent

4.3 Formulation of workforce skill constraints

Frequently, a set of tasks performed at an asselinielyequires special skills of workers, and
a set of workers working at an assembly line mayehspecial or limited skills. This must be
considered when tasks are assigned to workstations.

It is assumed that each worker is assigned tolhlekel k, k=1,... K. For each task the
minimum skKill level necessary to perform the tasklétermined. The index set of those tasks
which require skill levek is denoted bys.. Three different types of skill constraints can be
distinguished (Koltai and Terlaky, 2011, 2013).

— A limited number of workers belonging to skill lekeinust be appliedt the assembly
line. In this case, there are workers who are btd ® perform each task. Workers with the
lowestskill level (k=1) perform only the simplest tasks. Workers wik highest skill level
(k=K) can perform the most complicated tasks as wellvokker with skill levelk can only
perform tasks requiring skill level smaller thanegual tok, and are not able to perform tasks
which require skill level higher thak Consequently, a worker with skill levklcan only
work at stations which have tasks with skill leegual to or lower thak, and the number of
such stations is constrained frdyalow We call the constraint describing this situatiow-
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skill constraint (LSC).

— Only alimited number of workers are able to perform thestncomplicated task#n
this case there are tasks which require qualifiedkers. There are only a limited number of
workers available to perform such tasks. Workerth whe highestskill level k=1) perform
the most complicated tasks. Workers with the lovaédt level k=K) can perform only the
simplest tasks. A worker with skill levklcan perform tasks requiring skill level higherrtha
or equal tok, and are not able to perform tasks which requki# kevel smaller thank.
Consequently, a worker with skill levielcan only work at stations which have tasks wititl sk
level equal to or lower thak and the number of such stations is constrainad below We
call the constraint describing this situation hgitil constraint (HSC).

— Some tasks can be performed only by special workershis case workers have
different skills/specializations, and a worker spkred in one type of skill, is not able to
perform tasks requiring other type of skills. Tas&se grouped according to skill
requirements, and at a workstation only tasks lgatmnto a given skill type can be
performed. Since a worker working at a station parform exclusively those tasks which
correspond to his/her qualification, we call thexgtoaint describing this situation exclusive-
skill constraint (ESC).

4.3.1 Formulation of low-skill constraints (LSC)

In this case each task is assigned to the lowdbteslel necessary to perform the task. Index
set& contains the index of those tasks which requirekers with skill levelk. The lowest
skill level belongs t&k=1. The binary skill variabl§ is used to indicate worker assignment.
If 1,=1, then worker with skill levek is assigned to workstatignotherwised=0. In case of
LSC any worker with skill levek is capable to perform those tasks, which requiiélsvel
smaller than or equal {q that is the following constraints must be satidfi

K
DZS:‘&J.SZZK‘JW j=1..,J; k=1..K (4.13)

If tasks belonging to skill levéd are assigned to workstatipnthen the left-hand side of
constraint (4.13) is higher than zero, and conseifyuthe right-hand side must be higher than
zero as well. Izis a sufficiently high number, then a skill vailalbelonging to skill levek
or higher must be equal to 1 in the right-hand sidequation (4.13).

According to (4.13) more than one skill variabldnging to workstation may have
non-zero value. Since only one worker must be assigo each workstation, the following
constraints must be added,

K
Dl <1 j=1...,J (4.14)
k=1

According to (4.14), the sum of the skill variableslonging to workstatiof is either
equal to zero, or equal to 1, that is, the maxinmumber of workers assigned to workstation
is equal to 1.

In some cases tasks are not assigned to a wibokséd all. In SALBP-1, for example,
at the beginning of the calculation an upper bo@#dis used for the total humber of
workstations, and finally the optimal number of k&tations is equal thl. Consequently, no
tasks are assigned deN workstations. The skill variable at these workstag must be equal
to zero, that is,

|
dYxzl, (=13 k=1..,K (4.15)
i=1

According to (4.15), if tasks are not assigned twkstationj, then the left-hand side is
equal to 0, and consequently the skill variableshenright-hand side are also equal to O.
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Finally, a given number of workers with skill leye(W) must be applied, that is,

J
Dl =W, k=1..K (4.16)
i=1

According to (4.16) the sum of workstations withhaerok level skill variables must be
higher than or equal to the available number ofkers with skill levelk. In this case the
focus is on the application of low-skilled workeFor example, we may have just two skill
levels K=2), that is,k=1 for unskilled workers, an=2 for skilled workers. If\W;>0 and
W,=0, thenW; number of workstations with tasks for unskilledrikers will be definitely
applied, and skilled workers work at the rest ef wWorkstations.

4.3.2 Formulation of high-skill constraints (HSC)

Each task is assigned to the lowest skill levekssary to perform the task again. IndexSet
contains the index of those tasks which requirekensr with skill levelk. Now, thehighest
skill level belongs tk=1. The binary skill variabléy is used to indicate worker assignment.
If hy=1, then worker with skill levek is assigned to workstatignotherwisehy=0. In case of
HSC any worker with skill levelk is capable to perform those tasks, which requielsvel
lower than or equal tk, that is, the following constraints must be satf

k
dYxj<zy hy =13 k=1.K (4.17)
(ESH v=1

If tasks belonging to skill levéd are assigned to workstatipnthen the left-hand side of
constraint (4.17) is higher than zero, and conseifyithe right-hand side must be higher than
zero as well. Izis a sufficiently high number, then a skill vailmlbelonging to skill levek
or lower must be equal to 1 in the right-hand sitlequation (4.17).

According to (4.17) more than one skill variableynmave non-zero value. Since only one
worker must be assigned to each workstation, thetong constraints must be added,

K
Y h <1 j=1...3 (4.18)
k=1

According to (4.18), the sum of the skill variableslonging to workstatiof is either
equal to zero, or equal to 1, that is, the maxinmumber of workers assigned to workstation
is equal to 1.

In some cases tasks are not assigned to a woddstatiall. In SALBP-1, for example, at
the beginning of the calculation an upper boudy i§ used for the total number of
workstations, and finally the optimal number of k&tations is equal thl. Consequently, no
tasks are assigned td-N workstations in the calculation. The skill variabat these
workstations must be equal to zero, that is,

|
D% 2 hy j=1...3; k=1..K (4.19)
i=1

According to (4.19), if tasks are not assigned twkstationj, then the left-hand side is
equal to 0, and consequently the skill variableshenright-hand side are also equal to O.
Finally, no more than the available number of weskeith skill levelk can be applied,

that is,
J

> hesW,  k=1L..K (4.20)
j=1
According to (4.20) the sum of workstations witmerok level skill variables must be
lower than or equal to the available number of weoskwith skill levek. In this case the focus
is on the application of high-skilled workers. Fexample, we may have just two skill levels
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(K=2), that is,k=1 for skilled workers, an&=2 for unskilled workers. 1#V/,>0 andW,=x,
then no more tham, workstations with tasks for skilled workers can drganized, and
unskilled workers work at the rest of the workstas.

4.3.3 Formulation of exclusive-skill constraints (5C)

This case is found in practice when there are sp&asks, which require special qualification
of workers. The workers with the required qualifioas can only perform these special tasks.
Tasks requiring the same skill are assigned td sk k (or keeping the previously used
terminology, to skill levek). The index set of the tasks belonging to skiletk is S.. The
binary skill variablegy is used to indicate worker assignmentgfl, then worker with skill
typek is assigned to workstatignotherwises=0.

Tasks belonging to different skill type cannot bxed on a workstation. To satisfy this
condition two group of constraints must be satikfie

1. If tasksbelongingto skill typek are assigned to workstatipnthen skill variablegy
must be equal to 1, that is,

If tasks belonging to skill typk are assigned to workstatigrihen the left-hand side of
(4.21) is higher than 0, and the right-hand sidestnhe higher than 0 as well. #fis a
sufficiently high number, then the right-hand safe(4.21) is higher than zero only & is
equal to 1. If tasks belonging to skill tygeare not assigned to workstatiprthen the left-
hand side of (4.21) is equal to O and the skillalale g, on the right-hand side can be either O
orl.

2. If tasksnot belongingo skill typek are assigned to workstatigrthen skill variablegy
must be equal to 0, that is,

é:xijsz(l—ejk) j=1..3; k=1..K (4.22)

If tasks not belonging to skill typeare assigned to workstatiprthen the left-hand side
of (4.22) is higher than 0, and the right-hand swlest be higher than 0 as well.4fis a
sufficiently high number, then the right-hand safe(4.22) is higher than zero only & is
equal to 0. If tasks not belonging to skill typare not assigned to workstatiprihen the left-
hand side of (4.22) is equal to 0 and the skillalzle g, on the right-hand side can be either O
orl.

If (4.21) and (4.22) are simultaneously satisfidten the different groups of tasks are
separated on the workstations, and the proper weaHik is applied at each station.

4.3.4 Summary of the suggested worker skill models

Table 4.2 summarizes the simple assembly line balgnmodels and the corresponding
worker skill constraints. The basic models are gmé=d in the first row of the table. SALBP-1
is an integer linear programming model and it igegiin the first column. SALBP-2 is a 0-1
linear programming model and it is given in theas&tcolumn. Note, that if there is only a
single final task in SALBP-1, then the right-handesof (4.5) can be directly minimized, and
consequently there is no need for varidlleThe workstation index limitd{l; andUT;) are
calculated with expressions (4.7) and (4.8) ori¥and (4.12) respectively.
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Table 4.2 Summary of ALB models and skill constisain

Minimization of workstations Minimization of cycle time
(SALBP-1) (SALBP-2)
Basic Min(N) Min (T )
models ! _ |
;';X” STc J =1..,J ZT'XIJ STC jzl,J
J |31
=1 i=1..1
;X' ! D % =1 i=1..
S j=1
ZJEﬁqu_Xpi)ZO (pALR |
= J ZJE(XC“_XD])ZO (p,q)DR
NeS(ix) o |
=1
¥ =0 j<LT,
j>UT Xj =0 j<LT
i=1...,l J>UT;
i=1..,1
Low-skill K
constraints | 2. % <z).l, j=1..3; k=1..K
(LSC) S, vk
Dl <1 j=1...,3
k|:l
D% 2l j=1..3; k=1..K
i=1
J
Dl =W, j=1...3; k=1..K
=1
Iy =0 j<LS andj>US, k=1..K
High-skill k
constraints | ».X%j <z> hy  j=1..J; k=1.K
(HSC) 0S¢ =1
K
> hjst j=1...,3
k|:1
inj Zhjk i=1...,J; k=1..,K
i=1
J
D hj W j=1..3; k=1..K
j=1
hjk =0 j<LSk andj>USk, k=1..K
Eﬁﬁﬁlusive- > % <76, j=1..3; k=1..K
SKI i0S,
constraints c<zll-e,) j=1..J; k=1..K
(ESC) %X'J ( lk) J
e, =0 j<LS,andj>US k=1..K
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For SALBP-1 and SALBP-2 the corresponding workeaH slonstraints are given in the
LSC, HSC and ESC rows. Note, that LSC and HSC caing$ can easily be transformed into
each other, because they express similar requitsmeuast focus on two different
management problems: a given number of low-skillemtkers must be applied, or the
available number of high-skilled workers is limitdfilboth LSC and HSC constraints exist in
a problem, then differen?i and S must be determined for the LSC and for the HSC
formulations. Applying the differerii\i values ands sets, the indicated constraints can be
simultaneously used.

The application of skill constraints increases thenber of binary variables, which
increases computation time. The total number df gkriables in practice, however, is not
very high, compared to the total number of varialbéthe problem. Nevertheless, applying
conditions similar to (4.6), the number of skilinstraints can be reduced.

The decrease of the number of variables in thecl#&LBP-1 and SALBP-2 is based on
the calculation of the lower bound and the uppemidoof the workstation index of each task.
If the lowest feasible workstation indelxT{) of each task is known, then the lowest feasible
workstation index of a skill variabld.§) is the minimum of the lowest feasible workstation
indexes of those tasks which belong to skill ldyehat is,

LS = Min(LT,) (4.23)

Furthermore, if the highest feasible workstatiodeix (UT;) of each task is known, then
the highest feasible workstation index of a skdtigble JS)) is the maximum of the feasible
highest workstation indexes of those tasks whidbrggeto skill levelk, that is,

US, = Max(UT)) (4.24)

Those skill variables, which are definitely equal@ in any feasible solution, can be
excluded from the calculations with the followingnstraints,

Ik =0 j<LS¢andj>Us, k=1..K (4.25)
h, =0 j<LS,andj>US, k=1..,K (4.26)
e, =0 j<LS andj>US, k=1..K (4.27)

Finally, in Table 4.2 skill constraints are addedStALBP-1 and to SALBP-2, that is, the
number of workstation (line utilization) or the ¢ég¢ime is minimized. The proposed models,
however, can easily incorporate other objectivectioms which express the different labor
cost of differently skilled workers.

The performance of the suggested skill constravds tested is several examples. An
illustration of two level (K=2) skill constraintsabed on a slightly modified example of
Bowman (1960) can be found in Koltai and Tatay @0dnd a multi-level example is given
in Koltai and Tatay (2013). The next chapter shawesy skill constraints are applied in case
of the assembly process of a bicycle manufacturer.

4.4 Application of simple ALB models with skill castraints at a bicycle manufacturer

Olympia Bicycle Ltd. is a bicycle manufacturer cang producing bicycles in small and
medium lots. Lot sizes range between 200-1000 .uAitsparts necessary for assembly are
provided by suppliers. The only non-assembly ojpanat painting. The frames provided by
suppliers are painted in the painting shop. Assgntbperformed in three stages: there are
two preassembly lines and one final assembly line.

The first preassembly line prepares the wheelsséltend preassembly line assembles the
frame and the handle bar. The preassembly linestaoe and simple. The assignment of
tasks to workstations does not require any sophistl quantitative tool. Therefore, this
analysis deals only with the final assembly.
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Final assembly is made along a U shaped line. peshowever, only describes the
geometrical form of the line. Each workstation tseaded by a single worker, and each
worker is assigned to a single workstation. Depsmain the bicycle model, about 30-80
tasks are performed at 10-15 workstations. The fimoves with a steady speed set by the
operations manager based on the expected cycle 8Some tasks are simple and can be
learned by any workers, while some tasks requireeregpertise and experience. The tasks of
a typical product of the company are given in Tabg

The table shows the list of tasks of final assemtilg immediately preceding tasks, and
the task times. Based on the information of Tab® the precedence graph of tasks can be
easily depicted (see Figure 4.2).

Demand for this particular product is 200 units &n#Hour is assigned to produce this
guantity in a given day. Based on these data, dwpired cycle time is 90 seconds
(5-60-60/200).

Table 4.4 summarizes the optimal solution of eadaddeh presented in this chapter.
Boldface numbers in th& andN columns indicate the optimal solutions, while fagdace
numbers are parameters of the corresponding matel.optimal assignment/station time
columns show which tasks are assigned to the $pewirkstations, and how much time is
needed to complete these tasks at the given station

The row of model 1 in Table 4.4 shows the optinwlison of SALBP-1. According to
the optimal solution at least 10 workstations areassary to produce the required number of
bicycles. The cycle time belonging to this optinaaglsignment is 90 seconds. The highest
station time is at workstation 1 (90 second) arel lihe is very unbalanced. The difference
between the smallest and the largest station 8@ isecond.

T~
\

Figure 4.2 Precedence graph of a sample bicycle

The row of model 2 in Table 4.4 shows the optintdlison of SALBP-2. It is assumed
that 10 workstations are used. An upper bound erofitimal value of the cycle time is the
cycle time of the optimal solution of SALBP-1 (9@c3. It can be seen that the optimal
solution is 80 seconds. This line configurationnisich more balanced. The difference
between the highest and smallest station timedsaed and the smallest station time belongs
only to one workstation.

The calculation of the optimal solution of the met®d models takes only a few seconds
on a common computer using Excel as the input apub interface of Lingo mathematical
programming software.

The assignment of tasks to workstations is fredueinfluenced by workforce skill
conditions. In the following, two different workfoe skill conditions are illustrated with the
help of the bicycle production process.

59



dc_924 14

Table 4.3 Tasks and precedence relations of thelgabicycle model

Time off Immediate
i Tasks taski | precedent of LJ; uJ
(sec) taski

1 Connecting the fron.t break with the 21 i

Bowden cable housing 1 25
5 Li.nking the front part of the rear break 23 1

with the Bowden cable housing 1 25
3 Conr_wecting.the first part of the front _ 10 5

derailleur with the Bowden cable housing 1 26
4 Linking the rear part of t_he derailleur with 10 5

the Bowden cable housing 1 27
5 Positioning the pIas'Fic holder of the 10 5

Bowden cable housing 1 27
6 Cpnnecting the rear part of t_he rear break 10 2

with the Bowden cable housing 1 28
7 Linking the first part of the derailleur with 10 3

the Bowden cable housing 1 26
8 Li_nking the middle part of the_z derailleur 10 4

with the Bowden cable housing 1 28
9 Positioning and securing the derailleur 30 - 1 26
10 Supplying the rear derailleur 16 - 1 27
11 Supplying the front derailleur 14 5 1 28
12 Positioning the chain 50 9,10,11 2 27
13 Positioning the front wheel 10 - 1 28
14 Positioning the rear wheel 10 12 2 28
15 Fastening the front wheel 20 13 1 28
16 Fastening the rear wheel 2( 14 3 28
17 Installing the front break 24 1 1 27
18 Installing the rear break 24 2 1 28

Linking the rear part of the rear derailleyr
19 with thge Bowdenpcable housing 10 8,16 3 28
20 Installing the front derailleur 35 7,9,11 2 28
21 Installing the rear derailleur 25 4,5,12,1517 3 28

Cutting the Bowden cables (to right
22 Iength? (to rig 10 | 67171819 -
23 Positioning the ends of the Bowden cahle 15 rez 5 28
24 Setting the derailleur 50 23 6 28
25 Setting the breaks 70 24 6 29
26 Positioning the cardboard on the frame 10 25 7 30
27 Positioning quick-release on frame 10 26 7 30

Removing the first wheel and secure it tp
28 the frameg 35 27 7 30
29 Positioning the brakes 15 28 7 30
30 Packing 1 50 29 8 30
31 Packing 2 50 30 8 31
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Table 4.4 Optimal solutions of the SALB models

Models T N | WH/ H/S Optimal assignmergtation time(sec)
WS j=1 j=2 j=3 j=4 j=5 j=6 j=7 j=8 j=9 j=10 [ j=11
. SALBP-1 90 | 10 - - 1,2,3,4,| 6,7,9, | 13,15,20 | 12,14,18| 8,16, 22,23, | 25 26,27, | 29,30 31
5,10 11,17 19,21 24 28
90 88 65 84 65 75 70 55 65 50
. SALBP-2 80 10 - - 9,10, 1,2,5, |3,4,7 8,14 16,17 22,23, | 25 26,27 | 29,30 31
13,15 6,11 12 18,20 19,21 24 28
76 78 80 79 79 75 70 55 65 50
. SALBP-1+HSC 90 | Inf. 1 20,24
. SALBP-2+HSC | 100 | 10 1 20,24 |1,2,48,| 3,918 | 56,7, 10,12, 19,21, 20,23, | 25 26,27 28,29, 31
13,17 11,15 14,16 22 24 30
98 64 64 96 45 100 70 20 100 50
. SALBP-1+HSC 90| 10 2 20,24 1,2,3,4| 59,11, | 10,12,18 | 172021 | 6,8,14, 23,24 25 26,27 | 29,30 31
7,13 15 16,19,22 28
84 74 90 84 70 65 70 55 65 50
. SALBP-2+HSC | 80 10 2 20,24 | 1,2,4, 3,7,8, | 5,9,11, 12,14,16| 6,1920, | 22,23, | 25 26,27 | 29,30 31
10,13 17,18 | 15 21 24 28
80 78 74 80 80 75 70 55 65 50
. SALBP-1+LSC 90| 11 2 3,4,5,6,7,| 1,25, 9,12, 4,6,8 14,15, 3,7,17, 21,23, | 25 26,27 | 28,29 30 31
8,26,27 | 10,21 |13 16,18,19| 20,22 24
84 90 30 84 89 90 70 20 50 50 50
. SALBP-2+LSC | 84 11 2 3,45,6,7, 1,29, |48 3,5,6,7 10,11,12| 14,15,16| 18,20, | 22,23, | 25 26,27,28, | 30 31
8,26,27 | 13 17,19 21 24 29
84 20 40 80 84 84 75 70 70 50 50
. SALBP-2+LSC | 100 | 10 2 3,45,6,7, 1,29, |34,5, |10,11,15,| 12,14, 20,21, 24 25 26,27 | 28,29,30| 31
8,26,27 | 13 6,7,8 17,18 16,19 22,23
84 60 98 90 85 50 70 20 100 50
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4.4.1 Application of high-skill constraints (HSC)

Generally, workers of the bicycle plant are ablgp&rform all the required tasks. The line
manager, however, thinks that some complicatedtamlst be assigned to the best workers.

In this case, it is implicitly assumed that there eomplicated tasks which require special
skills and can be performed by special, qualifiearkers. The tasks which require special
skills belong to setS. The rest of the tasks do not require speciall siid/or special
gualification of the workers, consequently two klalvels K=2) are defined. The regular
tasks belong to sgtwhich is in this case iS.

In our sample assembly process, one of the wodtdtee line is considered the most able
and the most complicated tasks are generally asgigmthe workstation of this worker. This
implicit requirement of the line manager can berfolated explicitly as high-skill constraint.
It is assumed that only this high-skilled work®=1) is able to perform that subset of the
tasks §) which are considered complicated by the line mganaAt the product of the sample
problem, tasks with indices 20 and 24 are consteoenplicated $={20, 24}).

Adding constraints (4.17), (4.18), (4.19) and (4.20 the SALBP-1, the minimum
number of workstations considering high-skill coastts can be obtained. The results in the
row of model 3 in Table 4.4 indicate that the mduked infeasible solution. This can be easily
explained by looking at Figure 4.2. Task 20 immgalja precedes task 23 and task 23
immediately precedes task 24. Since tasks 20 anta2d to be assigned to the only high-
skilled worker, all these tasks (20, 23, 24) mustperformed by the one available high-
skilled worker. This would result in a station tiregual to 100 seconds (35+15+50), which is
infeasible according to the cycle time constra{h0>T.=90).

Solving the SALBP-2 with 10 workstations (with tbetimal solution of the SALBP-1
without HSC) and completed with constraints (4.14)18), (4.19) and (4.20), we obtain 100
seconds for the minimal cycle time (see the rownotlel 4 in Table 4.4), and the high-skilled
worker works at workstation 6. This result also wshothat the original cycle time (90
seconds) cannot be met with a single high-skilledker.

According to the row of model 5 in Table 4.4, th&imal solution of SALBP-1 with 2
high-skilled workers \(/=2) is 10 workstations. The two high-skilled workework at
workstations 4 and 6. Worker skill constraints e tanalyzed case will not lengthen the
assembly line if two high-skilled workers are aghle; however, the operation costs could be
higher because of the application of two high-skillvorkers.

Finally, solving the SALBP-2 with 2 high-skilled wers, the minimum of the cycle time
is 80 minutes, and high-skilled workers work at katations 5 and 6 (see the row of model 6
in Table 4.4). Consequently, HSC will not deterieraycle time if two high-skilled workers
are available.

Based on these results, the management may compsaeding special training to some
workers, because with only one high-skilled wortker capacity of the line is insufficient.

4.4.2. Application of low-skill constraints (LSC)

Generally workers of our sample bicycle plant abpée @o perform all the required tasks.
Sometimes (e.g. in holiday seasons), however, lsecalilabor shortage, temporary workers
are applied. The line manager knows that these averére not skilled properly and only the
simplest tasks can be assigned to them. In this, das assumed that only a subset of tasks
can be assigned to a limited number of workers.

These tasks are called simple tasks and they bétosgtS,. The rest of the tasks are
regular tasks and belong to sgtwhich is equivalent t&. We again face a two-skill level
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case K=2). It is assumed that a limited number of lowhskli workers are already employed;
therefore, workstations for them must be organized.

Let us assume in the sample assembly processwbatemporary workers are applied
(W=2) and only eight tasks (listed in Table 4.4 ituoon S, of the last three models) can be
assigned to these workers. The solution of model Table 4.4 shows that the minimum
number of workstations necessary in this case isCbhsequently, the application of low-
skilled workers increases the length of the lineobg workstation compared to the original
case (see the results of model 1).

The minimal cycle time for 11 workstations with leskill constraints is 84 seconds. This
is also higher than the minimal cycle time obtaif@dthe original problem (see the results of
model 2). Consequently, the application of temporaorkers increases line length and
deteriorates cycle time as well.

The deterioration of cycle time is even more apparethe SALBP-2 is solved for 10
workstations and with low-skill constraints (see tbw of model 9 in Table 4.4). In this case,
cycle time is 20 percent higher than in the origoase (100 seconds).

Based on these results the management may conidexample, a special training for
temporary workers to eliminate the unfavorable affef low-skilled workers on line length
and on cycle time.

4.5 Sensitivity analysis of line efficiency with repect to production quantity

An important problem of assembly line operationtli® proper reaction to production
requirement changes. If production requirementeases, line capacity generally must be
increased. If production requirement decreaseiatiibn of the line decreases as well, and,
consequently, the decrease of line capacity isiredu These types of problems can be
analyzed with the help of the Efficiency-quantigg(Q,N)) chart (Koltai and Tatay, 2010;
Koltai, Tatay and Kallo, 2014).

The calculation of line efficiency for a specifioé configuration withiN workstations is

as follows,
| | |
XD YD)
=1

E(Q,N):—I\TD_C :—N T =QES= (4.28)
Q

Expression (4.28) shows that line efficiency isedetined by the number of workstations
(N). At the ideal task assignment, station time afheaorkstation is equal to the cycle time;
that is, s=T.. In this case, the line is perfectly balanced,r¢hes no idle time at the
workstations and line efficiency is equal to 1tHé line cannot be perfectly balanced, idle
time exists and line efficiency decreases. If,dome reasons, more workstations are applied
than necessary, line efficiency also decreases.

Expression (4.28) shows that line efficien&(Q@,N)) is a linear function of production
guantity Q). If production quantityncreasesthen cycle time decreases and, consequently,
line efficiency increases. There is, however, a imar quantity which can be produced
during the available total tim&). This quantity is determined by the maximal statiime of
the line (Max§}), that is,

_ T
Quax (N) —W (4.29)

If target production quantity is above the maximpnoduction quantity, either the
increase of total time required or a new line ogunfation must be determined. Therefore,
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Quax(N) is the upper production limit of the current taslsignment.

If production quantitydecreasesline efficiency decreases as well. After a cer@anount
of production quantity decrease, the line configjarais not optimal anymore; the required
guantity can be produced with fewer workstationse Towest production quantity at which
the line withN workstations is still optimal is determined by theximal production quantity
of the optimal line witiN-1 workstations. This quantity is denoted@yax(N-1).

If the SALBP-1 is solved, a solution which providasline configuration with the
minimum number of workstationdN) is obtained. As long as production quantity ishwi
the validity range defined by the minimal and maxinproduction quantity, the line
configuration is optimal with respect to the numbémworkstations and task assignment. If
production increase\ workstation is not enough and more workstatiores raquired. If
production decreases, less workstation should baliealp therefore, the line withN
workstations is not optimal any more. Consequertkig, line withN workstation is optimal
only if production quantity is within the followingange,

Quax (N 1) < Q< Qye (N) (4.30)

Note that expressions (28) and (29) can be cakuiladr any line configuration with
workstations. Several task assignments may belmagdine withN workstations and different
cycle time and maximum production quantity may hgloto each assignment. The
assignment with the smallest cycle time can beiobtaby solving the SALBP-2 foN
workstations. In this case, the highest (optimadximal production quantity belonging b
can be obtained. The optimal maximum productionntityais denoted byQ2>"(N). Using

Max

this value, the validity range for the optimal a@ydime line configuration, that is, the
maximum validity ranges the following,

Q(N-1)<Q<Q%"(N) (4.31)

The validity range of optimality is closely relatéd line efficiency. If production is
within the validity range, line efficiency is théghest possible. If production is outside of this
range, a new line must be formed.

Figure 4.3 shows the change of line efficiency wigspect to production quantity for
each possible line configuration of the bicycleeasily line.

The figure shows th&(Q,N) function for several optimal workstation configtions
(N=1,...,14). Each line in the figure is obtained bivsw a SALBP-2 with the corresponding
N. In the case oN=1, each task is performed at a single workstatitytle time is equal to
the sum of task times (707 seconds) and the maxipratuction quantity is equal to 25,5
according to (4.29). At the maximum production dgugrine efficiency is 1, because there is
no idle time at the workstation. The rest of thedtons are obtained by solving the SALBP-2

for N=2,...,14, and the highest value of the independariableQ is Q5. (N) at each line.

In Chapter 4.4, the SALBP-1 was solved @+200 units. According to the results the
optimal number of workstations is equal to 10. @ytoine is 90 seconds which is higher than
the optimal cycle time obtained by the SALBP-2;rétfere,Quax(10)=200. The optimal cycle
time in the case di=10 is 80 seconds, angS"’ (10)=225 units. Solving the SALBP-2 for

ax

N=9 we getQg"7(9)=189.5. According to (30), thealidity rangeat the task assignment

Max

obtained by the SALBP-1 in Chapter 4.3 is as folpw
1895<Q < 200 (4.32)
According to (31) themaximum validity rangeof the optimal cycle time line
configuration with 10 workstations is as follows,
1895< Q< 225 (4.33)
Assume now that production decreases to 180 uUfigsire 4.3 shows that 180 units can
be produced with 9 workstations. The operation manamust decide which line
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configuration to use. Continue producing with 10rkstations at 0.707 line efficiency or

reorganize the line and produce with 9 workstatiah®.78 line efficiency. The answer is
partly influenced by expected further changes.réidpction further decreases, it is probably
better to apply 9 workstations. If the productioactase is temporary and production
guantity is expected to return to the previous|l€2@0), then it is not worth to reorganize the
line.

Assume now that production increases to 210 u@isrently, the solution of the
SALBP-1 is used; therefore, 210 is outside of tldidity range. This value is, however,
within the maximal validity range, therefore, 10nk&tations with a task assignment provided
by the solution of the SALBP-2 is feasible. Lookiag Figure 4.3 managers can see the
possibilities of the current line configuration areth make a proper decision when production
requirement changes.

E(Q)
1 N=1 N=2 N=3 N=4 N=5 N=6
N=7 N=8 N=9 Nz=10 - NVF11
! N=12
N=13
N=14
T T f i E T ) Q
100 150 i 200 i 250 300
1 Q=200
orT(9) =1895 oPT(L0) = 225

Figure 4.3 Effect of production quantity on liné@éncy

4.6 The effect of the change of task times

The task times used in the models presented inctiapter may change for several reasons
during production. Two of these reasons are ingastd next. First, since tasks are performed
by workers, the task times are random variablesoi® as a consequence of the learning
process, task times may decrease as productioegusc

4.6.1 The effect of the variation of task times

The presented simple ALB models cannot take intmsicerations the stochastic
characteristics of task times. Therefore, a simutatnodel was prepared to analyze the effect
of the variability of task times. The objectivesamulation is to examine the robustness of the
optimal solutions of the mathematical programmingdels presented in Chapter 4.4 with
respect to the stochastic change of task times.

Different distributions (deterministic, normal, andiform) and different relative standard
deviations (5, 10, 15, 20%) were applied to mobel\tariations of task times. The length of
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the replications was chosen according to the tieguirement of the minimal lot size
(200-90=18000 sec). Some results based on 50@a#phs are summarized in Table 4.5.

Table 4.5 shows the statistical characteristicsagmand half width) of production
guantities in the given 5 hour production periocadanction of the distribution function and
relative standard deviation using the optimal sofubf the SALBP-1 as an input. The data
clearly show that only large standard deviationsehaonsiderable effect on the target
production quantity (200 units).

We have also examined the effect of high-skilled semporary workers. We assumed
the same mean task times, but different relatisadsrd deviations for the same task if it is
performed by differently skilled workers. Lower iarce is assumed for high-skilled workers,
and higher variance is assumed for low-skilled wosk Simulating the operation of the
assembly line using the optimal solutions of eaatdeh of Table 4.4 as an input, similar
results (with small differences in accordance witiput variations) were obtained to the data
shown in Table 4.5.

Table 4.5 Summary of simulation results
Relative standard deviation

Distribution 0% 5%H _ 10(T: - 150:"’ _ 20(:0 _
al a al al

Mean| Mean | iqh | Mean | igin | Mean | g | Mean | idin

Deterministic [ 20C [ - [ - [ — [ — [ — [ — [ — [ -
Normal 200| 199.6 0.04 | 199.3] 0.05 | 199.0| 0.08| 198.8| 0.09
Uniform 200 | 199.2| 0.01 | 198.6] 0.1 | 197.9 0.13| 196.8] 0.16

Based on the simulation results, we can conclug@g th efforts are made by the
management to reduce the variance of task timesrdyyer organization of the line and by
training the workers, the output variance is rekd{i small. In this case, the effect of variance
of task times on the cycle time and, consequentlythe output quantity is relatively small.
Therefore, the optimal solutions of SALBM-1 and 93M-2 can be accepted as valuable
information for line configuration decisions.

4.6.1 The influence of the learning effect

In case of the presence of learning effect, itresspmed, that station time decreases as the
number of the performance of the tasks at theostaticreases. In this casgis the station
time only at the first performance of the operatrstatiory. An 5(Q) function describes the
station time as a function of the number of proedgsarts. Applying the classical exponential
learning function (Yelle, 1979) the values(Q) is the following,
5;(Q)=5;,Q", (4.34)

whereb;<0 determines the decrease of station time abstpin case of learning effect.

In this case, any calculation, which is based @assumption of a constant cycle time,
must be revised, sin@ycle time constantly changts two main reasons:

1) If stationj is the bottleneck of an assembly line, then, esrsequence of the learning
effect, cycle time decreases exponentially accgrtrthes(Q) function.

2) In case of the presence of learning effect,|dwtck may shift from one station to
another at certain point of time.

The cycle time change is continuous (exponenti@digreasing) in the case of point 1). In
the case of point 2, however, the change of théedyme is not continuous as it is illustrated
in Figure 4.4.
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Station time

Station;
s(Q

Stationj-d
S4(Q)

s Q
Q(-d.)

Figure 4.4 lllustration of bottleneck shift

Figure 4.4 shows the station time functions of thifferent stations (statiop-d andj) as
a function of production quantity. The differencween the two station indexes is expressed
with d. To depict the station time functions of statignd andj in the same diagram, a
common independent variable must be selected siade station processes a different part at
the same time. For practical reasons, we selectptiogluction quantity of the latest
workstation (station in this case) as independent variable. Conseguept(Q) denotes the
station time of statiofr-d as a function of the part manufactured at stgtion

According to Figure 4.4, at first, statignis in the bottleneck, sincg(Q)>s.4(Q), and
cycle time exponentially decreases. Station timatafionsj—d andj are equal at quantity
Q(j-d,j). After this quantity, statiofr-d is in the bottleneck of the line becais{€)<s.q4(Q).
Q(—d,j) indicates bottleneck shift. At this quantity,tgia j leaves the bottleneck and station
j—d enters the bottleneck. In case of an assemblywitie several workstations, the output
rate of the line is determined by the envelopmemte of all the station time functions of the
line.

Assembly line balancing in case of learning effsctery complicated, since a constantly
changing cycle time cannot be minimiz@bhen, Vitner and, 2006However, the results of
assembly line balancing based on constant cycle toan be acceptable as a good
approximation of optimal line configuration undeetfollowing conditions:

— Station time doesn’t decreases infinitely in picac Even in case of learning effect, a
constant station time is assumed after an initrabpction period (warm-up period) of the
line. If this constant station time is used, theeliconfiguration is optimal for the operation
after the warm-up period.

— Bottleneck change occurs generally at small ques{smallQ(j-d,j) values), therefore,
its effect on production quantity and on throughpure is significant only in case of small
production batches.

Consequently, if steady state station times caedbenated, and production batches are
relatively large, the results of assembly line balag models presented in the previous
chapters can provide acceptable information far tanfiguration decisions.

A detailed examination of the effect of learning the bottleneck shifts and on the
throughput time can be found in Koltai and Gyork#812) and in Koltai, Gyorkds and Kall6
(2014). The change of the efficiency function asoasequence of learning is discussed in
Koltai and Gyoérkds (2013).
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4.7 Conclusions of Chapter 4

This chapter showed how basic assembly line baignanodels can be completed with
workforce skill constraints. First, the two basiodels, that is, the workstation minimization
model and the cycle time minimization model arespréed. Next, in order to generalize
workforce skill constraints the basic cases aressi@d into three categorietow-skill
constraintsare applied when the focus of operations managéo provide work for low-
skilled workers.High-skill constraintsare applied when the responsibility of operations
managers is the performance of complicated taskb Wnited number of high-skilled
workers. In both cases the consideration of seshillllevels makes the constraints generally
applicable in practical context. Finallgxclusive-skill constraintsare applied for tasks
requiring specialists. Mathematical formulationtioé three skill constraint types is presented
and the constraints are integrated into the basipls assembly line balancing models.

The effect of skill constraints on the optimal smo of ALB models is analyzed in a
bicycle assembly process. The optimal solutiorhefrhodels helps the operations manager to
make decisions when frequent reconfiguration of lthe is required as a consequence of
frequent production quantity changes under changiordforce skill conditions.

Implicit management considerations about workfos&dl are translated into explicit
mathematical constraints. The solution of the AlBlpems completed with HSC and LSC
may help to evaluate the effect of the availabitfydifferent workers on line length and on
line capacity.

Based on the optimal solutions of several SALB-@y@ms a graphical tool is developed
to analyze the effect of production quantity change efficiency.

The presented ALB models are deterministic; theegfathey do not take into
consideration the variance of task times. Howesienulation analysis of the operation of the
assembly line based on the optimal solution of AbhBdels was performed. The results of
simulation revealed that the optimal solution of BAlmodels provides robust information
related to production quantity. Consequently, todutgon of the presented simple ALB
models can provide relevant information for theduction manager of the bicycle assembly
plant.

The mathematical programming models in the castefbicycle manufacturer require
less than 1200 binary variables even in the mostptiocated case. The application of skill
constraints with two skill levels requires about 24w skill variables (2 skill level*12
workstations=24 skill variables). Run time is sgbninfluenced by the structure of the
precedence graph. For any problem at this compaowever, the optimal solution can be
obtained in less than 1 minute with Lingo softwanean average laptop computer. These data
show that there are no computational constraineswmthese models are applied in practice.

As a summary, based on Chapter 4 the followingnhsifie results can be formulated:

Result 3/1
| have defined the following three types of muéti#l workforce skill constraints in case of
simple assembly line balancing problems:

— Low-skill-constraint(LSC): A given number of workers belonging to skill levehist
be appliedat the assembly line. These workers cannot pertasks belonging to skill levels
higher thank. They can only work at stations which have task$ wkill level equal to or
lower thank, and the number of such stations is constraired frelow

— High-skill-constraint(HSC): Only alimited number of workers are able to perform the
most complicated task¥hese workers cannot perform tasks belonging tib Iskiels higher
thank. They can only work at stations which have taskh gkill level equal to or lower than
k, and the number of such stations is constraired &bove

68



dc_924 14

— Exclusive-skill-constrainfESC):Some tasks can be performed only by special warkers
In this case workers have different skills/spezations, and a worker specialized in one type
of skills is not able to perform tasks requirindhet type of skills. Consequently, tasks
belonging to different skill types cannot be mixad station.

The formulation of the three different constraypés is summarized in Table 4.2.

Result 3/2

The efficiency of an optimal simple assembly linenfeguration is a linear function of
production quantity. For several production qu&gitthe same task assignment is optimal,
and these production quantities determine the se@hsrange of the optimal task assignment.
| showed that a task assignment of a line Wtlworkstations is optimal if production quantity
is within the range specified by constraint (4.3a)thin this range, line efficiency linearly
changes with respect to production quantity, bluih&l resulting efficiencies are optimal.

The definition and mathematical description of thiéerent workforce skill constraints
are presented in Koltai and Tatay (2011, 2013)ayaind Koltai (2011) and Koltai (2013).
The practical application of the presented apprpanl the interpretation of the results in a
practical case are presented in Koltai and Tat@g@® Tatay and Koltai (2010), Koltai, Tatay
and Kallo (2011, 2014), Koltai (2012) and Koltada@yorkos (2012). The effect of learning
on the operation of simple assembly lines and tiadyais of the efficiency function in case of
the presence of learning effect can be found inda@nd Gyorkos (2013), Koltai, Gyorkos
and Kallé (2014), and Gyorkos, Koltai and Kallé 120.
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5 APPLICATION OF PERTURBATION ANALYSIS FOR SENSITIV ITY ANALYSIS
OF A PRODUCTION SCHEDULE

Production planning generally determines the prodncquantities of parts/products in a
given production period, and the amount of resaiassigned to perform production tasks.
Next, a detailed schedule of the performance ofptteeluction tasks must be determined.
Production scheduling is generally presented imfaf a Gantt chart for every machine
participating in production. The Gantt chart shaws starting and completion time of the
operations on the machines. A production schedluleost cases, is very sensitive to several
stochastic events. Operation times may change, imeemay break down and operators may
not be available. An important question is, how iecurrence of unexpected events
influences the production schedule. This chaptemshhow the sensitivity of a production
schedule can be analyzed with perturbation ana{i7#3. The example of a continuous steal
casting process shows, how the change of produstibaedules can be analyzed with PA, and
how requirement for the modification of the schedohn be forecasted. The results of this
chapter are based on the papers of Koltai (199@ltaK Larraneta and Onieva (1993), Koltali,
Larraneta and Onieva (1994), Koltai et al., 1994 Koltai and Lozano (1998).

5.1 Introduction

A challenging possibility for the examination okdiete event dynamic systems (DEDS)
is the application of perturbation analysis (PA)athcan provide gradient information from a
single simulation experiment (see for example HdeEand Chen, 1983 and Ho, 1987). The
idea of PA is to perform a simulation experimemtd asia an algorithm an estimate can be
derived about the gradient of a performance measuttee system with respect to one of its
parameters (Ho, 1983). This gradient information ba used for iterative improvement of
system performance (Ho et al., 1984; RubinsteiB6).9

Various intriguing problems have been solved sitheefirst publication of the method.
Propagation rules for infinitesimal and finite pekations (Ho, Cao and Cassandras, 1983),
examination of multi-class networks (Cao, 1988)jau#s suggestions for avoiding or at least
smoothing the effect of discontinuities are extagdihe application area of PA (Ho and Li,
1988). Researchers of this field, however, havetima®ncentrated on generating and/or
propagating perturbations, but have avoided theneation of the validity range within
which the gradient information is valid. The intesimal approach deals with this problem by
simply saying that the size of the perturbatiosnsall enough not to hurt the deterministic
similarity. The finite approach calculates accusatke effect of finite changes of a parameter
with higher order propagation rules, but it alsibsféo provide information about the validity
range (Ho, Cao and Cassandras, 1983). The effeat secific perturbation is calculated
correctly but if the perturbation changes the dakion has to be performed again.

In the proceeding part of this chapter | shortlplai the concept of PA, and show how
the validity range of deterministic similarity cdoe derived if the event sequence table is
generated by simulation. A small example illussdtee implementation of the calculation in
a discrete event simulation environment. The appba of PA is also presented for the
calculation of the gradient of the throughput widlspect to a routing parameter in flexible
manufacturing systems. Finally, the application RA and validity range calculation is
illustrated with a practical example. In this exaenalidity range calculation is performed in
case of an automated steel manufacturing procelssrewthe sensitivity of a production
schedule must be examined, but the event sequableei$ provided by a scheduler, and not
by discrete event simulation.
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5.2 Basic concepts of perturbation analysis (PA)

PA was developed for the gradient estimation ofgserance measures with respect to certain
system control variables in DEDS, when the perforceameasure is obtained by discrete
event simulation. The basic idea is that a samath pf the simulation contains information
about certain system characteristics. Thereforés ot necessary to rerun the simulation
when the performance measure sensitivity is estichgitHo and Cassandras, 1983). To
facilitate further discussion we introduce here edmasic concepts of PA based on the work
of Ho and Cao (1991).

The change of a system control variable is cgtledurbation The original sample path
is callednominal pathand the one belonging to the perturbed contralbbe is called the
perturbed path A sample path represents a specific structureveints that occur at the
resource elements of the system. Three of thesgsuan be specified:

a.) operation(OP) when a resource performs operation on anyentit

b.) no-input(NI) when a resource is idle because there is tityehcould work on.

c.) full-output (FO) when a resource is blocked, because the anhtitgs working on,

cannot leave the resource.

The event sequence tabt®ntains the order of these events at the ressulidee event
sequence table changes if any of its events disappe a new one appears as a consequence
of any change of the system control variabl@sterministic similaritymeans that the event
sequence tables of the nominal and perturbed sgagieare equal.

The appearance of perturbation is calpeturbation generationWhen a perturbation
appears at a specific entity, it may spread thrailghsystem, changing the beginning and
ending operation time of other entities. This ilechperturbation propagationThe change
of the finishing time of the last entity at a samglath is thesample path gradientlf
deterministic similarity is not hurt when the cattvariable changes, then the performance
measure is a linear function of the control vagalihe interval of the perturbation, within
which this linear function has the same gradienthevalidity range of the gradiemf the
sample path (Koltai 1992). When many sample patbgganerated both the gradient and its
validity range can be estimated.

My main concern is the calculation of the gradiehthe throughput time with respect to
the mean of the operation time of a resource, éuntlore, the calculation of the range within
which changing this mean operation time, the gradiemains the same.

5.3 Formal treatment of perturbation analysis

Let us consider a queuing network consistingRefj=1,...M single server resources with
finite buffers and FIFO queuing disciplines. Theaeity of the queue @ is ¢, and includes
the entity occupying the resource as well. The remalb entities in the queue B is ;. The
E, i=1,...N entities are served at the resources. The meaatapetime ofRy is perturbed,
and the throughput time is measured whgiterminates the operation Bf. Relative tog; at
R we define the following functions:

nr(i,j) — the nextresource entityisits after finishing the operation &

pr(i,j) — the previous resource entityisited before arriving t&,

ngli,j) — the next entity following the operation Bfon R,

pgi,j) — the entity processed previousH5@n R,

a(i,j) — the entity which is in processR ;) the timeE; finishes its operation &;

Notations used in this chapter are summarized IleTa.1. Note, that in order to avoid
the application of two level indexing, in case ofre variables running indices are written in
parenthesis.
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Our main objective is to determine the expectedievalf the gradient of a performance
measure, based on the gradient of the performam@sume obtained from a single sample
path, that is,

OE[L(By.&)] _,_ ] oL(6y.)
o =7=E o (5.1)
and its validity,
E[LL(By &) < 8y < E[UL(By,E)] (5.2)

The conditions of interchangeability of differetittm and expectation are briefly
discussed in Chapter 5.5.

To calculate (5.1) and (5.2) the sample path gradiad the sample path validity have to
be determined. To facilitate the formal descriptadrithe calculations, first the occurrence of
NI and FO events are analyzed.

5.3.1 Analysis of the NI and FO events

In Chapter 5.2 | have already introduced the caonoépull-output (FO) and no-input (NI)
events. In this section the duration of these evetit be formally described.

a) The occurrence of NI is illustrated in Figur&.SEntity E;, after leaving resourc|,
finds Ry j) idle, therefore its service can be initiated immaggly upon arrival. The waiting
time of Ry for the arrival ofE; after finishing the operation & nr(j), IS calculated as
follows:

Nl =Bpe ¢ jyar ) ~B 2 (5.3)

This time interval is calculated whep =0, thereforeni;<0 in case of the occurrence
of NI.

b.) The occurrence of FO is represented in Figu2eEs, after finishing its operation on
R;, finds the queue R, full, therefore it stays iR, keeping it blocked untiR ) finishes
the operation oE,;j). The time, whileR, is blocked, can be calculated as follows:

105 =DBa(ij)2nrij) =1 2; (5.4)

This time interval is calculated whemj= Cnrj), therefore,foj =0 in case of the
occurrence of FO.

c.) If R finds neither NI nor FO, there is no idle time drefE; entersR,; and afterg;
leavesR,. In these casegyj) must be evaluated from the point of view of thegbility of
NI or FO. If there is just one entity in the queafeR.j, there is a high possibility of the
occurrence of NI. This situation is callpdtential no-input(PNI) (Ho, Cao and Cassandras
1983) and it is illustrated in Figure 5.3. PNI oczif at the momeri; finishes its operation at
R the value ofynjy=1. The duration of the PNI can be calculated deVis:

PNl =Bpe g ¢ jy.2r6.5) ~ B2 (5.5)

This time interval is calculated whegj=1, thereforepni; =0 in case of the occurrence
of PNI.

d.) If there is just one free space in the queuR,@fy whenE; finishes its operation &;,
then there is a high possibility of the occurren€&O. This situation is callegotential full-
output(PFO) (Ho, Cao and Cassandras, 1983) and iustifited in Figure 5.4. PFO occurs if
at the momenek; finishes its operation & the value oft jy=Cnrij—1. The duration of the
PFO can be calculated as follows:

pfoj =ba g jynri.jy ~Bi2j (5.6)

This time interval is calculated whemyj=Cnrij—1, thereforepfo;<0 in case of the

occurrence of PFO.
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Table 5.1 Summary of notation of Chapter 5

Subscripts:

arameters:

O U< c xX——

i

j@ g

.21 -
bi 2 -
Variables:
nr(ij) -
prij) -
neij) -
peij) -
a(l ij) -
Ok
13 _
L(ek!é) -
q0) -
nlij —
fOij —
pni; -
pfoy -
Otij -
tix -
LL(OWE) -
ULOWE) -
D IE NI) _

FO —
D,FO)
PNI —
D"
FO —
D,FFO)

Dij(OT) —
Wi © -
k —
LL{
k —
uL{
TP, -
ets -
Set:
iy -

Other notation:

E -
Rj —

index of entitiesi€,... ),

index of resources,...,J),

index of the resource at which perturbatiogeiserated,
index of the last entity,

index of the last resource.

the capacity of the queueRf including the entity iR as well,
operation time df atR,

beginning time of the operationBfatR;,

ending time of the operationBfatR.

the next resource entityisits after finishing the operation@&t

the previous resource eniityisited before arriving t&,

the next entity following the operationB®bn R,

the entity processed previousfonR,

the entity which is in processRy; the timeE; finishes its operation dR,
mean operation time Bf,

random variable, representing a particularzatdin of all the random variables in the system,
performance measure of the system belongiagstomple path,

number of entities occupying the queu&pf

duration of no-input caused Bywhen finishing operation &,

duration of full-output experienced Bywhen finishing operation &,
duration of potential no-input causedyvhen finishing operation &,
duration of potential full-output experiencedth when finishing operation &,
duration of overtake belongingEponR;,

random variable of the operation timeeptR,,

perturbation of the finishing time of the opina of E; atR,

lower limit of the change éf at which deterministic similarity still holds,

upper limit of the change 6f at which deterministic similarity still holds,

coefficient of accumulated perturbations in cafseo-input caused b when finishing
operation aR,

coefficient of accumulated perturbations in cafskll-output experienced b when
finishing operation &R,

coefficient of accumulated perturbations in cafspotential no-input caused Eywhen
finishing operation &R,

coefficient of accumulated perturbations in cafspotential full-output experienced &y
when finishing operation &,

coefficient of accumulated perturbations inecasovertake belonging & onR,;,

waiting time of; before enteringg in a simulation experiment,
lower limit of the change of the operation tiofds; on R; in thekth iteration step,

upper limit of the change of the operation twh&; on R, in thekth iteration step,
system throughput in the FMS example,
ratio of part type visiting routes in the FMS example.

index set of thos&,,on R, whose generated perturbation participate in tug@ation ofE;

onR,.

identification of entity,
identification of resourge
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Ei Ene(i,j)
! |
Cori =3
jll Eoeinr(ii)
Figure 5.1 lllustration of no-input
E  fo B
R S
Crri =3 E
Ei
4
I E
Ruij —
i Eai
Figure 5.2 lllustration of full-output
Ei Ene(i.j)
R
Crri)=3 P
E
. ni
) Eoctin(ij)
Figure 5.3 Illustration of potential no-input
Ei Ene(i,j)
R
pfo
Cori =3 E;
Ei
R, i
“ Bai)

Figure 5.4 lllustration of potential full-output
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5.3.2 Generation of perturbations

Our objective is to evaluate the effect of the geanf the mean of the operation timeRaf
Therefore we have to provide

A

tik :tik +Atik; i :1,..., N (57)
so that,
Et]= 6y + 26, (5.8)
Aty can be generated based on the perturbation gemerates introduced by Suri and
Zazanis (1988). It can be proved thabyfis a scale parameter of a distribution, tidp are
calculated as follows:
JAGH

Aty :tike_ (5.9)
k
and if0y is a location parameter, then
Atik = Aek (510)

5.3.3 Perturbation propagation

The spread of thaty values in the event sequence table is based ostrieture of the event
sequence table and can be formally treated basé#teavaluation of the event, preceding the
beginning of the operation of entities. When arnitgmeceives a perturbation, it is added to
the perturbation generated throughout its operatibmree basic types of propagation
operations can be defined for infinitesimal peratidns (Ho and Cao, 1991).

1) If the operation of an entity is preceded by kheNent, then this entity receives
perturbation from the downstream resource. Basedrigare 5.1, its perturbation can be
calculated as follows:

Anri.j) =% A g (5.11)
2) If the operation of an entity is preceded by @ €vent, then this entity receives

perturbation from the upstream resource. Based ignrd 5.2, its perturbation can be
calculated as follows:

Sne i) = iyar(.i) ¥ Aeg.i)j (5.12)
3) If the operation of an entity is preceded by@R event, then this entity receives

perturbation from the preceding entity on the saeseurce. Based on Figure 5.3 and 5.4, its
perturbation can be calculated as follows:
One(.i).j = O T Dleg,j).j (5.13)

We assume finite perturbations, which are, howewsnall enough not to hurt
deterministic similarity. That is the way infiniiesal perturbation propagation rules (Ho, Cao
and Cassandras, 1983) are used, although the lpetituns are finite.

Finally if E,onR, is the last entity, the gradient of the throughipue of the sample path
is calculated as follows:

al—(ek’E) - 6uv
00, ABy

(5.14)

5.3.4 Calculation of the validity range of determiistic similarity

Deterministic similarity holds if the nominal anbet perturbed sample path are equal. The
calculation of the validity limits requires the calation of the highest and the lowest value of
ABy for which the original and the perturbed eventusege tables are identical. This occurs if
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as a consequence of the appearance of perturhations

- existing NI or FO do not disappear,

- new NI or FO do not appear,

- there is no overtake (OT) of entities at queukgkware fed by more than one resource.

The conditions on the non-disappearance of NI adatd&n easily be checked. The change
of the duration of FO and NI, due to the appeararidbe perturbations, should be less than
the actual duration of NI and FO, that is,

Aniij = Bpe {pr ¢, Ynr (i) ~ O = N (5.15)

Ao =8 ¢ jynr(.j) ~ O = =10 (5.16)

The condition on the appearance of new NI and n@wdguires some further remarks. A
new NI appears befoil& on R, if the waiting time ofg; upon arrival tdR. ;) will decrease
to O (see Figure 5.3). This situation can be apprated by saying that it is enough to check
the decrease of the waiting time whgrfinds PNI, that is, when there is just one eritityhe
queue ofRy . It is very probable that limits will be imposeg entities waiting for the end
of one operation instead of, by entities waitingtfee end of two or more operations. This is
not necessarily true, because a waiting time calbgexhe long operation can be longer than a
waiting time caused by two or more short operati@snsidering that generally small (but
finite) perturbations occur and operation timeshwaélatively small variances are applied, this
approximation may give good results. Similarly, whie appearance of FO is examined,
only those cases will be checked, when upon artovalresource, there is only one free space
in the queue (see Figure 5.4).

Ho and Cao (1991) recommended the application effitlst order propagation rules to
approximate the propagation of finite perturbatjams the same basis. The errors committed
by this approximation are analyzed in various eXaspnd are found acceptable for practical
purposes (Ho, Cao and Cassandras, 1983). An eneatinient is given by Koltai (1992) by
introducing the two-level FO and NI matrices. Tippm@ximation by PNI and PFO, however,
may considerably facilitate data management atctideulations. Applying the first order
approximation of validity limits, the conditions dhe non-appearance of NI and FO are the
following;

Apni = Bpe r .j)ar i) ~ O =~ PNij (5.17)

APt =B peq {)nr ¢.j)nrd,j) ~ B < ~Pfol, j) (5.18)
There will be no overtake at a queue which is fgdrore than one resource if, as a
consequence of perturbation, the order of arrivamnities will not change. Based on Figure
5.5 this condition is as follows:
Ot =Bpe(.j).2pr(pet.i).i) ~B.2pr (i) (5.19)
and
AOtj =Bpeq j)2prpe(.i).) ~ % 2pr(.j) < 7O (5.20)
Due to the form of perturbation propagation rulasd to the simple form of the
perturbation generation rules for location and esgarameters, the validity limits &by can
be easily calculated.
Let s{i,j} be the index set of thodg,, on R whose generated perturbation participate in
the perturbation oE; atR,. In case of scale parameters equation (5.15)ea®lowing form,

JA\S) o
e—k{ Ztik - ;tik] < _n|ij if Onr () =0 (521)
k |sfetor ¢.)nr@.} sfi.i}

Let us introduce the following coefficient for thexpression of the accumulated
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perturbations,
NI) _ . -
Dy = 2t = 2t if Goeg,j =0 (5.22)
sfpe Cor €.)ar 6.0} i i}
Using the notation introduced with the help of &,2quation (5.21) can be written as,

0B, <- il
6 DV
After similar transformation of (5.16), (5.17), 18), and (5.20), furthermore introducing,
D; ", D;®V, D;°F? andD;°" we get the following limits for the validity of terministic
similarity of the sample path,

(5.23)

Nl fo; pni; pfo; ot
UL(By &)= 8 IMIN| - — )y -, - T T T
o™ " pff?" ™" pPFIT DD (5.24)
D" >0, 0F? <0, D™ <0, D77 20, DV 2 0
and
LL(0, &) =0, MIN|— i . "0 ._ PN . pfoj . of
Ko™/~ Pk NI) FO) ’ PNI) ’ FO) oT
oy o o™ o0 pPh (5.25)

D" 20, D <0, D™ = 0, 0,7 <0, D{°" 20
In case of location parameters equation (5.153 i®kows,

) >1 - ) 1|< -ni; (5.26)
kL{pe(nr(,j),nr(i,j)} s%}} |

Di"'= 1  ->1 if qnrGj)=0 (5.27)
sfpe Cor €@} i}
and applying the previous procedure again for Al, PFO and OT, (5.24) and (5.25) also
hold.

Introducing

Ei

Rorij)

Epei) of;

Ror(petii)

R
S
Figure 5.5 lllustration of the overtake possibility

5.4 Gradient of the mean waiting time in the queue

The presented analysis can easily be extendedhdogradient and validity range calculation
of the waiting time in queue.
Based on Figure 5.3 and 5.4 the waiting tim&;ah the queue dRy) is the following:

W (81, &) =pe (nr ¢ e, ) ~h 21 (5.28)
and the gradient is
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OW; (Bk.€) _ dbpe  pr g jpanr i) _ 9B 2
00y 00y 00y
Expression (5.29) shows that the gradient of thi¢ivgatime in queue of an entity is the
difference of the gradient of the finishing timdstwo different entities. It looks as if it were
the difference of the gradient of the throughputetiof two sub processes of the whole
process. These gradients can easily be calculatemtding to the presented method, applying
the appropriate indices in (5.14).
As the gradients of the sub-processes are valitimihe validity range of the throughput
time gradient of the whole process, the same wglidill be true for the gradient of the
waiting time in the queue & as well.

(5.29)

5.5 Convergence properties of the gradient estimate

So far, we have presented the calculation of tlaglignts and validity limits of one sample
path. The estimate of these characteristics caratreed out correctly only if (5.1) holds. The
conditions of interchangeability of differentiaticaand expectation are a constant research
topic of PA (see for example Heidelberg et al.,&98lasserman, 1991).

If deterministic similarity cannot be assumed thdre extended perturbation analysis
(EPA) can be applied (Ho and Li, 1988). It is basadthe stochastic similarity concept and
consists of a cut-and-paste method which constauoesny nominal path. This nominal path is
created by removing certain parts of the originminmal path. These removed parts should
start and end with the same system state and siéting reconstructed nominal path should
be deterministically similar to the perturbed oAedual version of this approach (paste and
insert), and additionally a state and event matchathgorithm exists to facilitate the
computationally efficient implementation (Ho andoC&991).

With EPA, all previously mentioned gradients canchi&ulated, and their validity limits
describe the range 6f, within which the constructed nominal path andgkdurbed path are
deterministically similar.

5.6 Computational results

In this chapter the implementation of sensitivihabysis with PA will be presented with the
help of three examples. The first to examples show PA can be performed in a discrete
event simulation environment. The third examplevahtiow PA can be applied if the event
sequence table is given in the form of a Gantttavdilson, 2003) of a production schedule.

5.6.1 Implementation of gradient calculation with FA in discrete event simulation

With the description of the gradient and validigywge estimation, my objective was to give a
formal treatment, which facilitates the implemeiatatof perturbation analysis in a discrete
simulation environment. Entities are passing thlotige system and at the occurrence of
appropriate events, the beginning and ending aperaimes of entities preceding or
following them on the current or next resource awaluated. The queue content of the
destination resources is also observed. The Idgiweocalculation can be seen in Figure 5.6.
Ei, afterleaving the queu®f R, takes perturbation from the upstream or downstrea
resources or from the entity preceding it on theesaesource (P1). The origin of the received
perturbation depends on the state of the quetRp aifthe termination time of the operation of
E; at the previous resource (12). This is also timeetiepoch of evaluating the change of
validity limits since all the information for calaiing (5.21) is available due to the
observation made at the preceding resource (12,TiB¢ waiting time perturbation of this

78



dc_924 14

entity can also be calculated.

At the end of the operatigrperturbation is propagated upstream if NI is ol=e at the
destination resource. If this is the resource witeeemean operation time is perturbed, then
the operation time change is also generated (P2).

If the queue of the destination resource is blockid@n at theend of blocking
perturbation is propagated from the blocking reseur

If there is a possibility of overtake of entitiés, effect on the validity has to be evaluated
before enteringhe queue (C4).

E
R
Calculation of
overtake validity (C4) | | (14)
(Queud
Perturbation : :
Taking perturbation (P1)
Waiting time perturbation (1) (11)
Validity limits
Oper:]ation Perturbation
Perturbation Propagation upstream P2 i
l Perturbation generation (P2) | | (12)
Blocking
T Propagation downstream  (P3) | [(13)
Perturbation

Figure 5.6 Implementation of perturbation analyisigliscrete event simulation

The implementation of the presented method wasechout in the SIMAN IV simulation
language (Pedgen, Shannon and Sadowski, 1991sté&pe of the algorithms were performed
by 4 event blocks, denoted by 11-14 in Figure 5.6.

A simple problem is illustrated in Figure 5.7 ame simulation results of this example
are summarized in Tables 5.2 and 5.3.
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E, i=1,...100

R, Ry Rs
—»@—» Exp(4) —»Q—' Exp(6) —’©—> Exp(6)
c,=inf c,=2 1 c=2
AB,

Figure 5.7 Transfer line example with three res@src

The main characteristics of the problem are thieohg:

— three resources are us&, R, andRy),

— 100 entities passing through the system,

— gueue capacities are the followingss4, c,=2, c3=2,

— FIFO queuing disciplines are applied at each gueu

— expected values of the exponential operation iifire minutes) are the followings,

91=4, 91:6, 91:6,

— all the 100 entities are available at the begigmif the process, in the first queue.

The estimates of the traditional outputs andgitealientswith respect t®,, based on 100
simulation runs can be seen in Table 5.2. The og®examination of the distribution of the
gradients is not discussed here.

Data concerning the calculation of the differenesdal on repetition of the experiment
with 0,+A6y is given in Table 5.3. Note, that in the tabldaténce calculation is based on the
relative change of operation tim&o{/ ).

The results show the most attractive features of Bé&sed on one experiment similar
sensitivity information can be gained, than by erairce repetition of the simulation.

Table 5.2 Results of a single simulation run

IDENTIFIER AVERAGE STANDARD 950C..  MINMUM MAXIMUM  NUMBER
DEVIATION HALF-WIDTH VALUE VALUE OF OBS.

THROUGHPUT 423.00 42.90 8.51 310.00 519.00 100
TIME IN Q2 6.39 1.05 0.209 393 8.53 100
TIME IN Q3 3.58 0.866 0172 1.40 6.27 100

IDENTIFIER AVERAGE STANDARD 950 C.L. MINIMUM ~ MAXIMUM  NUMBER
DEVIATION HALF-WIDTH VALUE VALUE OF OBS.

GR THROUGHPUT  196.00 54.90 10.90 80.20 358.00 100

GRTIME IN Q2 4.66 1.25 248 227 8.32 100
GRTIMEIN Q3 -1.66 0.713 A4 -4.29 -0.551 100
LOWER LIMIT -2.014E-02 2.092E-02 4150E-03  -9.375E-02 -3477E-05 100
UPPER LIMIT 2.165E-02 2.141E-02 4.248E-03 3.604E-04 122 100

The next example shows how the gradient of theutjinput with respect to the routing
parameter can be determined with PA in a flexibnuofacturing system. | proved in Koltai
and Lozano (1998) that the gradient of the througjmpth respect to a routing parameter is a
function of the gradient of the throughput withpest to the operation time of workstations
and this gradient can be determined with PA. THiewang simple example illustrates the
gradient calculation results.
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Table 5.3 Comparison of difference calculation gnadient estimation

Identifier 0,=6 0,=6.6 ?;T(f:eurlzggi e(-s;tri?r?;?igtn Difference (%)
THROUGHPUT 423 443 201 196 2
TIME IN Q2 6.39 6.86 4.73 4.66 1,
TIME IN Q3 3.58 3.42 -1.66 -1.66 0.

Suppose we have an FMS consisting of four singteesevorkstationsk,;, j=1,...4) (see
Figure 5.8). Two part types are produced (PR1 a@Rd)Rand two types of pallets are used.
Three pallets are available in each pallet claashBpart type uses a different pallet type (two
pallet class). Each part type may follow two diffier routes. The sequence of operations with
their respective mean operation times are givemahble 5.4. The last column of the table
gives the routing mix applied in the experimentfie Toperation times are exponentially
distributed. In total, 10 000 parts are producedihis example, the workstations are the
resources and the parts are the entities.

Route 1 )
Rl N T R3
\\ A/ "
Route 2"~ 2 R
SO \ S
> X
L \\\ ,/ '\.
Route 3, VRN
L Y ’ N\
R, [ Roueed J R | .

_____________________________________________________ )

Figure 5.8 FMS sample problem

Table 5.4 Basic data of the FMS routing sample |mob

Part type | Route number Operation sequence Ot
(1) (9 (station no./mean operation time
1 1 (1/0.5)— (3/0.5) 0.25
2 (1/0.5)— (4/1.0) 0.75
2 1 (2/1.0)— (3/0.5) 1.00
2 (2/1.0)— (4/1.0) 0.00

Figure 5.8 shows that there is not a unique loddaghstation, howeveR; is visited by
every PR1 once and not visited at all by PR2. A&tdhme timdr; is visited by every PR2
once and not visited at all by PR1. This can berpreted as if each class had a different
load/unload station. In this case the relativetvigiratios of each class at its own load/unload
station should be set to one. Alternatively, onald¢aonsider a virtual unique load/unload
station Ry) — with zero operation time — which is visited &l part types prior to starting
their true sequence of operations.

The throughput as a function 6f; and6,; is shown in Figure 5.9. The values of this
function were calculated using the MVA algorithm Kgbayashi and Gerla (1983), and two
local maxima of this function were determined. Qowal maximum was found &t ;=0.544,
0,.1=1 which can very well be seen in thg;=1 cut of Figure 5.9. The results of the gradient
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calculation at one of the points in thg;=1 cut 0,1=0.25,6,,=1) are summarized in Table
5.5. A total of 30 simulation runs were carried tutalculate the mean and 95% confidence
interval of the throughput gradients with respecttte routing mix §TPy/08.). Change of the
routing of any part type means that at least twaing ratios change with opposite signs,
since 011+61 =1 and6,:+0,,=1. The data of Table 5.5 show th@&tPy/001 ,<0TPy/061,1<0
therefore directing a small fraction of PR1 fromute 2 to route 164 ;increasesand 6,
decreases) would result in the increase of theutiirput. This coincides with the results of
Kobayashi and Gerla (1983) because they found al lmaximum ato, ;=0.544 which is
higher than thef; ;=0.25 value applied in the experiment. Table 5.50athows that
0TPu/00, ,<0TPy/08, 1<0 therefore directing a small part of PR2 fromteof to route 16; 1
increasesand 6, , decreases) would result in the increase of theuttrput. This is not
possible becaus@,; cannot be higher than 1 but the gradient correcitijcates that the
throughput function in thé; ; cut reaches a feasible maximundat=1.

S
SOOI
SSSN SSSOTSN
TS SNSOSS oSS
S S e S

Throughput

0.5
05 A
2.
%@f@ﬁ ;0 e

Figure 5.9 Throughput as a function of routing paieters

Table 5.5 Gradient information &4 ;=0.25, 6, 1=1

OTPy00;s Route §)
s=1 =2
t=1 -0.3496 -0.8011
0.0100 +0.0423
t=2 -1.1020 -1.5549
+0.0435 +0.2148

Figures 5.10 and 5.11 show the throughput as ai@umof the routing mix. In Figure
5.10,0,; is held constant and equal to the value of thallotaximum (1.00). The system
throughput and the corresponding directional déixieaalong;; are shown in the same
chart. The change of routing mix means that increases from 0.00 to 1.00, while at the
same time); » decreases from 1.00 to 0.00. The directional dévig OTPy/00; 1—0TPy/001 2)
contains the effect of both changes.

This derivative indicates a maximum between 0.45@b5 which agrees with the results
of Kobayashi and Gerla (1983). Figure 5.11 showves same function but with the other
directional derivativesaT Py/06,1—0TPy/08, 7). This derivative indicates that whémn;<0.45
then the throughput function in the differéat cuts reaches a feasible maximum while when
8:.1>0.55 then the throughput function in the differént cuts reaches a feasible minimum. It
can also be seen that in the neighborhood of thienom the directional derivatives do not
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give statistically significant results about thgrsof the gradient. This is due to the fact that in
this example the throughput function is very fladund the local maximum.

Gradient Throughput 3 Gradient Throughput
I e S e TV 7 0 e ]
E | | | L | | 1 | | | 21 4 | | | | | | | | =21
R i R R T R S A 24 T T ]
=== . 0 x e s
057 7 Lo I I I I I po[pLe 100 | | | | | | | | po e
] | | -+ | | | | | | 1 | | | | | | | | | |
T e e = F ==
| | | | | | | | | I F17 0’ | | | | T + L | | o F17
ST N S S S I T
1 | | | | | | | 1 - | 1 1 | | | | | | | $\ 5‘;
-1 - 1 1 1 1 1 1 1 1 1 15 } 1 1 1 1 1 1 1 1 } 1.5
0.05 0.15 025 035 045 055 0.65 0.75 0.85 0.95 0.05 0.15 0.25 035 045 055 0.65 0.75 0.85 0.95
Theta(1,1) Theta(1,1)
Figure 5.10 The throughput and the Figure 5.11 The throughput and the
8TP0/8¢91,1— 8TP0/891,2 values 6TP0/892,1— 8TP0/602,2 values
in thed, ;=1 cuts in thed, ;=1 cuts

5.6.2 Implementation of gradient calculation when groduction schedule is given

In this chapter | illustrate the application of R#en the event sequence table is determined
by a short term production schedule of a producsgstem. The production schedule is
described with a Gantt chart. The starting and detigm time of each operation on each
workstation is given, that is, th®; andb; 5 values are known. In this case th&j), pr(i,),
ne(i,)), pei,j) a(i,j) values, furthermore, thei(i,j), fo(i,j), pni(i,j), pfai,j) andot(i,j) values
must be determined from the data of the Gantt ciiéie details of the generation of all these
data, based on the conceptwiftual queue can be found in Koltai (1992) and in Koltai,
Larraneta and Onieva (1994). No matter, howevew hHwe schedule is determined (with
discrete event simulation or with any deterministatheduling technique) if tha; andb; ;
values are known, the gradient of the throughpuetor the gradient of the waiting time and
the corresponding validity ranges can be determimiddPA.

| have implemented PA for the examination of sommigical waiting times in an
automated continuous steel casting process. Theirguenetwork representation of the
process is illustrated in Figure 5.12.

TR2
TR1 O]
O] ‘ GRADL
‘ /—Q CASTING1 [—
@‘ — CONV —O» MET.SEC. Cs=2
Cr1 \Q CASTING2 |—
C=2 GRAD2

Figure 5.12 Queuing network representation of tieelscasting process

The system consists of four workstations, and foanss pig iron into steel slabs (Diaz et
al.,, 1991). The production process manufactureuutad® steel slabs a day. The daily
production schedule is generated by a heuristiterifig the system the first work station is a
converter where high pressure oxygen is injectem anfurnace at high temperature to reduce
the carbon content of the iron. From here a tramepdTR1) carries the workload to the
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second workstation. The queue in front of the sdasarkstation has a capacity of one work
load. If this machine is occupied the convertdslaeked. At the second workstation chemical
treatment of the steel is carried out (secondartaloegical process). From here a second
transporter (TR2) carries the workload to one & tivo feeders of the continuous casting
machines according to the production program. dmtfiof the feeders there are queues with
capacity of two workloads. These queues are cdW@IT POSITION", and those are
critical points of the process. If the melted steat to wait more than 25 minutes then the
steal freezes and has to be re-melted again. tetie no workload available then the
continuous casting process breaks, and the sizgw@aldy of the steel slabs will not meet the
technological requirements. For security reasoasrtmimum waiting times in thé%and &'
gueue are 5 minutes. The heuristic provides alfEaproduction plan, but perturbations may
occur especially at the first workstation, where @mline quality check automatically
modifies the operation time of the converter.

The presented queuing network is a special mixbfir transfer line and a general type
gueuing network. There are no assembly type nodesohting information is necessary due
to branching after the second workstation. The remdd resources can be kept at 4 by
ignoring the transporters under certain conditidriee planned workload never exceeds 100.
At these parameters the CPU time for calculating ¢ghadients and the validity limits is
negligible.

| applied perturbation analysis for the examinatbithe following two problems:

a) | determined that range of the operation time aforkload at the first workstation,
within which, break of sequence or excess waitimg tdo not occur.

b) | analyzed the effect of a given finite pertdrba on the "WAIT POSITION" and on
the throughput time. This waiting time is a linéamnction of the operation time with constant
slope within the calculated validity range.

Each problem is solved by PA. The logic of the gkition is illustrated in Figure 5.13.

Trough put

time

Break of seq. Break of seq.

6,,<0 6,20 '
]
E I tig
2@ 0 : 0)y 1y @ 2 3 '
@ w®  toufuld o ou®@  oug
ALL;, AUL; 4

.................................................................

Figure 5.13 Sensitivity analysis of the break afusnce

An infinitesimal perturbation is introduced at whm&d i on maching=1. The validity
range is calculatedL[;, UL?,;) and the waiting time is checked in the "WAIT
POSITION". If there is no problem then a perturbatiequals to the upper limit of
deterministic similarity is introduced, the new @arhart is generated with the help of the
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perturbation propagation rules and the calculaBostarted again. The whole process goes on
until the break of sequence limitsL({; 1, AUL; ;) are found.

Table 5.6 shows the output list of the analysighitable, the result of each iteration step
is presented. At the end a comment on the feagibilithe introduced perturbation is made. If
there is no infeasibility then the new Gant chargenerated, and the program is ready to
receive the next perturbation. If the perturbati®nnfeasible then indications are given, on
how to modify the operation schedule to get feasdgchedule again.

A table about the upper and lower limits of thesfbdity of all the operation times at the
various workstations can be generated for an dveraliminary sensitivity evaluation of the
schedule. A part of the break of sequence sertyitist is presented in Table 5.7.

Table 5.6 Calculation steps of sensitivity analysis

RESULTS OF SENSITIVITY CALCULATION

THE PERTURBATION IS INTRODUCED AT MACHINECONV
SERIAL: 5
WORKLOAD:6
SIZE: 18

STEP TIME ALL AUL GRAD1 GRAD2

1 30 0 8 0 0
2 38 -8 6 0 0
3 44 0 7 0 1

*** BREAK AT: 45 min

*** SERIAL: 5 WORKLOAD: 6 WAIT POSITION: 4 min

*** SERIAL: 5 WORKLOAD: 8 WAIT POSITION: B min

Table 5.7 Break of sequence sensitivity table

BREAK OF SEQUENCE SENSITIVITY

MACHINE SERIAL WORKLOAD TIME ALL;; AUL;;

CONV 1 1 30 16 30
CONV 1 2 30 0 36
CONV 1 3 30 30 30
CONV 1 4 30 0 35
CONV 1 5 30 30 50
CONV 1 6 30 30 50
CONV 1 7 30 30 30
CONV 2 1 30 0 30
CONV 2 2 30 30 30
CONV 2 3 30 30 30
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5.7 Conclusions of Chapter 5

In this chapter an algorithm is presented to cateulthe validity range of deterministic
similarity of a sample path of a discrete eventaigit system when a single perturbation is
introduced at the operation times. Based on theutakd range, sensitivity analysis
concerning both the gradient of the throughput smahe special technological feasibility of
an operation schedule are analyzed. The presen&tdoth completes scheduling models
which falil to give sensitivity information.

Due to the big amount of input data the applicatsorecommended in systems where the
number of entities is relatively small. This is ttese in many types of manufacturing systems
when small scale, technology intensive productisnperformed. The efficiency of the
algorithm can be increased, either by taking acdgmtof the information incorporated into
the model used for the generation of the operadiredule, or by exploiting some special
dual characteristics existing among no-input and-dwtput activities. The suggested
calculations are illustrated with two sample proide Furthermore, the successful
implementation of the method at a real continuotgslsmanufacturing process has also
provided to show the application possibilities ddligity range calculation with PA in
practice.

We note that the proposed method provides gradidatmation of the performance
measure related to a production schedule but t@ifgrovide information about the methods
of rescheduling. The gradient information indicattes requirement for rescheduling, which
afterwards must be carried out with any methodslabla in the literature (see for example
Pfeiffer et al., 2008).

As a summary, based on Chapter 5, the followingrgific result can be formulated:

Result 4

If a production schedule is generated by the sirgjleulation run of a discrete event
simulation model then the gradient of the throughpme L(6,&) with respect to the operation
time 0 is valid if the change dii is within the feasible range. | have derived folan{b.24)
for the calculation of the feasible upper bound &dhula (5.25) for the calculation of the
feasible lower bound di.

The calculations of the validity range are basedhndefinition of the no-input, full-
output, potential no-input, potential full-outputcaovertake matrixes. The basic data for the
calculation are generated by discrete event simulaThe data for the defined matrixes,
however, can also be obtained from any productadredule if the schedule is given in the
form of a Gantt chart. This way the proposed validange calculation can be used for the
examination of the robustness of any productioredule.

The definition of the sensitivity range of the gead of the throughput time and the
algorithm for calculating the gradient and rangepuslished in Koltai (1992) and Koltai,
Larraneta and Onieva (1993, 1994). The generadizati sensitivity range calculation for any
schedule which is defined by a Gantt chart is dised in Koltai (1992) and Koltai et al.
(1994). The practical application of the gradiesitalation and the extension of the results to
other performance measures are presented in Kb#aianeta and Onieva (1993), Koltai and
Lozano (1996, 1998), and Koltai (1994).
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6 SENSITIVITY OF A PRODUCTION SEQUENCE TO INVENTORY COST
CALCULATION METHODS IN CASE OF A SINGE RESOURCE, DE TERMINISTIC
SCHEDULING PROBLEM

Scheduling rules are frequently used either tordetee the optimal production sequence or
as heuristics to get acceptable solutions in coxmpbrjuencing situations. Single resource
scheduling is a simple special case of practichkduling situations. Frequently, however,
complex systems can be approximated as single nes@gheduling problems. Many times
the objective of scheduling is the minimizationilméentory holding cost. There are several
ways to calculate or approximate the value of imegnholding cost. This chapter shows that
scheduling decisions can be very insensitive to miethod of inventory holding cost
calculation. Financial conditions strongly influenthe financial result of the company but not
necessarily relevant at scheduling decisions. Hse of a calendar manufacturer illustrates
this statement, and helps to derive several needsdimg rules. The results of this chapter are
based on the papers of Koltai (2006) and KoltaD@0

6.1 Introduction

In practice, operations management objectives @&etiy contradict financial objectives. For
example, operations management might be interestekdigh inventory level to satisfy
fluctuating demand while financial management mighinterested in low inventory level to
reduce inventory holding cost. At times, operatiorenagement is interested in low capacity
utilization of service facilities to reduce waitingme of customers while financial
management is interested in high machine utilimatm show high return on investment of
expensive resources. There are cases, however, thbetontradiction between operational
and financial objectives is only apparent. This ptba presents a production scheduling
situation in which scheduling decision is relativeinsensitive to certain financial
considerations.

The research presented in this chapter was mativaje the production scheduling
problem of a small calendar manufacturer. Raw rnaserfor calendars arrive to the
production process at the required time, and tbest has to be paid to the supplier upon
arrival. Income, however, is received only at treiveery time of finished products. All
calendars are prepared for a fixed common dueatatend the last quarter of the year. Delay
is not allowed because calendars are perishabiesjtgenerally can only be sold around the
beginning of the New Year. Based on the analysishef production process the cutting
machine was identified as the bottleneck of thdesgs Since the company manufactures
without any income in the first three quarterstoé year, minimization of inventory holding
cost is a major objective for production scheduling

The objective of this chapter is to provide productschedules, which minimize
inventory holding cost of the calendar manufactarst to analyze how the optimal schedule
is influenced by the method of inventory holdingtccalculation.

This problem outlined above is a single machinesdating problem with fixed common
due date and sequence independent setup timesschieduling criterion is to minimize a
function of total lateness. However, since all ndbrs are shipped on time, an earliness
related cost function must be minimized (Baker &wldder, 1990). Depending on the
calculation of the cost of financing raw materialBnear or a non-linear objective function is
appropriate.

Sequencing jobs on a single machine is a well-knamch thoroughly studied problem in
the literature. Since the appearance of the clalssejuencing rules of Smith (1956) several
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other special cases for optimizing flow time andlitaess related objective functions have
been solved (e.g. Baker, 1974; Convey, Maxwell aviitler, 1976). However, as a
consequence of the combinatorial nature of seqognproblems most of the practically
relevant situations can only be handled by hegssti

Sequencing with a common due date for all jobsnsimportant set of sequencing
problems (Bector, Gupta and Gupta, 1991). If thmmon due date is fixed in advance, then
the problem is more tractable but still most of pineblems are NP hard. When the due date is
fixed in advance and it is higher than the comptetime of each job, the problem is reduced
to an earliness related single machine sequencotgem.

In most cases, the objective of scheduling is tprowe some cost related performance
measures. If inventory holding cost is minimizétg tost of capital is an important element
of the calculation. Inventory holding cost is geailgr calculated with the help of inventory
holding rate. (see, for example Anderson, 1994; éi¢at1996; Wollmann, Berry and
Whybarck, 1997) This rate expresses the percemtatiee cost of materials which should be
considered as holding cost.

The application of inventory holding rate is a pragic approach. Generally, there are
several causes of the change of inventory holdosg with respect to the change of inventory
level. Instead of identifying all these causes determining the effect of each cause, an
aggregate measure, the inventory holding rate pdiexp Sometimes, the cost of capital tied
up by inventory can be simply calculated, especi@linventory is financed from credit. In
this case, a more accurate inventory holding cakstutation can be given by calculating the
exact value of the interest. There are several vadydetermining this interest. All these
methods can be approximated by two extreme situsttionterest is not compounded, and
interest is continuously compounded. In the firasec the objective function is a linear
function of flow time while in the second case tbbjective function is non-linear
(exponential). Inventory holding cost approximalgdthese two situations provides a lower
and an upper approximation of the exact value tefré@st for all practically relevant situations.

If the inventory cost is financed directly and cdetely from credit, and credit conditions
are known, then the appropriate cost should beulzdtr using the actual credit payment. If,
however, conditions are not known at the time ef ithventory holding cost estimation, or it
is not decided yet, how inventory should be finah¢ken the lower and upper approximation
of inventory holding cost is equivalent to the mstiion of opportunity cost.

Scheduling based on a non-linear objective funcisowidely discussed in the literature
(e.g. Rinnoy Kan, Lageweg, Lenstra, 1975; SungJow 1992; Alidaee, 1993). Since most
of these problems are also NP hard, generally braared bound based heuristics are
suggested for the solutions. In some special clgesthe one presented in this chapter),
efficient algorithms using the Adjacent Pair Inteange (API) principle can be applied
(Andreson, 1994).

Successful applications of classical schedulingheesults are constrained, on the one
hand, by several restricting conditions and, ondtieer hand, by the complex and dynamic
nature of reality (McKay, Safayeni and Buzacott380 However, in some simple situations,
the application of scheduling rules may lead tadvetesults than random or habit-driven
sequencing of jobs. When the situation is compexsitivity analysis can help to outline the
validity of a simple approach by filtering out th@on-relevant complicating factors
(constraints, parameter). For this reason, sertgitanalysis is used frequently in various
areas of management when the complexity of a pnolteist be reduced (see for example
Borgonovo and Peccati, 2004; Borgonovo and Pe@@®6; Koltai and Terlaky, 2006).

In the following, firs, two scheduling rules for minizing inventory holding cost are
derived. First, the interest on the tied up capmgalinventory is not compounded, next the
interest is continuously compounded. Next, sengitiof the schedule to the method of

88



dc_924 14

interest calculation is analytically examined, #imel original problem is extended for different
due dates. Finally, the application of the suggest@es in the case of the calendar
manufacturer is presented, and some general comatuare provided. Notations used in this
chapter are summarized in Table 6.1.

Table 6.1 Summary of notation of Chapter 6

Subscript:

i — index of jobs {=1,...N).

Parameters:

N - number of jobs,

tt — operation time of job

f(t) — transformed exponential operation time ofijob

¢ - raw material cost of joh

d — delivery date of job,

D - common delivery date of all jobs,

r — periodic yearly interest rate,

q - continuous yearly interest rate.

Variables:

T, — flow time of jobi,

To — flow time of the last job directly preceding gilband;,
R — residence time of johi=1,... N,

li — inventory holding cost of jobi=1,... N,

W - objective function value for all jobs except$oland;.

6.2 Minimization of inventory holding cost with common due dates

The major element of inventory holding cost, in tdase of the calendar manufacturer, is the
cost of capital tied up by raw materials. Raw materare financed from credit; therefore the
cost of capital can be approximated by the intevesthe cost of raw materials. For the sake
of simplicity, inventory holding cost will be apptdmated by the interest accumulated on the
cost of raw materials until the arrival of incomar fiinished products in the rest of this
chapter.

In the case of the calendar manufacturer it israsguthat raw material for jobarrives
only when its cutting operation is started. Thetad raw materials is paid upon arrival, and
all jobs can be finished for the delivery date. éwling to this assumption, raw material
delivery is organized as a just-in-time system.sTdelivery process implies that no holding
cost is incurred for the raw materials before ttetsof the manufacturing operation. Let
delivery due datelY) be equal to the sum of the operation times gbal, that is,

N
D=3t (6.1)
k=1

If all jobs finished earlier than the delivery ddate, then for all jobs a fixed inventory
holding cost incurs. This cost is not influenced bgheduling therefore the above
simplification is acceptable.

Inventory holding cost of a job is calculated basaedhe interest incurred on the cost of
its raw material during the period between thetistgrtime of cutting operation and the
delivery time of the finished products. Let us ¢hlk period theesidence timégR) of jobi. If
T is the flow time of joh andyt; is the operation time of jol the starting time of the cutting
operation of job is equal toli—t;. The residence time of the raw material of jjad calculated
as follows,

89



dc_924 14

N
R =Dt -1 -t,) (6.2)
k=1
The residence time is illustrated in Figure 6.1.
R
t

Figure 6.1 lllustration of the residence time db jo

For a residence time related objective function aaljacent pair interchange (API)
algorithm can provide optimal solution in finite loaation steps. Figure 6.2 shows the
principle of API algorithms.
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Figure 6.2 Interchange of job i and job j

If jobsi andj are adjacent jobs, interchanging these jobs willinfluence the residence
times of the other jobs, that is, the inventorydmad cost of the other jobs will not change
either. The interchange of adjacent jobs can bdiraeed as long as objective function
improves. If inventory holding cost of a job incsea with the increase of residence time, then
there is a finite possibility of interchanging azgat jobs, and consequently the API algorithm
converges to the optimum.

In the following, inventory holding cost is calctéd in two different ways. First, the cost
of capital is calculated without compounding inggrdNext, the cost of capital is determined
by continuously compounded interest calculation.

6.2.1 Optimal schedule when interest is not compoded

If r is the yearly periodic interest rate and time &asured in days, inventory holding cost of
a production sequence is the following,

Z| = Zc 365 (6.3)

The objective is to find a productlon sequenc@&gbbs which minimizes (6.3). If setup
time is sequence independent and includeg] Bn API algorithm can be constructed to find
the minimum for objective function (6.3).

Let us write objective function (6.3) for both cas# Figure 6.2; first for ar{ sequence

90



dc_924 14

and next for g— sequence of the indicated adjacent jobs.Tyedenote the time when the
andj job pair can be started. Furthermore Wetlenote the total inventory holding cost of all
jobs except andj. To compare the inventory holding costs of the s@quences of Figure 6.2
only the inventory holding cost of jobs&indj must be detailed.

In the case of theq§ sequence of the jobs, jolis started aTy, job| is started al+t;, and
the objective function is the following,

. r r
OF(' )] :W+Ci 36¢ [(D—TO)-FCJ- 36E [(D_TO _ti) (64)

In the case of thed sequence of jobs, jglis started aly, jobi is started alo+t;, and the
objective function is the following,
OFU7) =W+, :%;E[(D—To)wi 3;E[ﬂD—TO—tj) (6.5)
The objective function improves by the change efith sequence of jobs if inventory
holding cost decreases, that is, if
OF( ) —oFli™® >0 (6.6)
Otherwise, the— sequence is optimal. Subtracting (6.5) from (6vé)get the following
simple condition for the optimality of thej sequence,
—C-Lt'+C'Lt'<O = t_j_t_i<0 N t_|>t_J 6.7
J3e5' 365" cj G G Cj (6.7)
Based on condition (6.7), it can be concluded @ahsthedule of jobs is optimal only if the
jobs are sequenced according to a non-increasdsy of theti/c; values.
This result is the opposite of the classical weadhghortest processing time (WSPT) rule
for minimizing weighted total flow time (Smith, 16p The sequencing rule based on (6.7)
can be called Weighted Longest Processing Time (VWyliale. Finally, it can be seen in
condition (6.7) that the optimal sequence of jabmdependent of the interest rate

6.2.2 Optimal schedule when interest is continuouscompounded

If interest is continuously compounded, the inveptwlding cost of a job is calculated using
the continuously compounded interest formula. Ia dase the inventory holding cost of job
is the following,
9 9
Ii — Ci (eR365 _1) — qeR365 _Ci (68)
whereq is the yearly continuous interest rate &ds expressed in days. The objective is to
find the job sequence which minimizes total invepttolding cost, that is, to find the
minimum of the following function,
q

N N R N
D1 => ge ¥ ->¢ (6.9)
i=1 i=1 i=1

The second term of (6.9) is independent of the yectdn sequence, therefore, it is
sufficient to find the minimum of the first sumnmati that is,

N Rﬂ
Miane 365 (6.10)
i=1

For objective function (6.10) the API principle agdeads to the minimal inventory
holding cost job sequence.
Based on Figure 6.2, the objective function forithesequence of jobs is the following,
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q q
OF(i_j) :W + qe3765 D_To) + Cj e3765(D_T0_ti) (611)

In the case of thed sequence of jobs, the objective function is tHievang,
9 (p- 9 (DT —t,
OF (=) =\ + Cjesss(D ™) + qesss(D Tot)) (6.12)

The objective function improves by the change efith sequence of jobs if inventory
holding cost decreases, that is, if
OF ) —oFi >0 (6.13)
Otherwise, thel sequence is optimal. Subtracting (6.12) from (b.tie following
condition is obtained for the optimality of the sequence,

q q q q
qe3765(D_T0) + Cj e3765(D_T0_ti) < Cj eﬁ(D_To) + qeﬁ-)(D_To_ti) (614)
Simplifying and rearranging condition (6.14) we ge following simple condition,
-9y _9
1-e 365 zl_e 365 (6.15)

G Cj

Condition (6.15) is similar to condition (6.7) eptehat operation time is transformed
with the help of an exponential function.

Let us call the numerators in (6.1%ansformed exponential operation timend
consequently, the scheduling rule can be calledgiffed Longest Transformed Exponential
Processing Time (WLTEPT) rule. According to corwafiti(6.15) the value of objective
function (6.10) is minimal if jobs are sequencedaading to a non-increasing order of the
weighted transformed exponential operation timeke Dptimal sequence of jobsow
depends on the value of the interest cate

6.2.3 Comparison of the optimal sequences

The two different interest calculations provideoavér and an upper bound for the possible
value of inventory holding cost. If the interestnist compounded, then the smallest possible
value of inventory holding cost is approximated.tHé interest is calculated continuously
during the residence time, then the highest passiallue of inventory holding cost is
approximated. In reality, inventory holding cosbetween these two approximations.

The optimal production sequence of jobs is, howemet necessarily different for the
different calculation methods. Conditions (6.7) d6dL5) provide optimality conditions for
the sequence of two adjacent jobs. According talitmm (6.7) theiH sequence is optimal if
the c/c; ratio is smaller than the ratio of the correspagdperation timesAccording to
condition (6.15) the— sequence is optimal if thg/c; ratio is smaller than the ratio of the
correspondingransformed exponential operation tim&Sonsequently, thée§ sequence is
optimal for both methods of interest calculatiohthe ci/c; ratio is smaller than both the ratio
of corresponding operation times and the ratichef ¢orresponding transformed exponential
operation times, that is,

q

-t
¢ _t ¢ _1-e 365
—“4 <!t and - <—F"—— (6.16)
C: t C. -9,

To draw general conclusions about the robustnesiseobptimal sequence to the method
of interest calculations the relationship of thghtihand sides of conditions (6.16) must be
analyzed. This relationship can be made transpaseanalyzing the transformed exponential
operation time function
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-9
f(t) =1-e 365t (6-17)
Function (6.17) is depicted in Figure 6.3. It isagjhtforward to show by differentiation
that the slope of thit) function is monotonically decreasing, that is,
f (ti) > f (tj)
t.

t; J

Applying conditions (6.18) for the adjacenand;j jobs, it can be concluded that the
sequence is optimal for both type of interest daltons if either of the two following
conditions holds,

if <t (6.18)

¢ t flt
nlfpgptMn?sﬁsf; (6.19)
J J J
2) If t>t,, then il h (6.20)

c, fit;) t

Based on conditions (6.19) and (6.20), it can lem $keat for the— adjacent pair of jobs

a) if ti<t;, then the— sequence is optimal for both methods of interakiutations only if
thei- sequence is optimal for thiest type of calculation (interest is not compounded),

b) if >, then theé— sequence is optimal for both methods of interaktutations only if
the i§ sequence is optimal for theecondtype of calculation (interest is continuously
compounded).

f(t)=1-e™
1.20
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Figure 6.3 Transformed exponential operation timnection (q=0.6)

In both cases the two optimal sequences are diffefe¢he ratio of the corresponding
costs falls between the ratio of operation timed #me ratio of transformed exponential
operation times. In other words, the ratio of cepanding costs falls between the ratio of two
independentvalues and the ratio of the corresponding tl@pendentvalues of thef(t)
function.

Studying thef(t) function (see Figure 6.3) it can be concluded ths may occur very
rarely in practice. There ateo typical situations when the sequence of two adjajcs can
be different in the optimal solutions of the twdfelient interest calculation methods:

a) Large difference between the operation times ofaddjacent jobsAs a consequence
of the concave nature of tlig¢) function if differences are large between therafen times
of adjacent jobs then the differences betweenadtie of the dependent values and the ratio of
the independent values can be also large. Therltrgalifference between these two ratios is,
the higher the possibility for the cost ratios atl between the ratio of the dependent and the
ratio of the independent values.
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b) Large continuous interest ratg). The larger the value @f, the larger the decrease of
the gradient of thé(t) function is. For relatively small values gfthef(t) function is almost
linear in the practically relevant rangetofTherefore, the difference between the ratio af tw
dependent values and the ratio of the corresportdiogndependent values is very small.

Figure 6.3 shows th&t) function for g=0.6. This high interest rate is used only to
emphasize the shape of the function. Continuowesest rates in practice are much smaller.
Furthermore operation times generally fall into tlearly linear section of thit) function.
Therefore, there is just a very small chance ofiftadifferent optimal sequence of jobs for
the different interest calculation methods. As aule from a practical point of view,
sequencing decisions are very insensitive to thehode of interest calculation. This
conclusion does not mean that the inventory holdiogts for different methods of interest
calculations are not different. But the best wayopkrating the system is generally not
influenced by the corresponding inventory holdiongtacalculation method.

6.3 Extension of the calculation for different duedates of jobs

In Chapters 6.2.1 and 6.2.2 it was assumed thdt jedcis delivered to the customer at a
given common delivery dat®. Even in case of the calendar manufacturer itossible to
give different due dates for each job or for sommugs of jobs within a small range of the
common delivery date.

In the following, it will be shown that althoughetidifference of delivery dates slightly
modifies the calculation of the optimal schedule general conclusions of Chapter 6.2 are
still valid. In the following it is assumed thatabgjob has a different delivery date equatito
Furthermore, it is also assumed that all jobs aléevered in time, that is, delay and the
corresponding penalty cost are not considered.

6.3.1 Optimal schedule when delivery dates are défent and interest is not compounded

Applying an API algorithm for the different deliwedate situation the objective function
must be written for ai§ sequence and next foj-a sequence of the indicated adjacent jobs.
The objective function for thiej sequence of the jobs is obtaine®ifs substituted by

in case of job and byd; in case ofjotj in equation (6 4), that is,

OF () = [ﬂd o —t;) (6.21)

The objective function for thje4 sequence of the jobs is obtaine®ifs substituted by
in case of job and byd; in case of joh in equation (6.5), that is,

OFU™ = i _T0)+Ci étﬁdi =Ty _tj) (6.22)

The change of the objective function as a consempiehthe interchange of jolbbsandj
can be analyzed again by taking the difference éetw6.21) and (6.22). It can easily be seen
that due dates; andd; drop out of the calculation and the optimal segeecan again be
given by the WLPT sequence. That isjgnsequence is optimal if

tj t G
—Cj——t+G——t;<0 - J-d<o L Iyl
365 365 Cj Ci Ci Cj

as before in Chapter 6.2.1.

(6.23)

6.3.2 Optimal schedule when delivery dates are ddfent and interest is continuously
compounded

Applying an API algorithm for the different deliwedate situation the objective function
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must be written again for anj sequence and next fof-a sequence of the indicated adjacent
jobs.

The objective function for the{ sequence of jobs can be obtained; iindd; substitute
D in equation (6.11), that is,

9 (g - 9 (g —T,—t
OF(-) =w + qeses(d' To) +¢ e365(d' To-t) (6.24)
The objective function for thgd sequence of jobs can be obtained; iindd; substitute
D in equation (6.12), that is,
q q
OFU-) W + Cjem(dj_T") + qe?es(di‘TO“i) (6.25)

The objective function is improved by the changehefi- sequence of jobs if inventory
holding cost decreases. Subtracting (6.25) fror24(6the following condition is obtained for
the optimality of the— sequence of jobs,

q (4 - A (g -T.—t A (g A (g -7t
qe%(di To) N cje365(dJ To-t;) < Cje365(dJ To) N CieSGS(dI Tot;) (6.26)
Simplifying and rearranging condition (6.25) we tet following condition,
_a _a
1-e 365 1-e 365
I 2 ay (6.27)
qe365 ' G @365’

Applying again notatiorf(t) for the transformed exponential operation time get the

following,
i) o fly)

a4 g (6.28)
G e365 c;e365

Condition (6.28) shows that if interest is contingly compounded, due dates can
influence the optimal order.

In the following, let us call the transformation tife due date with the help of the
exponential functiomxponential due dat€ondition (6.28) shows that in the case of défer
due dates the WLTEPT rule must be modified by idiclg the corresponding exponential due
date values in the weights.

6.3.3 Comparison of the optimal sequences

The analysis of the robustness of a schedule tarteeest calculation method is not so
straightforward now as it was in the case of commhoa dates. The condition for the optimal
sequence of am4 order in the case of continuously compounded éstecalculation is
determined by both the ratio of thestof jobs and by the ratio of thexponential due dates

Applying the previously demonstrated condition &.4and knowing that the exponential
function is monotonically decreasing, four differ@ases can be distinguished. The possible
cases are summarized in Table 6.2.

In Case 1if theiH sequence is optimal for tliiest type of interest calculation (interest is
not compounded), then it is also optimal for theosel type of interest calculation (interest is
continuously compounded), and the optimal sequéeseetinfluencedby the due dates.

In Case 4 if the i§ sequence is optimal for theecondtype of interest calculation
(interest is continuously compounded), then it I aptimal for the first type of interest
calculation (interest is not compounded), and tpental sequencé influencedby the due
dates.

In Cases 2and3, the optimality of a sequence for one type ofrieé calculation is not a
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sufficient condition of optimality for the othergg of interest calculation. Furthermore, when
the interest is continuously compounded the optseguencés influencedoy the due dates.

In the next chapter it will be demonstrated, howetlat if due dates are not very
different, then the ratio of exponential due datewmdly modifies the ratio of costs,
consequently their effect can be ignored.

Table 6.2 Optimality conditions of the i—j sequeat@®bs

dide di>dj
o a
365 _ _ _ _ _ e '
eq £l b ) G by eq £ f)
g G Gl f(t;) it e © f(t;)

t >t Case 3 Case 4
9 a

. 365 ' c 365 f(t t
G b ang eq El(isf(t') —'Seqd E—I(isf(t')st—'
Cj i 63735‘1; Cj f(tj) Ci @365 ¢ ( j) i

6.4 lllustration of the results with the help of acalendar manufacturing process

In the following, the effect of the derived sequegcrules is demonstrated with the help of
the situation of the calendar manufacturer. The mamy buys sheets of printed calendar
pages for several types of calendars from printagnpanies. The sheets are cut into pages,
bound with the corresponding technology, packaged, stored until the delivery date. The
company prepares approximately 200 different caengearly, in lot sizes ranging between
50 and 15 000 pieces.

The bottleneck of the production process is thetirgyutmachine. There are very
sophisticated cutting machines on the market witbrtssetup time and with high cutting
accuracy. However, these types of machines arendialy not feasible for the company
because of the relatively small volume and rangprofluction. A manual cutting machine is
used with long (sequence independent) setup timeé®perated by a skilled worker. Identical
calendars are cut in one batch to reduce setup Tilme cutting machine has enough capacity
to cut the yearly production requirement if the fhime operates continuously. Therefore, one
of the majoroperational constraint®f scheduling is to provide work for the cuttingohine
continuously.

Calendars are perishable items which can only kaound the end of the year. Those
calendars which are not sold in this period caodiesidered waste. The majority of calendars
are produced for orders. Orders are known in adyaened the ordered calendars are delivered
in September to the customers. In this chapteral @ath production scheduling of those
orders which are known in advance and all haveetgtbpped at a given date in September.
The scheduling of random orders occurring aftet&@aper is not topic of this research.

The objective of scheduling is to minimize invewntdnolding cost. Calendars are
produced during 9 months but delivery and incomeuoonly in September. The printed
sheets are delivered for the required date and ygaoeh arrival. Therefore, the raw materials
of calendars have to be financed from the beginoirgroduction until the date of delivery in
September. Raw materials (and production) are fedrirom credits.

The company currently schedules production randorSlgme raw material supply
priorities and common sense considerations ardespplt scheduling theory results are not
used. The schedule of the production of 78 ordecal@ndars for an 89 day long production
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period from last year with all the relevant datati{iog operation times, raw material costs)
were provided by the company to demonstrate invgntmst saving when the derived
scheduling rules are applied.

Table 6.3 contains the inventory holding cost fog actual production and also for the
schedules generated by the WLPT and WLTEPT rulethencase of both type of interest
calculation. Optimal values in the table are intkdaby bold face numbers.

The first column shows the result when interesha¢ compounded and the second
column shows the result when interest is continlypgempounded. These two columns
provide a lower and an upper estimate for theire@ntory holding cost. Since the difference
is very small, the method of interest calculatioesinot seem to be relevant. This is true even
if the interests for the different type of intereatculation methods differ slightly.

Applying the WLPT rule derived in Chapter 6.2.1ansiderable saving can be seen in
Table 6.3. Cost saving is 1218.9 Euros (3864.3—2§45 production is performed in the
sequence provided by the WLPT rule. This is 31.5t%t decrease which can be realized
simply by changing the production sequence of jobs.

Table 6.3 also shows that the same inventory hgldost is obtained for the WLPT and
for the WLTEPT rules. The detailed analysis of #exjuences shows that the identical
inventory holding costs belong to identical prodmuttsequences. In the case of the WLTEPT
rule the optimal value of the inventory holding £&s2666.2 Euros. The slight increase of
cost compared to the WLPT optimum (2645.4 Euroghésresult of the different interest
calculation methods and not the consequence afttaege of production sequence.

Table 6.3 Inventory holding cost of different protlon schedules (Euros)

Interest is not Interest is continuously
compounded compounded
(r=0.1092) (0=0.1092)
Actual 3864.3 3900.6
WLPT 2645.4 2666.2
WLTEPT 2645.4 2666.2

The similar results for the two different schedglirules are not surprising based on the
conclusions of Chapter 6.2. Thg) function is almost linear at 10.92% intereserat the
range of operation times (1-15 days) relevantacttimpany (see Figure 6.4).

The range between the ratio of operation timesthadatio of transformed exponential
operation times is very small (around 0.0002) ia tklevant section of thit) function.
Therefore, there is only a very small possibilitntt the two optimal sequences will differ.
Even if the sequences were different, applying ohé¢he two optimums for both interest
calculations would have no significant cost conseges.

If due dates of orders are different, then, aceqydo Table 6.2, the ratio of exponential
due dates has to be considered. Due dates, hovwewerot be very different in practice. On
the one hand customers do not need next year @akencebry early; on the other hand
customers cannot get calendars very late becaesprtiduct cannot be sold long after the
beginning of New Year. If the company applies défe due dates, those due dates are
certainly within a narrow range of the existing coon due date. Applying the 10.92%
interest rate used at the company and a 25% pessitease and decrease of the existing due
date for some calendars, the smallest and highessilge values of the ratio of the
exponential due dates are as follows,
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idi 8 01092 idi 8 01092
e365 e 365 e365 e 365
R 0993 TR 1007 (6.29)
—d. 891025 ——— ——d; 891025 ——
g365 " € 365 €365 e 365

These results show that despite of the differeri¢beodelivery dates optimal sequence of
jobs is practically not influenced by the interealculation method.
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Figure 6.4 The f(t) function for the parametershad calendar manufacturer (g=0.1092)

6.5 Conclusions of Chapter 6

In this chapter the effect of interest calculatiorethods on inventory holding cost and
consequently on production scheduling decisiors&yzed.

First, two scheduling rules are derived; one ftinear and one for a non-linear earliness
related objective function, when all due dates idemtical. The WLPT rule — for the case
when interest is not compounded — is independetiieinterest rate. The WLTEPT rule — in
case of continuous interest calculation — dependfi® interest rate. However, it is proved in
Chapter 6.2 and it is illustrated in Chapter 6t ih practice the optimal sequences provided
by the WLPT and by the WLTEPT rules are very fraglyeidentical. Even if the optimal
sequences are different, applying any of the optsequences is financially acceptable.

Second, the problem is extended to the consideratio different due dates. It is
demonstrated that in Case 1 (see Table 6.3) thelusions made for common due dates are
valid for different due dates as well. In all otlexses (Cases 2, 3 and 4 in Table 6.3) the
difference of due dates theoretically influences dptimal sequence but in practice the effect
of this difference is insignificant.

Based on the insensitivity of the optimal sequeriogbhe method of interest calculation,
it can be concluded that in most cases the opts@glience can be determined by using only
the raw material costs;] and the processing timeg.(The method of interest calculation and
the value of interest rate do not affect the optisgguence. This conclusion does not mean
that thevalue of inventory holding cost is not influenced by drcial conditions but the
optimal operation of the system is independenhe$¢ factors.

The results presented in this chapter assume lihattdars are delivered for the required
due dates. If due dates are not met and penaltly foosdelay must be considered, the
suggested API algorithm cannot be applied. In taise mathematical programming models
and the cumbersome application of branch and balgatithms may be appropriate.

As a summary, based on Chapter 6, the followingndigic result can be formulated:

Result 5/1
| proved that in the case of a single resourcedidirey problem

98



dc_924 14

— if task times ) are deterministic,

- the sequence independent setup time is paredatk timet),

— there are no precedence constraints of tasks,

— each task must be performed for saene due daje

- inventory holding cost is calculated wigkriodic interest calculation
then inventory holding cost is minimized if conditi (6.7) is met by any two adjacerdnd]
jobs ifi<j. This condition can be called weighted longestessing time (WLPT) rule.

If inventory holding cost is calculated wittontinuous interest calculatioftompounded
interest), then condition (6.15) must be met by amg adjacent andj jobs if i<j. This
condition can be called weighted longest transfarerponential processing time (WLTEPT)
rule.

Result 5/2
| proved that in the case of a single resourcedidirey problem

— if task timest{) are deterministic,

- the sequence independent setup time is paredbtk timet),

— there are no precedence constraints of tasks,

— each task hadifferent due datéd,),

- inventory holding cost is calculated wigkriodic interest calculation
then inventory holding cost is minimized if conditi(6.23) is met by any two adjacerdnd]
jobs ifi<j. This condition is equivalent to the longest pssteg time (WLPT) rule. Based on
formula (6.23) it can be concluded, that the duteslgl) do notinfluence the optimal
schedule.

If inventory holding cost is calculated witontinuous interest calculatioftompounded
interest), then condition (6.28) must be met by amyg adjacent andj jobs if i<j. This
condition is equivalent to the weighted longesingfarmed exponential processing time
(WLTEPT) rule, but in this case the due daté3 ihfluencethe optimal schedule and are
incorporated in the weights.

Result 5/3
| proved that in the case of a single resourcedidimgy problem

— if task times t{) are deterministic,

- the sequence independent setup time is paredatk timet),

— there are no precedence constraints of tasks,
then the optimal schedule based on the lower esimlainventory holding cost (calculated
by periodic interest calculation), and the optirmahedule based on the upper estimate of
inventory holding cost (calculated by continuouiiast calculation) differs only in extreme
situations in practice. That is, scheduling resuwfsthe presented problems are very
insensitive to the inventory cost calculation meiho

The derivation of the scheduling rules which mirags inventory holding cost in case of

common due dates are published in Koltai (200686B)) The generalization of the result for
different due dates are presented in Koltai (2009).
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7 SUMMARY OF THE DISSERTATION

This dissertation summarizes my main research teeselated to sensitivity analysis in the
area of production planning and scheduling in thet 20 years. Production planning and
scheduling is a very diversified area. Dependinghentype of production processes (project
based, small batch production, mass productiorpemiding on the demand characteristics
(hectic, stable) and depending on the implementedyztion planning and control systems,
there are several ways of planning and scheduliadyztion. Frequently, in practice, only a
simple spreadsheet model is used to get a feaplale Sometimes, complex simulation
models are built to analyze operation possibiliti€ccasionally, large mathematical
programming models are solved to get optimal sotutiNo matter, however, how a
production plan and production schedule is gendratee change of some planning
parameters or planning conditions is expected.ofhes planning parameters change, the
analysis of the effect of these changes on theyatazh plan or on the production schedule
must be analyzed and evaluated. Consequently, tiségsianalysis provides important
information for production related decision-making.

Since the formulations and solution techniques rafdpction planning and scheduling
problems are very diverse, it is not possible teettgp a general theory of sensitivity analysis.
In case of each problem presented in this workciapenethods must have been developed,
based on the characteristics of the model apptiethe generation of the plan.

The dissertation contains five different methodsskensitivity analysis:

— In Chapter 2 (Results 1/1 and 1/2), sensitivitglgsis of a linear production planning
model is used to illustrate some problems relatedkgyenerate optimal solutions.

— In Chapter 3 (Results 2/1, 2/2 and 2/3), a negregation approach is developed for
capacity analysis of FMSs, and a special sensitaitalysis based on the characteristics of
this new approach is developed.

— In Chapter 4 (Results 3/1 and 3/2), integer nmatteal programming models are
applied, and the characteristics of a pricewisedirefficiency function is analyzed.

— In Chapter 5 (Result 4), a scheduling problerm@leled as discrete a event dynamic
system and perturbation analysis is implementegetsensitivity results.

- Finally, in Chapter 6 (Results 5/1, 5/2 and 5&3%cheduling problem is approached as a
combinatorial problem, and the special charactesisbf the investigated case lead to
sensitivity conclusions.

Each presented problem is different, consequetitty,applied techniques for sensitivity
analysis are different as well, but the objectwéhie same in all casebe minimal change of
a planning parameter which requires the modificataf the plan has to be determined

The presented scientific results have differenergdic and practical relevance. The
results of Chapters 2 and 3 have mostly theoredigaificance.

— The analysis of citations shows that, the progosew classification of sensitivity
information (Chapter 2) motivated several reseashe calculate these sensitivities in
different special LP models (see for example Lid #¥en, 2003; Kavitha and Pandian, 2012
or Ma, Lin and Wen, 2013). Furthermore, the battederstanding of the traps of misleading
information, and the proposed tool for getting #p@ropriate sensitivity values, may improve
the decision-making process in the related areesh@in, 2012).

— The proposed aggregation method based on theepbot operation types (Chapter 3)
may contribute to a the better understanding of #wailable capacity of flexible
manufacturing systems (see for example Matta, Telldaand Valente, 2007 or Zaeh and
Mueller, 2007).

Besides the theoretical significance, the resuftCbapters 4, 5 and 6 have direct

100



dc_924 14

practical impacts as well.

— The extension of ALB models with workforce skiibnstraints (Chapter 4) provides
information to line configuration decisions in caska bicycle assembly process (Koltai,
Tatay and Kallo, 2013).

— The application of perturbation analysis for teeamination of the sensitivity of
production schedules (Chapter 5) facilitates thetrob of waiting time in a technologically
critical point of a continuous steel casting prac@oltai, Larraneta and Onieva, 1993).

— The proposed new scheduling rules (Chapter 6) hedp to improve the financial
performance of a simple calendar manufacturinggse¢Koltai, 2006).

Finally, it must be noted that, although, the otiecof this dissertation is sensitivity
analysis related tproduction systemssensitivity information are very important gervice
systemsas well. For example, Koltai, Kall6 and Lakato9@2) examined, how the arrival
characteristics of customers and the main parametethe purchasing process influence
waiting time in front of the check-out counters ansupermarket. In general, it can be
concluded that what is true for production systemns, also true for service systendome
major planning parameters may change, and the teffieihese changes on some performance
measures must be analyzed and evaluated with $peethods, developed for the problem in
guestion.

As a summary, it can be concluded that in prodactigstems, some major parameters
used for planning may change for several reasorthelse cases, information about the effect
of the change on some performance measures is tampanformation for the decision maker.
Today, company excellence depends more and matteecefficient collection and processing
of a large amount of data related to the produgtimtess and to the production environment,
in order to support decision-making. In this enmireent, sensitivity analysis related research
is highly relevant and its frontiers are constaettyending. The presented results are going to
provide some modest contribution to this area.
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