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Abstract

As traditional computer architectures reach their physical limits in the near future, we
will transition into the age of quantum information. The quantum Internet utilizes the
fundamental concepts of quantum mechanics for networking. The entangled quantum
network structure of the quantum Internet characterizes a high-complexity network space
with several advantages and challenges. The construction of efficient services for the
quantum Internet is an emerging issue. This dissertation defines a routing service, an
entanglement distribution and differentiation service, and an optimization service for the
quantum Internet. The purpose of the proposed services is to increase the performance
and decrease the resource requirements of the quantum Internet.
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Chapter 1

Introduction

According to Moore’s Law [77], the physical limitations of classical semiconductor-based

technologies could be reached within the next few years [3, 16, 17, 30, 44, 47, 76, 86, 115].

We will then step into the age of quantum information. The age of quantum information

will not only reformulate our view of the nature of computation and communication, but

will also open fundamentally new possibilities for realizing high-performance computer

architecture and telecommunication networks [39, 40, 48, 55, 74, 108, 117–121]. Since our

traditional data will no longer remain safe in the traditional Internet when quantum

computers become available [1, 40, 47, 94, 117], there will be a need for a fundamentally

different network structure: the quantum Internet [55, 74,118,121].

Available point-to-point communication link should be connected on one hand to

cover large distances an on the other hand to reach huge number of users in the form

of a network. Thus, the quantum Internet requires quantum repeaters and quantum

switches/routers. Because of the consequences of the postulates of quantum mechanics,

the construction of these network entities proves to be very hard [39].

The quantum Internet utilizes the fundamental concepts of quantum mechanics for

networking [2, 7–11, 32–39, 49, 55, 59, 62, 74, 89, 91–93, 118–121]. The main attributes of

the quantum Internet are unconditional security (quantum cryptographic protocols), ad-

vanced quantum phenomena and protocols (such as quantum superposition, quantum

1
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entanglement, quantum teleportation and quantum coding) and an entangled network

structure [4, 12, 13, 28, 41, 42, 57, 69–73, 75, 80, 105, 110, 129–131]. In contrast to tradi-

tional repeaters, quantum repeaters cannot apply the “receive-copy-retransmit” mech-

anism because of the so-called no-cloning theorem [39, 49, 118, 128]. This fundamental

difference between the nature of classical and quantum information not just leads to

fundamentally different networking mechanisms, but also requires the definition of novel

networking services in a quantum Internet scenario [127]. In a quantum Internet setting,

the main task is to distribute quantum entanglement from a source quantum node to

a target quantum node through a set of intermediate quantum nodes called quantum

repeaters [6, 20–23, 29, 31, 58, 65, 103, 107, 111, 114, 116, 133]. The entanglement distribu-

tion is realized in a step-by-step manner by the generation of short-distance entangled

connections between quantum nodes. Next, the level of entanglement of the entangled

connections is increased to generate longer-distance entangled connections. The entangle-

ment level of an entangled connection determines the hop-distance (number of quantum

nodes spanned by the particular entangled connection) between a source node and the

target node of the given entangled connection. The level increment is realized by the

so-called entanglement swapping (entanglement extension) procedure applied in the in-

termediate quantum repeaters. Specifically, the entanglement distribution is achieved

within the framework of the so-called doubling architecture [118, 120, 121] (see also Sec-

tion 2.2), where each increment of the level of entanglement doubles the hop-distance.

At the end of the entanglement distribution procedure, the distant source node and the

target node share a long-distance entangled connection.

A practical implementation of the quantum Internet integrates standard photonics

devices [104, 127], quantum memories, optical cavities and fundamental physical de-

vices [4,12,28,32,41–43,45,46,69,85,92,93,100,105,129] required for practical quantum

network communications [6,19–21,23,29,58,65,103,107,111,114,116,133]. The quantum

transmission and the auxiliary classical communications between the quantum nodes can

be realized via standard links (e.g., optical fibers, wireless optical channels [26], satellite
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communications [2,5], etc) and by the utilization of the fundamental quantum protocols

of quantum networks [118].

Experimental quantum Internet is currently in the development phase and exists on

the level of physics laboratories and theoretical approaches. The engineering problems

connected to the construction of the quantum Internet need to be discussed, and solu-

tions must be found [127]. The main engineering issues cover the development of novel

routing services for the heterogeneous network structure of the quantum Internet and

the definition of connection establishment services, resource allocation services (such as

services for entanglement distribution and entanglement allocation), and interoperabil-

ity services (interoperability between different network layers and network components).

This dissertation aims to address these main problems.

1.1 Motivation

Quantum communication networks can be classified into two main classes [49, 118, 121]:

unentangled and entangled quantum networks. In an unentangled quantum network,

the connections between the quantum nodes are formulated via unentangled quantum

states. In an entangled quantum network, the connections between the quantum nodes

are formulated via entangled states. The entangled states are stored within the internal

quantum memories of the quantum nodes, such that the entangled connections span sev-

eral hops and are established over long distances. The characteristics and aims of the two

types of quantum network models are fundamentally different. While the main purpose

in an unentangled quantum network is to implement a standard (unentangled) QKD

(quantum key distribution) protocol [49,118,121] between the nodes in a point-by-point

manner to ensure the security of the quantum communication (see also Section 3.2.5),

the main task in an entangled quantum network is to distribute quantum entanglement

over long distances. The services of unentangled and entangled quantum networks can

be used as supplemental services for the tasks of traditional networks (to ensure stronger
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encryption and security services via QKD—such as IPSec (Internet Protocol Security)

with QKD [118] or TLS (Transport Layer Security) with QKD [118], to reduce the depen-

dency on public key methods and on one-way functions, and to reduce the computational

complexities of cryptographic methods, authentications, and privacy services). On the

other hand, while unentangled quantum networks can provide only these supplemental

services for traditional networks in short distances due to the point-by-point QKD-based

quantum communication, the structure of entangled quantum networks allows us to con-

struct a more complex network—called the quantum Internet. In a quantum Internet

scenario, the core network is an entangled quantum network, and the main aim is to

provide a general network structure for quantum computers (legal users) to establish re-

liable and secure long-distance quantum communications. A fundament of the quantum

Internet concept is therefore quantum entanglement and quantum repeaters. Quantum

repeaters serve as intermediate transmitter quantum nodes between a sender quantum

node (Alice) and a receiver quantum node (Bob) in the entanglement distribution pro-

cess. By utilizing quantum entanglement, communication distances can be extended to

long distances (unlimited, by theory) via the entanglement distribution process.

The entangled connections of entangled quantum networks span multiple nodes (i.e.,

these connections are multi-hop connections). An entangled connection is created via

the entanglement distribution process, that is, via many physical links. A given physical

link (i.e., optical fiber, wireless optical link) serves only temporarily in the distribution

process because a physical link can create entanglement only over short distances. This

is the reason the entanglement distribution process is realized in a step-by-step manner

via many physical links and by many short-distance entangled states. The end of the

entanglement distribution process is an end-to-end entangled state between the distant

sender and receiver. The end-to-end entangled state spans over the intermediate nodes

and physical links used in the distribution process between the sender and the receiver.

In an unentangled quantum network, the achievable communication distances are lim-

ited because of the requirement of (primarily) point-by-point QKD between the quantum
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nodes. In an entangled quantum network, the entanglement distribution procedure elim-

inates the requirement of point-by-point quantum communications and extends it to a

multi-hop quantum communication.

Entangled quantum networks allow us to utilize all quantum protocols, such as QKD,

and other quantum cryptographic primitives similar to untangled networks, but with the

additional exploitation of the improved network structure, higher transmission reliability

and transmission rates, and significantly longer achievable communication distances. As

long-distance end-to-end entangled states are available, the entangled quantum network

can be utilized as a QLAN (quantum local area network), a QMAN (quantum metropoli-

tan area network), a QWAN (quantum wide area network), or a global quantum Internet

network.

The main uses of the quantum Internet include the field of distributed computations

[119] (quantum secret sharing [118], blind quantum computation [118,119], client-server

quantum communications [118,119], system-area networks [118,119]), distributed crypto-

graphic functions (Byzantine agreement [113], leader election [118,119], QKD [118,119]),

and the field of sensor technology [118] (interferometry, clocks, reference frames).

Since an entangled network architecture represents a core of the quantum Internet,

our network model is also based on the entangled quantum network model.

The main attributes and application scenarios of the quantum Internet are summa-

rized in Table 1.1.

1.2 Dissertation

1.2.1 Results

This dissertation defines novel services for the quantum Internet. The services consider

the physical attributes of quantum transmission and the procedures of entanglement

distribution. The proposed services utilize the fundamental architectural attributes of

the quantum Internet, establish advanced services for the processes of entanglement
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Table 1.1: Attributes and application scenarios of the quantum Internet.

Network
Structure

Application
Benefits over classical

networks

Fundamental
concept of the

quantum
Internet?

Entangled

Distributed
cryptographic

functions
[107,118,119]

Reduced computational
complexity, decreased use of

one-way functions and
public key methods

Yes

Distributed
computation

[7, 10,107,113,118,
119,119,127]

Unconditional security Yes

High precision
sensor networks

[55,74,118,119,127]
Improved precision Yes

Advanced quantum
protocols [4, 6, 7, 10,
107,118,119,127]

Unconditional security,
advanced communications
[49,85,118,121] (quantum

teleportation [85,99],
quantum

encoding [39,50,75], etc.)

Yes

Multi-hop
QKD [49,118,121]

Unconditional security Yes

Multi-hop
entanglement [6, 7,

10,43,45,46,100,104,
107,118–122,127]

Quantum Internet [55,74],
long-distance quantum
communications and

QKD [118,119],
unconditional security over

unlimited distances

Yes

Extended secrecy for
classical

protocols [118,119]
Unconditional security

Yes (strong
multi-hop
settings)

Unentangled
Point-to-point

QKD [49,118,121]
Unconditional security

No (limited
distances,

expandable by
free-

space [2, 5, 26,67]
quantum
channels)

Extended secrecy for
classical

protocols [118,119]
Unconditional security

No (weak
multi-hop
settings)
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distribution and differentiation, and define a network optimization framework.

The contributions of this dissertation are as follows:

• A decentralized routing service is defined to perform a high-efficiency routing in the

quantum Internet [33].

• A service is defined for the distribution and differentiation of quantum entanglement

among the users of the quantum Internet [35].

• A service is defined for the optimization of the classical layer and the quantum layer

of the quantum Internet [37].

The novel contributions of the services are detailed and discussed separately in the

chapters.

1.2.2 Contents and Structure

The structure of this dissertation is organized as follows. In Chapter 2, preliminaries

are summarized. In Chapter 3, the routing service is proposed. Chapter 4 discusses the

service for entanglement distribution and entanglement differentiation in the multiuser

environment of the quantum Internet. Chapter 5 provides the multilayer optimization

service for the quantum Internet. Finally, Chapter 6 concludes the results. Supplemental

information with additional results is included in the Appendix.

The Appendix is organized as follows. In Appendix A, the list of papers is sum-

marized. In Appendix B, additional results for the application of the proposed routing

service are included. Supplemental results for the entanglement differentiation service,

and the multilayer optimization service are found in Appendix C and Appendix D. Ap-

pendix E and Appendix F contain the list of abbreviations and the list of notations.
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Chapter 2

Preliminaries

2.1 Basic Terms

2.1.1 Quantum Entanglement

A d-dimensional superposed quantum system |ψ〉 is a d-level system,

|ψ〉 = α1|B1〉+ . . .+ αd|Bd〉, (2.1)

where the αi-s are complex numbers, |α1|2 + . . . + |αd|2 = 1, while |Bi〉 is the i-th basis

state, i = 1, . . . , d [39,49,118]. For a qubit system, the dimension is d = 2, and (2.1) can

be written as

|ψ〉 = α1|0〉+ α2|1〉, (2.2)

with |α1|2 + |α2|2 = 1. A two qubit system formulates quantum state

|ψ〉 = α1|00〉+ α2|01〉+ α3|10〉+ α4|11〉, (2.3)

where
∑
|αi|2 = 1. A separable two-qubit system |ψ〉s can be decomposed into a tensor

product form as |ψ〉s = |φ〉 ⊗ |ϕ〉, where |φ〉 and |ϕ〉 are one-qubit systems, while ⊗ is

the tensor product. An example for a |ψ〉s system is obtained at α1 = α2 = α3 = α4 = 1
2
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in (2.3). On the other hand, if α1 = α4 = 1√
2

and α2 = α3 = 0, the two qubit system |ψ〉

in (2.3) cannot be decomposed, |ψ〉 6= |φ〉 ⊗ |ϕ〉, and the qubits formulate an entangled

system.

In an entangled system, operations performed on one half of the state affect the

other, and the probabilities of the entangled qubits are not independent. The d = 2

dimensional twopartite entangled states are the so-called Bell states [39,49,118] (or EPR

states, named after Einstein, Podolsky and Rosen [39,49,118]). The Bell states are given

as

|β00〉 = 1√
2

(|00〉+ |11〉) , (2.4)

|β01〉 = 1√
2

(|01〉+ |10〉) , (2.5)

|β10〉 = 1√
2

(|00〉 − |11〉) (2.6)

and

|β11〉 = 1√
2

(|01〉 − |10〉) . (2.7)

In the entanglement distribution process, we assume the use of the |β00〉 state from (2.4).

A quantum system |ψ〉 can also be represented via a density matrix ρ. For an n-length,

d-dimensional pure quantum system |ψ〉, ρ is a dn × dn size matrix, as

ρ = |ψ〉〈ψ|, (2.8)

such that Tr (ρ) = 1 for a general state, and for pure states Tr (ρ2) = 1. For example,

the density of |β00〉 is

ρ = 1
2
|00〉〈00|+ 1

2
|00〉〈11|+ 1

2
|11〉〈00|+ 1

2
|11〉〈11|. (2.9)
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2.1.2 Entanglement Fidelity

The fidelity of entanglement [52, 83, 106] is another critical parameter for entanglement

distribution. In a quantum network with a chain of repeater nodes between a source

and target nodes, for all pairs of entangled nodes (e.g., for nodes that share a common

entanglement) a given lower bound in the fidelity of entanglement must be satisfied,

otherwise the entanglement distribution fails [26,118].

Let |β00〉 from (2.4) be the target Bell state subject to be created at the end of the

entanglement distribution procedure between a particular source node A and receiver

node B. The entanglement fidelity F at an actually created noisy quantum system σ

between A and B is

F (σ) = 〈β00|σ|β00〉, (2.10)

where F is a value between 0 and 1, F = 1 for a perfect Bell state and F < 1 for an

imperfect state. Without loss of generality, in an experimental quantum Internet setting,

an aim is to reach F ≥ 0.98 over long distances [118,121].

Some properties of F are as follows [39]. The fidelity for two pure quantum states

|ϕ〉, |ψ〉 is defined as

F (|ϕ〉, |ψ〉) = |〈ϕ|ψ〉|2. (2.11)

The fidelity of quantum states can describe the relation of a pure state |ψ〉 and mixed

quantum system σ =
∑n−1

i=0 piρi =
∑n−1

i=0 pi|ψi〉〈ψi|, as

F (|ψ〉, σ) = 〈ψ|σ|ψ〉 =
n−1∑
i=0

pi|〈ψ|ψi〉|2. (2.12)

Fidelity can also be defined for mixed states σ and ρ, as

F (ρ, σ) = (Tr(

√√
σρ
√
σ))

2

=
∑
i

pi(Tr(
√√

σiρi
√
σi))

2

. (2.13)
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2.1.3 Relative Entropy of Entanglement

The E (ρ) relative entropy of entanglement [123–125] of a joint state ρ of subsystems

A and B is defined by the D ( ·‖ ·) quantum relative entropy function, without loss of

generality as

E (ρ) = min
ρAB

D (ρ‖ ρAB) = min
ρAB

Tr (ρ log ρ)− Tr (ρ log (ρAB)) , (2.14)

where ρAB is the set of separable states ρAB =
∑n

i=1 piρA,i ⊗ ρB,i.

2.2 Operations in the Quantum Internet

In a quantum Internet scenario, quantum repeaters aim to create high-fidelity entangled

systems over long distances. For practical reasons, let us assume that we are operating

on d = 2 dimensional quantum systems. At a given target Bell state |β00〉 subject to be

created at the end of the entanglement distribution procedure, the entanglement fidelity

at an actually created noisy quantum system σ is therefore evaluated as in (2.10).

The entangled system between two distant points A and B is distributed in a step-

by-step manner through a set of intermediate quantum repeater nodes. In the first

step, the neighboring quantum nodes create entanglement between each other. In the

next step, particular quantum nodes apply a special operation called entanglement swap-

ping [49, 118, 121] to double the number of spanned quantum nodes. The entanglement

swapping operation splices two short-distance Bell states into a longer-distance Bell pair

via unitary operations applied in the quantum node and via classical side information

(i.e., a similar mechanism to quantum teleportation [49,118,121]). This type of entangle-

ment distribution mechanism is referred to as doubling architecture [118]. The doubling

architecture is depicted in Fig. 2-1.

An important problem connected to the entanglement distribution is the handling of

the noise on the entangled states. Considering the noisy physical links and other effects
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A 1R 2R 7R B6R

1l
2l
3l
4l

Level of entanglement

3R 4R 5R

Figure 2-1: Entanglement distribution in the doubling architecture. The aim is to gener-
ate long-distance entanglement between distant quantum nodes A and B through a chain
of q intermediate Ri, i = 1, . . . , q, quantum repeaters. The architecture defines different
l entanglement levels, l = 1, 2, 3, 4 in the current network situation with q = 7. First, the
l = 1 level entangled connections are established between the quantum nodes. To double
the spanned distance, entanglement swapping is applied in the quantum repeaters. The
result of the entanglement swapping procedure is a higher-level entangled connection.
The l = 2 level entangled connections are generated by quantum repeaters R1, R3, R5

and R7. The l = 3 level entangled connections are generated by R2 and R6, while the
l = 4 level entangled connection between A and B is generated by R4.
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of the environment, the received quantum states are noisy. Particularly, the fidelity of

the actually created entangled system σ is far from the target fidelity F . To handle

the situation, the noisy states should be purified—this process is called entanglement

purification [49, 118, 121]. The entanglement purification process takes two imperfect

systems σ1 and σ2 with F0 < 1, and outputs a higher-fidelity system ρ such that

F (ρ) > F0. (2.15)

The purification is a high-cost procedure since it requires a huge amount of resources

(quantum systems, transmissions, and internal procedures in the nodes), causes delay in

the transmission, and is probabilistic.

As follows, a network optimization is essential for a quantum Internet setting to reduce

the purification steps. The problem is handled via our modeling scheme by determining

optimal paths and via the application of entanglement switching nodes to switch between

the entangled connections without the requirement of high-cost steps.

2.3 Network Management in the Quantum Internet

The quantum Internet requires the utilization of advanced network and service man-

agement. The main task in the physical layer of the quantum Internet is the reliable

transmission of quantum states and the faithful internal storage of the received quantum

systems in the quantum memories of the quantum nodes. The quantum transmission

and quantum storage processes in the physical layer of the quantum Internet require a

collaboration with network and service management services in a higher, logical layer.

The logical layer utilizes classical side information available from the quantum network

through traditional communication channels to provide feedback and adaption mecha-

nism for the physical layer of the quantum network. The logical layer contains controlling

and post-processing tasks, such as error correction, dynamic monitoring of the quantum

links and quantum memories, controlling of the internal storage and error correction
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mechanisms of the quantum nodes, network optimization, and advanced service manage-

ment processes.

The field of the quantum Internet dynamically improves, and also challenges with

several open questions. Since the structure and the processes of the quantum Internet

are fundamentally different from the mechanisms of the traditional Internet, it requires

the development of novel and advanced services. The main challenge regarding these

services is to provide an optimal solution for the transmission of entangled systems, for

the optimization of the network architecture, and for the development of the networking

services connected to the entanglement distribution. The networking procedures of the

quantum Internet should consider the fundamentals of quantum mechanics (such as su-

perposition, quantum entanglement, and no-cloning theorem, among others) that require

a significantly different network and service management compared with the networking

services of the traditional Internet.

14

dc_1656_19

Powered by TCPDF (www.tcpdf.org)



Chapter 3

Decentralized Routing Service for

the Quantum Internet

Quantum repeater networks are a fundamental of any future quantum Internet and long-

distance quantum communications. The entangled quantum nodes can communicate

through several different levels of entanglement, leading to a heterogeneous, multi-level

network structure. The level of entanglement between the quantum nodes determines

the hop distance and the probability of the existence of an entangled connection in

the network. In this chapter, we define a decentralized routing for entangled quantum

networks. The proposed method allows an efficient routing to find the shortest paths

in entangled quantum networks by using only local knowledge of the quantum nodes.

We give bounds on the maximum value of the total number of entangled connections of

a path. The scheme can be directly applied in practical quantum communications and

quantum networking scenarios.

3.1 Introduction

In the quantum Internet [55, 74, 91, 118], the quantum nodes are connected with each

other through entangled connections [39,49,55,73,74,91,118,121] allowing one to perform
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quantum communications beyond the fundamental limits of traditional sender-receiver

communications [62, 92, 93]. The entangled quantum nodes can share several different

levels of entanglement, leading to a heterogeneous, multi-level entanglement network

structure [6, 20–23, 28, 29, 57, 59, 103, 111, 114, 116, 118, 121, 133]. The level of entangle-

ment between the quantum nodes determines the achievable hop distance, the number

of spanned intermediate nodes, and the probability of the existence of an entangled

connection [2, 4, 12, 35, 36, 41, 42, 58, 62, 65, 70, 71, 87, 89, 105, 110, 123–125]. For an Ll-

level entangled connection, the hop distance between quantum nodes x and y is 2l−1,

and each Ll-level entangled connection E (x, y) can be established only with a given

probability, 0 < PrLl (E (x, y)) ≤ 1, which depends on the properties of the actual

overlay quantum network [12, 39, 41, 42, 49, 55, 57, 58, 65, 73, 74, 91, 105, 118, 121]. As the

level of entanglement increases, the number of spanned nodes also increases, which de-

creases the probability of the existence of a higher-level entangled connection in the

network [12, 21, 41, 42, 57–59, 65, 103, 105, 114, 118, 121]. Note that each quantum node

can have an arbitrary number of entangled node contacts with an arbitrary level of en-

tanglement between them. The intermediate nodes between x and y are referred to as

quantum repeater nodes and participate only in the process of entanglement distribution

from x to y.

In an entangled quantum network with heterogeneous entanglement levels, finding the

shortest path between arbitrary quantum nodes for the level of entanglement is a crucial

task to transmit a message between the nodes in as few steps as possible. Since in practical

scenarios there is no global knowledge available about the nodes or about the properties

of the entangled connections, the routing has to be performed in a decentralized manner.

In particular, our decentralized routing uses only local knowledge about the nodes and

their neighbors and their shared level of entanglement.

In this chapter, we show that the probability that a specific level of entanglement

exists between the quantum nodes in the entangled overlay quantum network N is pro-

portional to the L1 distance of the nodes in an n-sized base-graph. While most of the
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currently available quantum routing methods [12,41,42,57,58,65,105,118,121] represent

a variant of Dijkstra’s shortest path algorithm [19, 63, 64, 96, 97], the efficiency of these

routing approaches is limited. We have found that the probability distribution of the en-

tangled connections can be described by an inverse k-power distribution, where k is the

dimension of the base-graph Gk, making it possible to achieve an O(log n)2 decentralized

routing in an entangled overlay quantum network. A k-dimensional base-graph contains

all quantum nodes and entangled connections of the overlay quantum network via a set of

nodes and edges such that each link preserves the level of entanglement and correspond-

ing probabilities. Specifically, the construction of the base-graph of an entangled overlay

network is a challenge, since in a practical decentralized networking scenario, there is no

global knowledge about the exact local positions of the nodes or other coordinates. Par-

ticularly, mapping from the entangled overlay quantum network to a base-graph has to

be achieved without revealing any routing-related information by security assumptions.

It is necessary to embed the entangled overlay quantum network with the probabilistic

entangled connections onto a simple base-graph if we want to achieve an efficient decen-

tralized routing. Note, that the quantum links are assumed to be probabilistic, since in

a quantum repeater network, both the entanglement purification and the entanglement

swapping procedures are probabilistic processes [39,49,55,73,74,91,118,121]. As follows,

quantum entanglement between the distant points can exist only with a given probabil-

ity, and this probability further decreased by the noise of the physical links used for the

transmission.

As we show by utilizing sophisticated mathematical tools, the problem of embedding

can be reduced to a statistical estimation task, and thus the base-graph can be pre-

pared for the decentralized routing. Therefore, the shortest path in the heterogeneous

entanglement levels of the quantum network can be determined by the L1 metric in the

base-graph. Precisely, since the probability of a high-level entangled connection between

the nodes is lower than the probability of a low-level entanglement, we can assign posi-

tions to the quantum nodes in the base-graph according to the a posteriori distribution
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of the positions.

The system model allows the utilization of both bipartite and multipartite entangled

states. It is because, while for a bipartite entangled system the entangled connection

is directly formulated between the two quantum systems, in the case of a multipartite

entangled system the entangled connections are formulated between the entangled par-

titions of the multipartite entangled state in the network model.

We show that the proposed method can be applied for an arbitrary-sized entangled

quantum network, and by utilizing entangled connections, our decentralized routing does

not require transmission of any routing-related information in the network. We also

reveal the diameter bounds of a multi-level entangled quantum network, where the di-

ameter refers to the maximum value of the shortest path (the total number of entangled

connections in a path) between a source and a target quantum node.

3.1.1 Results

The novel contributions of the chapter are as follows:

1. We define a decentralized routing for the quantum Internet. We construct a special

graph, called base-graph, that contains all information about the quantum network

to perform a high performance routing.

2. We show that the probability distribution of the entangled connections can be mod-

eled by a specific distribution in a base-graph.

3. The proposed method allows us to perform efficient routing to find the shortest paths

in entangled quantum networks by using only local knowledge of the quantum nodes.

4. We derive the computational complexity of the proposed routing scheme.

5. We give bounds on the maximum value of the total number of entangled connections

of the path.
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This chapter is organized as follows. In Section 3.2, the proposed decentralized routing

approach is discussed. Section 3.3 provides the computational complexity of the scheme.

In Section 3.4 the diameter bounds are derived. Finally, Section 3.5 concludes the chapter.

Supplemental material is included in Appendix B.

3.2 System Model

Let us formalize our statements in a strict mathematical manner. Let V refer to the

nodes of an overlay entangled quantum network N , which consists of a transmitter node

A ∈ V , a receiver node B ∈ V , and quantum repeater nodes Ri ∈ V , i = 1, . . . , q. Let

E = {Ej}, j = 1, . . . ,m refer to a set of edges between the nodes of V , where each Ej

identifies an Ll-level entanglement, l = 1, . . . , r, between quantum nodes xj and yj of

edge Ej, respectively.

3.2.1 Entanglement Levels

An N = (V,E) overlay quantum repeater network consists of several single-hop and

multi-hop entangled nodes, such that the single-hop entangled nodes are directly con-

nected through an L1-level entanglement, while the multi-hop entangled nodes communi-

cate through Ll-level entanglement. According to the working mechanism of a doubling

quantum repeater architecture [39, 74, 91, 118], the number of spanned nodes is doubled

in each level lsw = l− 1 of entanglement swapping. Therefore, the d(x, y)Ll
hop distance

in N for the Ll-level entangled nodes x, y ∈ V is denoted by

d(x, y)Ll
= 2l−1, (3.1)

with d(x, y)Ll
− 1 intermediate nodes between the nodes x and y. Thus, l = 1 refers to a

direct quantum link connection between two quantum nodes x and y without intermediate

quantum repeaters. The probability that an Ll-level entangled connection E (x, y) exists
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between x, y ∈ V is PrLl (E (x, y)), which depends on the actual network.

An entangled overlay quantum network N is illustrated in Fig. 3-1. The network

consists of single-hop entangled nodes (depicted by gray nodes) and multi-hop entangled

nodes (depicted by blue and green nodes) connected by edges. The single-hop entangled

nodes are directly connected through an L1-level entanglement, while the multi-hop en-

tangled nodes communicate with each other through L2 and L3-level entanglement. Each

entanglement level exists with a given probability.

3.2.2 Problem Setting and Available Resources

The proposed network model handles the quantum nodes and the quantum links in

an abstract level. The quantum nodes are represented by nodes, while the quantum

links are modeled by edges in a graph. The quantum links are formulated by bipartite

or multipartite entangled states between the quantum nodes. The entangled quantum

links are built-up by the physical layer procedures and resource allocation mechanisms of

entanglement distribution [39,49,55,73,74,91,118,121], such as entanglement purification,

entanglement swapping, and quantum error correction [6, 13, 20–23, 28, 29, 57, 59, 103,

107, 111, 114, 116, 129, 131, 133]. In the system model, if a new entangled connection is

required to establish a shortest path, these physical layer procedures are called in the

background. Note, that the quantum nodes also utilize classical links to perform some

auxiliary communications (see Section 3.2.6) connected to the mechanisms of quantum

layer such as entanglement distribution and node selection, distribution of measurement

information and statistical information between the neighboring nodes, and other related

information connected to the decentralized routing mechanism. The aim of the proposed

system model is to handle these procedures in an abstracted background layer that allows

us to focus only on the path selection problem.
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single-hop (L1) entangled node

multi-hop (L2, L3) entangled node

L1–level
entanglement

A

L3–level
entanglement

B

N

L1–level
entanglement

L2–level
entanglement

1R

qR
1qR

 

Figure 3-1: Entangled overlay quantum network N = (V,E) with heterogeneous entan-
glement levels. The network consists of single-hop entangled (gray) nodes with L1-level
entanglement connection, and multi-hop entangled (blue, green) nodes with L2 and L3-
level entangled connections. An Ll-level, l = 1, 2, 3, entangled connection between nodes
x, y ∈ V is established with probability PrLl (E (x, y)). The overlay network consists of
q quantum repeater nodes Ri ∈ V , i = 1, . . . , q between the transmitter (A) and the
receiver (B) nodes. The Ll-level entangled nodes consist of d(x, y)Ll

− 1 intermediate
quantum nodes, as depicted by the dashed lines.
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Probability of Entanglement and Entanglement Fidelity

The F fidelity of entanglement [39, 49, 118, 123–125] at a particular density matrix σ

between nodes x and y is defined as F = 〈Ψ|σ|Ψ〉, where |Ψ〉 refers to the entangled

system subject to be established between x and y. Let’s assume that σ is the density

matrix associated with a particular link E (x, y) as σ =
∑

i piρi =
∑

i pi|ψi〉〈ψi|, thus the

FE(x,y) entanglement fidelity between nodes x and y is as

FE(x,y) = 〈Ψ|σ|Ψ〉 =
∑
i

pi|〈Ψ|ψi〉|2. (3.2)

Independent of the PrLl (E (x, y)) probability of entanglement between the nodes, in

the proposed routing method each E (x, y) link can be also associated with a particular

entanglement fidelity (see (3.2)). As a corollary, FE(x,y) can also be selected as a routing

metric in our model to find the shortest path in the quantum network. However, the

PrLl (E (x, y)) probability of entanglement represents a more generalized metric that

includes the effects of link noise, the effects of entanglement purification and entanglement

swapping, error-correction, and disturbances of the physical environment.

Note that recent approaches to quantum networks employ quantum error correction

in addition to, or instead of, entanglement purification [80]; therefore, in these networks

the effect of entanglement purification on the entanglement probability is weighted by a

particular weight coefficient ω, ω < 1, or neglected, ω = 0.

3.2.3 Mapping the Structure of the Quantum Internet

Thesis 1.1 (Mapping the entangled network structure) The quantum nodes and

the entangled connections of the entangled quantum network N can be mapped into a

k-dimensional, n-size base graph Gk.

Proof. The base-graph [24,53,56,102] of an entangled quantum network N is determined

as follows. Let V be the set of nodes of the overlay quantum network. Then let Gk be
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the k-dimensional, n-sized finite square-lattice base-graph [27, 53, 56, 82, 102, 118], with

position φ (x) assigned to an overlay quantum network node x ∈ V , where φ : V → Gk

is a mapping function which achieves the mapping from V onto Gk [102].

Specifically, for two network nodes x, y ∈ V , the L1 metric in Gk is denoted by

d (φ (x) , φ (y)), φ (x) = (j, k), φ (y) = (m, o) and is defined as

d ((j, k) , (m, o)) = |m− j|+ |o− k| . (3.3)

The Gk base-graph contains all entangled contacts of all x ∈ V . The probability that

φ (x) and φ (y) are connected through an Ll-level entanglement in Gk is

p (φ (x) , φ (y)) =
d(φ (x) , φ (y))−k

Hn

+ cφ(x),φ(y), (3.4)

where

Hn =
∑
z

d (φ (x) , φ (z)) (3.5)

is a normalizing term [56, 102], which is taken over all entangled contacts of node φ (x)

in Gk, while cφ(x),φ(y) is a constant defined as

cφ(x),φ(y) = PrLl (E (x, y))− d(φ (x) , φ (y))−k

Hn

, (3.6)

where PrLl (E (x, y)) is the probability that nodes x, y ∈ V are connected through an

Ll-level entanglement in the overlay quantum network N .

For an Ll-level entanglement between φ (x) and φ (y), d (φ (x) , φ (y)) inGk is evaluated

as

d (φ (x) , φ (y)) = 2l−1. (3.7)

Our idea is that the PrLl (E (xi, yi)) probability of an Li-level entanglement connection

between nodes xi, yi ∈ V in the entangled overlay quantum network N can be rephrased

directly by the probability of p (φ (xi) , φ (yi)) in the k-dimensional base-graph Gk via the
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following distance connection:

d (φ (xi) , φ (yi)) = d(xi, yi)Ll
. (3.8)

Between the φ (·) configuration of positions of the quantum nodes in Gk and the set E

of the m edges of the overlay network V , the following conditional probability can be

defined:

Pr (E|φ) =
m∏

Ei=1

d(φ (xi) , φ (yi))
−k

Hn

+ cφ(xi),φ(yi), (3.9)

where xi, yi ∈ V are the quantum nodes connected via an entangled connection Ei in the

overlay network N .

Thus, the mapping V → Gk holds the connectivity of V via the unique position

configurations φ (xi) , φ (yi) of the overlay nodes such that the probability of an edge in Gk

depends only on the distance d (φ (xi) , φ (yi)) between φ (xi) , φ (yi) and the corresponding

PrLi (E (xi, yi)) in N .

As follows from (3.9), to maximize Pr (E|φ) we have to determine those base-graph

φ (xi) ∈ Gk assignments for all i of overlay nodes xi ∈ V that minimize the product of

the d (·) distances in the base-graph Gk.

In particular, using stochastic optimization at a given set of m edges E of the overlay

quantum network N , finding the positions φ (xi) , φ (yi), i = 1, . . . ,m in Gk can be

approached straightforwardly by the Bayes’ rule as

Pr (φ|E) =
Pr (E|φ) Pr (φ)

Pr (E)
, (3.10)

which characterizes the a posteriori distribution of configuration φ at a given set E.

Therefore, the φ : V → Gk mapping function which maximizes Pr (φ|E) can be deter-

mined via a statistical estimation.

For a candidate distribution Pr (φ), Pr (φ|E) can be rewritten without loss of gener-
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ality as

Pr (φ|E) =
Pr (E|φ) Pr (φ)∫

φ

Pr (E|φ) Pr (φ) dφ
, (3.11)

which clearly reveals that the determination of (3.11), specifically the computation

∫
φ

Pr (E|φ) Pr (φ) dφ, (3.12)

is also hard [24, 53, 102]. To solve the problem, Markov chain–based techniques [102]

can be utilized, allowing us to generate samples of φ that conform to a given Pr (φ)

candidate distribution [102] (see also [33]); this is convenient since we can determine

the denominator of (3.11). These techniques require the definition of a proposal density

function to stabilize the resulting Markov chain. This stabilization is required to achieve

(3.11) via the chain through a sequence of states. A proposal density function q (r| s)

proposes a next state s∗ given a state si.

The stabilization procedure also requires the swapping of position information φ (xi)

and φ (yi) between any two nodes φ (xi) , φ (yi) ∈ Gk subject to some constraints. The

swapping operation between two nodes does not change the physical-level connections.

However, assuming a classical channel for this purpose, the swapping would lead to

security issues [53, 102].

3.2.4 Swapping by Quantum Teleportation

Thesis 1.2 (Stabilization of an entangled quantum network) The stabilization pro-

cedure of the entangled quantum network N can be established by quantum teleportation

between quantum nodes.

Proof. By utilizing entangled connections between nodes, our solution requires no trans-

mission of information φ (xi) and φ (yi) between the nodes xi, yi ∈ V of the overlay

network for stabilization. Particularly, our stabilization procedure uses quantum tele-

25

dc_1656_19

Powered by TCPDF (www.tcpdf.org)



portation between nodes, which does not require transmission of any routing-related

information in the network, as follows.

Let’s assume that quantum nodes xi, yi ∈ V are selected for swapping from the

entangled overlay network N , associated with Gk position information φ (xi) and φ (yi).

Let uj refer to the j-th neighbor quantum node of xi, {xi, uj} ∈ E with position φ (uj) ∈

Gk, and let vj identify the j-th neighbor quantum node of yi, {yi, vj} ∈ E with position

φ (vj) ∈ Gk. In the first phase, all neighbor nodes of xi, yi locally prepare the quantum

systems |φ (uj)〉 and |φ (vj)〉. Using the Ll-level entangled connections between uj and

xi, vj and yi, all neighbor quantum nodes teleport their local quantum system to xi and

yi. This is possible since all nodes of V are connected through an Ll-level entanglement

in N , and therefore, an arbitrary neighbor node is at least connected through an L1-level

(direct) entanglement.

Specifically, for ∀j, the neighbor node uj teleports |φ (uj)〉 to xi, while all vj teleports

|φ (vj)〉 to yi, respectively. In the next step, for ∀j the nodes xi and yi measure their

states |φ (uj)〉 and |φ (vj)〉 via a local measurement M , which yields

M |φ (uj)〉 = φ (uj) (3.13)

and

M |φ (vj)〉 = φ (vj) . (3.14)

Using the results of the local measurements, the two nodes xi and yi determine the

following quantities:

ζ (xi, yi)

=
∏

{xi,uj}∈E

(φ (xi)− φ (uj))
∏

{yi,vj}∈E

(φ (yi)− φ (vj)) ,
(3.15)
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and

Φ (xi, yi)

=
∏

{xi,uj}∈E

(φ (yi)− φ (uj))
∏

{yi,vj}∈E

(φ (xi)− φ (vj)) .
(3.16)

In the final step, the two nodes xi and yi make a decision regarding their location infor-

mation swapping.

Particularly, if

ζ (xi, yi) ≥ Φ (xi, yi) , (3.17)

then nodes xi, yi perform the swapping operation, which yields

M |φ (yi)〉 ≡ φ (xi) (3.18)

at xi, and

M |φ (xi)〉 ≡ φ (yi) (3.19)

at yi, with unit probability

pswap (φ (xi) , φ (yi)) = 1. (3.20)

If

ζ (xi, yi) < Φ (xi, yi) , (3.21)

then nodes xi, yi swap their position information only with probability

pswap (φ (xi) , φ (yi)) =
ζ (xi, yi)

Φ (xi, yi)
, (3.22)

which is also a possible scenario if the nodes xi, yi are uniformly selected at random [24].

Applying the swapping procedure for all node pairs of V provably stabilizes the chain

since it leads to the convergence of the φ (·) positions to a state which allows us to perform

efficient decentralized routing in the Gk base-graph, using the L1 metric.
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The Markov chain for the base-graph construction is defined as follows. Let φ2 be

the xi, yi-swap of φ1, such that φ1 (xi) = φ2 (yi), φ1 (yi) = φ2 (xi), and φ1 (zi) = φ2 (zi)

for all zi 6= xi, yi [33]. Then let the Markov chain defined by transition matrix T (φ1, φ2),

as T (φ1, φ2) = Ω (φ1, φ2) ε (φ1, φ2), where φ1 6= φ2. If φ2 is the xi, yi-swap of φ1, then

Ω (φ1, φ2) = 1/(n+ ( n2 )), and Ω (φ (xi) , φ (yi)) = 0 otherwise [33]. The term ε (φ1, φ2) is

defined as

ε (φ1, φ2)

= min

1,
∏

Ei∈E(x∨y)

d(φ1 (xi) , φ1 (yi))
k + cφ1(xi),φ1(yi)

d(φ2 (xi) , φ2 (yi))
k + cφ2(xi),φ2(yi)

 ,
(3.23)

where E (x ∨ y) refers to the edges connected to x ∈ V or y ∈ V ; therefore, ε (φ1, φ2) can

be determined via each node by only its local edge information.

As one can readily check, the chain with T (φ1, φ2) has Pr (φ|E) (see (3.10)) as its

stationary distribution.

3.2.5 Next-Generation Repeaters

The result in (3.1) reflects the characteristic of the entanglement distribution mechanism

of the doubling-architecture [55, 74, 118, 121]. On the other hand, the proposed routing

method can also be extended to next-generation quantum repeater quantum networks [80]

that do not necessarily involve the establishment of long-distance entangled connections.

In this terminology, (3.1) identifies the d (x, y) hop-distance between quantum nodes x

and y in the network, without the utilization of entangled connections and the level char-

acteristics of the doubling-architecture. As a corollary, for a next-generation quantum

repeater network setting the level Ll of a E (x, y) link refers directly to the hop-distance,

i.e., l is set as

l = d (x, y) . (3.24)
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Therefore, the proposed routing method remains directly applicable in next-generation

quantum repeater networks, since the links between the quantum nodes can also be as-

sociated with a particular link probability PrLl (E (x, y)). Note the swapping mechanism

of Section 3.2.4 for these networking scenarios can be established via secure quantum

communications.

3.2.6 Classical Communications in the Quantum Network

The proposed method also utilizes some classical communications to perform the decen-

tralized routing to find a shortest path in the quantum network. Without loss of general-

ity, a classical communication phase consists of the selection of the quantum nodes, local

communications between the neighboring quantum nodes, distribution of measurement

information between the neighboring nodes, and sharing of statistical information regard-

ing the entangled connections. The locally distributed measurement information consists

of the measurement results of the quantum teleportation procedure (see Section 3.2.4),

and other measurements results connected to the entanglement distribution mechanism

(e.g., entanglement purification, entanglement swapping, quantum error correction, etc)

in the quantum network.

3.3 Decentralized Routing

The routing in the k-dimensional base-graph Gk is performed via a decentralized algo-

rithm A as follows. After we have determined the base-graph Gk of the entangled overlay

quantum network N , we can apply the L1 metric to find the shortest paths. Since the

probability that two arbitrary entangled nodes φ (x) , φ (y) are connected through an Ll-

level entanglement is p (φ (x) , φ (y)) (see (3.4)), this probability distribution associated

with the entangled connectivity in Gk allows us to achieve efficient decentralized routing

via A in the base-graph.

Using the L1 distance function, a greedy routing (which always selects a neighbor node
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closest to the destination node in terms of Gk distance function d and does not select

the same node twice) can be straightforwardly performed in Gk to find the shortest path

from any quantum node to any other quantum node, in

O(log n)2 (3.25)

steps on average (see Section 3.3.1), where n is the size of the network of Gk.

Note that the nodes know only their local links (neighbor nodes) and the target

position. It also allows us to avoid dead-end nodes (where the routing would stop) by

some constraints on the degrees of the nodes, which can be directly satisfied through the

settings of the overlay quantum network.

The decentralized algorithm A in the k-dimensional n-sized base-graph Gk is charac-

terized by the following diameter bounds.

In our setting, the D
(
Gk
)

diameter of Gk refers to the maximum value of the shortest

path (total number of edges on a path) between any pair of mapped nodes in Gk.

Then, for the D (A) minimal number of steps required by A follows that

D (A) ≥ D
(
Gk
)
. (3.26)

We show that for any Gk with p (φ (x) , φ (y)) (see (3.4)) probability for the entangled

connections between an arbitrary φ (x) , φ (y) ∈ Gk, the relation

D (A) ≤ O(log n)2 (3.27)

holds.

In Section 3.3.1 we prove that for any Gk, the relation of (3.27) holds.

In Fig. 3-2, a Gk, k = 2 dimensional base-graph is depicted with entangled nodes

φ (A) ∈ G2, φ (Ri) ∈ G2, i = 1, 2, 3, where A ∈ V is a transmitter node in the

overlay quantum network V , while Ri ∈ V are quantum repeater nodes in N . The
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nodes are connected through an Li-level entanglement in N with probability PrLi (A,Ri).

In the base-graph G2, the mapped nodes φ (A), φ (Ri) are connected with probability

p (φ (A) , φ (Ri)) = d(φ(A),φ(Ri))
−2∑

z d(φ(A),φ(Rz))−2 + cφ(A),φ(Ri), where d (φ (A) , φ (Ri)) = 2i−1.

 

Figure 3-2: G2 base-graph of an overlay entangled quantum network N , with entangled
nodes φ (A), φ (Ri), i = 1, 2, 3, where A ∈ V is a transmitter node in the overlay quan-
tum network N , while Ri ∈ V are quantum repeater nodes in N . In N , nodes A and
R1 are connected through L1-level entanglement with probability PrL1 (A,R1), nodes A
and R2 are connected via L2-level entanglement with probability PrL2 (A,R2), while A
and R3 have an L3-level entanglement connection with probability PrL3 (A,R3). The
probability that nodes are connected in G2 is p (φ (A) , φ (R1)), p (φ (A) , φ (R2)), and
p (φ (A) , φ (R3)).

3.3.1 Routing Complexity

Thesis 1.3 (Complexity of the routing service) The complexity of the decentral-

ized routing service is upper bounded by O(log n)2 for any N .
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Proof. We prove that for our decentralized algorithm A, for an arbitrary k-dimensional

n-size base-graph Gk, the relation of

D (A) ≤ O(log n)2 (3.28)

holds.

Utilizing the tessellation of Bn for m times results in end squares with side length nγ
m

,

for which situation m events, A1, . . . , Am, exist [27]. In this case, the resulting bound on

the diameter is

D
(
G2
)
≤ 2m+2nγ

m

. (3.29)

It can be verified that

m = (log log n− log log log n+ log (4γ − k)− logK) / log γ−1, (3.30)

where K is a constant [24,27,102], and

γm =
K log log n

(4γ − k) log n
, (3.31)

threfore, the diameter bound is as

D
(
G2
)
≤ (log n)C , (3.32)

for some constant C > 0, which leads to

lim
n→∞

Pr
(
D
(
G2
)
≤ (log n)C

)
= 1. (3.33)

Note, that the probability that an event Ai occurs (i.e., there is no edge between the nγ
i

side subsquares) is bounded by

Pr (Ai) ≤ n4e−Zn
γi−1

(4γ−k), (3.34)
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where Z > 0 is a constant, while nγ
i−1

refers to the large subsquare which is tessellated

by the nγ
i

side sub-subsquares, respectively. Thus,

Pr (A1 ∧ . . . ∧ Am) ≤ mn4e−Zn
γm (4γ−k). (3.35)

To verify the upper bound (3.28), we use the fact that for any φ (x) ∈ G2, by theory

∑
φ(y)∈G2,φ(y)6=φ(x)

(d (φ (x)− φ (y)))−2 ≤ 4 log (6n) (3.36)

from which the probability

Pr (φ (y)|φ (x)) (3.37)

that from node φ (x) a given φ (y) is selected is lower bounded by

Pr (φ (y)|φ (x)) ≥ d(φ (x)− φ (y))−2

4 log (6n)
. (3.38)

Then let ej, be an event that from node φ (x) a set Sj of nodes can be selected by A,

where

j ∈ [log log n, log n] , (3.39)

such that Sj are within L1 distance 2j from the target node φ (B).

In set Sj, each node is within the L1 distance

2j+1 + 2j < 2j+2 (3.40)

of φ (x). After some calculations [27,56], the probability that an event ej occurs is

Pr (ej) ≥
1

64 log (6n)
. (3.41)
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Therefore, if the current node is φ (x), and

2j < d (φ (x) , φ (B)) ≤ 2j+1 (3.42)

holds for the L1 distance, then the number of steps are upper bounded by the mean

E (Xj) of an geometric random variable Xj,

E (Xj) =
1

Pr (ej)
= O (log n) . (3.43)

Since the number of such events is maximized in log n, it immediately follows that the

total number of steps in G2 is on average at most O(log n)2, thus

D (A) ≤ log n
1

Pr (ej)
= O(log n)2, (3.44)

which holds for an arbitrary, k-dimensional n-size base-graph Gk.

3.3.2 Implementation

Since the proposed method requires no additional physical apparatus in an experimen-

tal quantum networking scenario, the algorithm in a stationary quantum node can be

implemented by standard photonics devices, quantum memories, optical cavities and

other fundamental physical devices currently in practical use in experimental quantum

networking [6, 20–23,28,29,59,103,111,114,116,133].

Practical Benefits

The practical benefits of the method in the context of an actual quantum network are

as follows. Since the proposed routing has a low-complexity, it allows resource savings

in the quantum nodes. Both the overall storage time of the quantum states in the local

quantum memories of the quantum nodes, and the number of auxiliary communications

and internal computational steps related to the path determination in the nodes can be
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minimized. As a corollary, the proposed decentralized routing method has a minimal

overall delay in the quantum network that has a crucial significance in an experimental

quantum network setting.

3.4 Diameter Bounds

Here we derive the diameter bounds for a k = 2 dimensional n-size base-graph G2. The

results can be extended for arbitrary dimensions.

Let Bn be a box of size n× n that contains G2. Let Si be a subsquare of Bn of side

length nγ, where

k/4 < γ < 1, (3.45)

and let us subdivide each Si into smaller sub-subsquares Sik of side length nγ
2

[27].

Let A1 be the event that there exists at least two subsquares Si and Sj in Bn such

that there is exists no edge between them. Similarly, let A2 identify the event that exists

at one Si in Bn such that there are two sub-subsquares Sik in Si which are not connected

by edge. In particular, assuming a G2 for which A1 is violated means that subsquares Si

and Sj are connected by at least one edge, thus without loss of generality,

D
(
G2
)
≤ 2Dmax (Si) + 1, (3.46)

where Dmax (Si) identifies the largest diameter of the subsquares of side length nγ. By

similar assumptions, if A2 is violated then there exists an edge between at least two

sub-subsquares Sik of any Si; therefore,

D
(
G2
)
≤ 4Dmax (Sik) + 3, (3.47)

where Dmax (Sik) is the largest diameter of the sub-subsquares of side length nγ
2
, respec-
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tively. As follows, in this case there exists a path of length

D
(
G2
)
≤ 4Dmax (Sik) + 3 (3.48)

in Bn which connects any two mapped nodes φ (x) , φ (y) in G2.

Tessellation of a base-graph G2 of an overlay quantum network N for which these

events are violated is illustrated in Fig. 3-3. The Bn box contains G2, with subsquares

Si, and sub-subsquares Sik. The nodes are connected through L1,L2 and L3-level entan-

glement in N .

 

Figure 3-3: A tessellation of Bn of the base-graph G2 of an overlay quantum network N
onto nγ side subsquare Si, and nγ

2
side sub-subsquare Sik, where k/4 < γ < 1. The

nodes are connected through L1,L2 and L3-level entangled connections in the overlay
network, with source node A and target node B. The points between φ (A) and φ (B)
refer to the repeater quantum nodes.
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3.5 Conclusions

This chapter proposed a method to perform efficient decentralized routing in the entan-

gled networks of the quantum Internet. The solution allows us to find the shortest path

in multi-level entangled quantum networks of the quantum Internet, using only local

knowledge of the nodes. We showed that the entangled network structure can be embed-

ded onto a base-graph, keeping the probability distribution of the entangled connections

and allowing us to construct efficient decentralized routing. The results can be directly

applied in the experimental quantum Internet and quantum networking scenarios.
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Chapter 4

Entanglement Availability

Differentiation Service for the

Quantum Internet

A fundamental concept of the quantum Internet is quantum entanglement. In a quan-

tum Internet scenario where the legal users of the network have different priority levels

or where a differentiation of entanglement availability between the users is a necessity,

an entanglement availability service is essential. In this chapter, we define the entangle-

ment availability differentiation (EAD) service for the quantum Internet. In the proposed

EAD framework, the differentiation is either made in the amount of entanglement with

respect to the relative entropy of entanglement associated with the legal users, or in the

time domain with respect to the amount of time that is required to establish a maxi-

mally entangled system between the legal parties. The framework provides an efficient

and easily-implementable solution for the differentiation of entanglement availability in

experimental quantum networking scenarios.
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4.1 Introduction

In the quantum Internet [55,74], one of the most important tasks is to establish entangle-

ment [36,39,49,60,74,79,91,118,120,121] between the legal parties [14,15,54,88,112] so as

to allow quantum communication beyond the fundamental limits of point-to-point con-

nections [62, 92, 93]. For the problem of entanglement distribution in quantum repeater

networks several methods [14,15,54,60,79,88,112], and physical approaches have been in-

troduced [2,4–6,20–23,28,29,50,55,59,61,70,71,73,89,103,107,110,111,114,116,129,131,

133]. The current results are mainly focusing on the physical layer of the quantum trans-

mission [36,49,79,120,121], implementations of entanglement swapping and purification,

or on the optimization of quantum memories and quantum error correction in the repeater

nodes [4, 6, 20–23, 28, 29, 50, 55, 59, 70, 71, 73, 89, 103, 107, 110, 111, 114, 116, 129, 131, 133].

However, if the legal users of the quantum network are associated with different priority

levels, or if a differentiation of entanglement availability between the users is a necessity

in a multiuser quantum network, then an efficient and easily implementable entanglement

availability service is essential.

In this chapter, we define the entanglement availability differentiation (EAD) service

for the quantum Internet. We introduce differentiation methods, Protocols 1 and 2,

within the EAD framework. In Protocol 1, the differentiation is made in the amount of

entanglement associated with the legal users. The metric used for the quantization of

entanglement is the relative entropy of entanglement function [123–125]. In Protocol 2,

the differentiation is made in the amount of time that is required to establish a maximally

entangled system between the legal parties.

The EAD framework contains a classical phase (Phase 1) for the distribution of timing

information between the users of the quantum network. Phase 2 consists of all quantum

transmission and unitary operations. In Phase 2, the entanglement establishment is also

performed between the parties according to the selected differentiation method.

The entanglement distribution phase of EAD utilizes Hamiltonian dynamics, which

allows very efficient practical implementation for both the entanglement establishment
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and the differentiation of entanglement availability. Using the Hamiltonian dynamics

approach as a core protocol of Step 2 of the EAD framework, the entanglement differ-

entiation method requires only unitary operations at the transmitter and requires no

entanglement transmission. The application time of the unitaries can be selected as

arbitrarily small in the transmitter to achieve an efficient practical realization. The pro-

posed EAD framework is particularly convenient for experimental quantum networking

scenarios, quantum communication networks, and future quantum internet.

4.1.1 Results

The novel contributions of the chapter are as follows:

1. We define the entanglement availability differentiation (EAD) service for the quan-

tum Internet.

2. The entanglement availability differentiation is achieved via Hamiltonian dynamics

between the users of the quantum network.

3. The EAD framework can differentiate in the amount of entanglement with respect

to the relative entropy of entanglement associated to the legal users (Protocol 1),

and also in the time domain with respect to the amount of time that is required to

establish a maximally entangled system (Protocol 2) between the legal parties.

4. The framework provides an efficient and easily-implementable solution for the dif-

ferentiation of entanglement availability in experimental quantum networking sce-

narios.

This chapter is organized as follows. Section 4.2 defines the framework for the pro-

posed entanglement differentiation methods. Section 4.3 discusses the entanglement dif-

ferentiation schemes. Finally, Section 4.4 concludes the results. Supplemental informa-

tion is included in Appendix C.
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4.2 System Model

The proposed EAD service allows differentiation in the amount of entanglement shared

between the users or the amount of time required for the establishment of maximally

entangled states between the users. The defined service requires no entanglement trans-

mission to generate entanglement between the legal parties. The differentiation service

consists of two phases: a classical transmission phase (Phase 1) to distribute side infor-

mation for the entanglement differentiation and a quantum transmission phase (Phase

2), which covers the transmission of unentangled systems between the users and the

application of local unitary operations to generate entanglement between the parties.

The proposed entanglement availability differentiation methods are detailed in Pro-

tocol 1 and Protocol 2. The protocols are based on a core protocol (Protocol 0) that

utilizes Hamiltonian dynamics for entanglement distribution in quantum communication

networks (see Section 4.2.3). The aim of the proposed entanglement differentiation pro-

tocols (Protocol 1 and Protocol 2) is different from the aim of the core protocol, since

Protocol 0 serves only the purpose of entanglement distribution, and allows no entan-

glement differentiation in a multiuser quantum network. Protocol 0 is used only in the

quantum transmission phase and has no any relation with a classical communication

phase.

4.2.1 Classical Transmission Phase

In the classical transmission phase (Phase 1), the timing information of the local Hamilto-

nian operators are distributed among the legal parties by an E encoder unit. The content

of the timing information depends on the type of entanglement differentiation method.

The Hamiltonian operators will be applied in the quantum transmission phase (Phase

2) to generate entangled systems between the users. Since each types of entanglement

differentiation requires the distribution of different timing information between the users,

the distribution of classical timing information will be discussed in detail in Section 4.3.
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Protocol 0 Core protocol

Step 1. Alice (transmitter node) and Bob (receiver node) agree on a time t, in
which they want to establish entanglement between subsystems A and B. Alice
generates a separable initial system AB, with no entanglement between A and B
as

ρAB =
1

2
|ψ+〉 〈ψ+| +

1

2
|φ+〉 〈φ+| , (4.1)

where |ψ+〉 = 1√
2

(|01〉+ |10〉), |φ+〉 = 1√
2

(|00〉+ |11〉). Alice encodes subsystem B,

|ϕB〉 = α |0〉+ β |1〉 via an (m,n) redundant quantum parity code as

|δB〉(m,n) = α|χ+〉(m)
1 . . . |χ+〉(m)

n + β|χ−〉(m)
1 . . . |χ−〉(m)

n , (4.2)

where |χ±〉(m) = |0〉⊗m ± |1〉⊗m, and sends subsystem B to Bob through the
network of n intermediate transfer nodes. Each intermediate transfer nodes N1...n

receives and retransmits |δB〉(m,n). Bob receives |δB〉(m,n) and decodes it.
Step 2. Alice prepares a system C, denoted by density ρC = 1

2
(I + sσx) which is

completely uncorrelated from ρAB, where I is the identity operator, σx is the Pauli
X matrix, while s is a constant. Alice applies a unitary U ′AC on A and C, which
produces the initial system ABC with no entanglement between A and B as

ρABC = U ′ACρABρC(U ′AC)
†

=
1

2
|ψ+〉 〈ψ+| |+〉 〈+| +

1

2
|φ+〉 〈φ+| |−〉 〈−| , (4.3)

where |±〉 = 1√
2

(|0〉 ± |1〉).
Step 3. Alice applies the unitary UAC on subsystem AC for a time t, as

UAC = exp (−iHACt) = cos (t) I − i sin (t)σxAσ
x
C , (4.4)

where
HAC = σxAσ

x
C (4.5)

is the Hamiltonian with energy EAC

EAC = 1
2
~2π

(
1
4t

)
, (4.6)

where ~ is the reduced Planck constant, which results in the maximally entangled
AB system with probability p = 1 as

σAB =
1

2
(|ψ+〉 − i |φ+〉) (〈ψ+| + i 〈φ+|) . (4.7)
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4.2.2 Quantum Transmission Phase

The quantum transmission phase (Phase 2) utilizes a core protocol for the entanglement

distribution protocol of the EAD framework. The core protocol requires no entanglement

transmission for the entanglement generation, only the transmission of an unentangled

quantum system (i.e., separable state [14, 15, 54, 60, 88, 112]) and the application of a

unitary operation for a well-defined time in the transmit user. The core protocol of the

quantum transmission phase for a user-pair is summarized in Protocol 0. It assumes the

use of redundant quantum parity code [79] for the encoding1.

4.2.3 Entanglement Distribution via Hamiltonian Dynamics

Thesis 2.1 (Entanglement establishment via Hamiltonian dynamics) Maximally

entangled quantum systems can be established in the multiuser environment of the quan-

tum Internet via Hamiltonian dynamics.

Proof. The proof of the Core Protocol (Protocol 0) is as follows.

In Step 1, the input system AB (4.1) is an even mixture of the Bell states which

contains no entanglement. It is also the situation in Step 2 (on the selection of U ′AC ,

see [54]) for the subsystem AB of ρABC (4.3), thus the relative entropy of entanglement

for ρAB is zero, E (A : B) = 0. The initial ρAB in (4.1) and (4.3), is the unentangled,

Bell-diagonal state

ρAB = 1
4


1 0 0 1

0 1 1 0

0 1 1 0

1 0 0 1

 (4.8)

with eigenvalues v+ = 1
2
, v− = 0, u+ = 1

2
, u− = 0.

In Step 3, dynamics generated by local Hamiltonian HAC = σxAσ
x
C with energy EAC

will lead to entanglement oscillations in AB. Thus, if UAC is applied exactly only for a

1Actual coding scheme can be different.
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well determined time t, the local unitary will lead to maximally entangled AB with a

unit probability.

As a result, for subsystem AB, the entanglement E (A : B) oscillates [60] with the

application time t of the unitary. In particular, the entanglement oscillation in AB

generated by the energy EAC (4.6) of the Hamiltonian HAC (4.5). This oscillation has a

period time Tπ, which exactly equals to 4t, thus

Tπ = 4t, (4.9)

where t is determined by Alice and Bob. In other words, time t identifies π/4, where π

is the oscillation period.

Therefore, after Step 3, the density σABC of the final ABC state is as

σABC = |ϕ (t)〉 〈ϕ (t)|ABC = Uρ0U
†

=
1

2

(
UAC |ψ+〉 〈ψ+| |+〉 〈+| U †AC

)
+

1

2

(
UAC |φ+〉 〈φ+| |−〉 〈−| U †AC

)
,

(4.10)

where |ϕ (t)〉ABC at t is evaluated as

|ϕ (t)〉ABC

=
1√
2

(UAC (|ψ+〉 |+〉) + UAC (|φ+〉 |−〉))

=
1√
2

(cos (t)

(
1

2
(|010〉+ |011〉+ |100〉+ |101〉)

)
+ cos (t)

(
1

2
(|000〉 − |001〉+ |110〉 − |111〉)

)
− i sin (t)

(
1

2
(|111〉+ |110〉+ |001〉+ |000〉)

)
+i sin (t)

(
1

2
(|101〉 − |100〉+ |011〉 − |010〉)

))

(4.11)
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that can be rewritten as

1√
2

(cos (t) (|ψ+〉 |+〉+ |φ+〉 |−〉)− i sin (t) (|φ+〉 |+〉 − |ψ+〉 |−〉))

=
1√
2

((cos (t) (|ψ+〉)− i sin (t) (|φ+〉)) |+〉+ (cos (t) (|φ+〉) + i sin (t) (|ψ+〉)) |−〉) ,

(4.12)

where the sign change on UAC (|φ+〉 |−〉) is due to the |−〉 eigenstate on C.

Thus, at t = π/4,

|ϕ (π/4)〉ABC =
1√
2

(cos (π/4) (|ψ+〉 |+〉+ |φ+〉 |−〉)− i sin (π/4) (|φ+〉 |+〉 − |ψ+〉 |−〉))

=
1√
2

(
1√
2

(|ψ+〉 |+〉+ |φ+〉 |−〉)− i
1√
2

(|φ+〉 |+〉 − |ψ+〉 |−〉)
)

=
1√
2

 (
1√
2

(|ψ+〉)− i 1√
2

(|φ+〉)
)
|+〉

+
(

1√
2

(|φ+〉) + i 1√
2

(|ψ+〉)
)
|−〉

 ,

(4.13)

where
1√
2

(|φ+〉+ i |ψ+〉) = i

(
1√
2

(|ψ+〉 − i |φ+〉)
)

; (4.14)

i.e., up to the global phase both states are the same.

Therefore the |ϕ (π/4)〉ABC system state of ABC at t = π/4 is yielded as

|ϕ (π/4)〉ABC =
1√
2

(
1√
2

(|ψ+〉 − i |φ+〉)
)
|+〉+

1√
2

(
1√
2

(|ψ+〉 − i |φ+〉)
)
|−〉 , (4.15)
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while the density matrix σABC of the final ABC system in matrix form is as

σABC = 1
8



1 0 −i 0 −i 0 1 0

0 1 0 −i 0 −i 0 1

i 0 1 0 1 0 i 0

0 i 0 1 0 1 0 i

i 0 1 0 1 0 i 0

0 i 0 1 0 1 0 i

1 0 −i 0 −i 0 1 0

0 1 0 −i 0 −i 0 1



. (4.16)

As one can verify, the resulting AB state |ξ (π/4)〉AB at t = π/4 is pure and maximally

entangled,

|ξ (π/4)〉AB =
1√
2

(|ψ+〉 − i |φ+〉) , (4.17)

yielding relative entropy of entanglement

E (A : B) = 1 (4.18)

with unit probability.

The σAB density matrix of the final AB state is

σAB = |ξ(π/4)〉 〈ξ(π/4)|AB

=
1

2
(|ψ+〉 − i |φ+〉) (〈ψ+| + i 〈φ+|)

=
1

2
(|ψ+〉 〈ψ+| + i |ψ+〉 〈φ+| − i |φ+〉 〈ψ+| + |φ+〉 〈φ+|) ,

(4.19)

46

dc_1656_19

Powered by TCPDF (www.tcpdf.org)



which in matrix form is as

σAB = 1
4


1 −i −i 1

i 1 1 i

i 1 1 i

1 −i −i 1

 . (4.20)

The negativity for the σTBAB partial transpose of σAB yields

N
(
σTBAB

)
=

∥∥∥σTBAB∥∥∥−1

2
=

Tr

(√(
σ
TB
AB

)†
σ
TB
AB

)
−1

2
= i

2
, (4.21)

which also immediately proves that AB is maximally entangled. For a comparison, for

the density matrix of initial AB, (4.1), is N
(
ρTBAB

)
= 0.

Note that subsystem C requires no further storage in a quantum memory, since the

output density σABC can be rewritten as

σABC =
1

2
(|ξ (π/4)〉AB |+〉) (〈ξ (π/4)|AB 〈+|) +

1

2
(|ξ (π/4)〉AB |−〉) (〈ξ (π/4)|AB 〈−|)

= |ξ (π/4)〉 〈ξ (π/4)|AB (|+〉 〈+|+ |−〉 〈−|)

= (|ξ (π/4)〉 〈ξ (π/4)|AB) I,

(4.22)

where I is the identity operator.

4.2.4 Framework

In our multiuser framework, the quantum transmission phase is realized by the core

protocol of Phase 2; however, time t of the Hamiltonian operator is selected in a different

way among the users, according to the selected type of differentiation. For an i-th user Ui,

the application time of the local unitary is referred to as TUi . Without loss of generality,

the i-th transmit user is referred to as Ui, and the i-th receiver user is Bi.
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In the system model, the user pairs can use the same physical quantum link, therefore

in the physical layer the users can communicate over the same quantum channel. On the

other hand, in a logical layer representation of the protocols, the communication between

the user pairs formulate logically independent channels.

The method of entanglement differentiation service is summarized in Fig. 4-1. The

basic model consists of two phases: distribution of timing information over classical

links (Fig. 4-1(a)) and the transmission of quantum systems and the application of local

unitary operations (Fig. 4-1(b)).

1U
Classical 
channel

Classical 
channel

(a)

Quantum
channel

(b)

2U

KU

1U
T

2U
T

KU
T

1B

KB

2B
1U

2U

KU

1B

KB

2B

Figure 4-1: Framework of the entanglement differentiation service in a multiuser quantum
network. (a) Phase 1. Classical transmission. The E encoder unit distributes the timing
information for the legal transmit users U1, . . . , UK and receiver users B1, . . . , BK via a
classical channel. (b) Phase 2. Quantum transmission. The users apply the core protocol
for the entanglement establishment. Then, using the received timing information the
transmit users U1, . . . , UK apply the local unitaries for time TU1 , . . . , TUK .

4.3 Methods of Entanglement Availability Differen-

tiation

The EAD service defines different types of differentiation. The differentiation can be

achieved in the amount of entanglement in terms of the relative entropy of entanglement

between the users (Protocol 1 : differentiation in the amount of entanglement). In this
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method, all users have knowledge of a global oscillation period [60] of time for the appli-

cation of their local unitaries, but the users will get different amounts of entanglement

as a result.

The differentiation is also possible in the amount of time that is required to establish

a maximally entangled system between the users (Protocol 2 : differentiation in the time

domain). In this method, all users get a maximally entangled system as a result; however,

the time that is required for the entanglement establishment is variable for the users, and

there is also no global oscillation period of time.

4.3.1 Differentiation in the Amount of Entanglement

Thesis 2.2 (Differentiation in the amount of entanglement) The EAD service can

be utilized for differentiation of the entanglement amount between the users of the quan-

tum Internet in terms of relative entropy of entanglement.

Proof. Using the timing information distributed in Phase 1 between the K transmit

users U1, . . . , UK

TUi = xUi + (π/4) , i = 1, . . . , K, (4.23)

where

xUi ∈ [− (π/4) , (π/4)] , (4.24)

for an i-th transmit user Ui, the protocol generates an initial system ABC, transmits

separable B to receiver Bi, and applies the local unitary UAC on subsystem AC for time

TUi (using the core protocol of Phase 2). Depending on the selected TUi , the resulting

AB subsystem between users Ui and Bi contains the selected amount of entanglement,

E(TUi) (Ui : Bi) ≤ 1. (4.25)

In the proposed service framework, the amount of entanglement is quantified by the

E (·) relative entropy of entanglement function, see (2.14).
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The Phases 1 and 2 of the method of entanglement amount differentiation (Protocol

1) are as included in Protocol 1.

Protocol 1 Differentiation in the amount of entanglement

Step 1. Let Ui, i = 1, . . . , K be the set of transmit users, and Bi, i = 1, . . . , K are
the receiver users. Distribute the TUi = xUi + (π/4) , i = 1, . . . , K, where
xUi ∈ [− (π/4) , (π/4)], timing information via an encoder unit E between all
transmit users using a classical authenticated channel (Phase 1).
Step 2. In the transmit user Ui, generate the initial system ABC, transmit
separable B to receiver Bi, and apply the local unitary UAC on subsystem AC for
time TUi (Core protocol of Phase 2 between the users).
Step 3. The resulting AB subsystem after total time T = TUi between users Ui

and Bi contains entanglement E(TUi) (Ui : Bi) = sin2
(
2
(
π
4

+ xUi
))

.

The steps are detailed as follows. In the quantum transmission phase, the entangle-

ment oscillation in AB is generated by the energy E of the Hamiltonian H [60]. This

oscillation has a period of time Tπ, which exactly equals to 4t,

Tπ = 4t, (4.26)

where t is determined by Alice and Bob. In other words, time t identifies π/4, where π is

the oscillation period. Therefore, in Protocol 1, the density σABC of the final ABC state

is as

σABC = |ϕ (t)〉 〈ϕ (t)|ABC = Uρ0U
†

=
1

2

(
UAC |ψ+〉 〈ψ+| |+〉 〈+| U †AC

)
+

1

2

(
UAC |φ+〉 〈φ+| |−〉 〈−| U †AC

)
,

(4.27)
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where |ϕ (t)〉ABC at time t is evaluated as

|ϕ (t)〉ABC

=
1√
2

(cos (t) (|ψ+〉 |+〉)− i sin (t) (|φ+〉 |+〉)) +
1√
2

(cos (t) (|φ+〉 |−〉) + i sin (t) (|ψ+〉 |−〉))

=
1√
2

(cos (t) (|ψ+〉)− i sin (t) (|φ+〉)) |+〉+
1√
2

(cos (t) (|φ+〉) + i sin (t) (|ψ+〉)) |−〉

(4.28)

which at TUi (see (4.23)) of user Ui, for a given xUi is evaluated as

|ϕ (TUi)〉ABC

=
1√
2

(
cos
(π

4
+ xUi

)
(|ψ+〉)− i sin

(π
4

+ xUi

)
(|φ+〉)

)
|+〉

+
1√
2

(
cos
(π

4
+ xUi

)
(|φ+〉) + i sin

(π
4

+ xUi

)
(|ψ+〉)

)
|−〉

=
1√
2

 (
1√
2

(cos (xUi))− 1√
2

(sin (xUi))
)

(|ψ+〉)

−i
(

1√
2

(cos (xUi)) + 1√
2

(sin (xUi))
)

(|φ+〉)

 |+〉
+

1√
2

 (
1√
2

(cos (xUi))− 1√
2

(sin (xUi))
)

(|φ+〉)

+i
(

1√
2

(cos (xUi)) + 1√
2

(sin (xUi))
)

(|ψ+〉)

 |−〉 ,

(4.29)

where the sign change on UAC (|φ+〉 |−〉) is due to the |−〉 eigenstate on C, and where

1√
2

(cos (xUi))−
1√
2

(sin (xUi)) (|φ+〉) + i

(
1√
2

(cos (xUi)) +
1√
2

(sin (xUi))

)
(|ψ+〉)

= i

((
1√
2

(cos (xUi)) +
1√
2

(sin (xUi))

)
(|ψ+〉)− i

(
1√
2

(cos (xUi))−
1√
2

(sin (xUi))

)
(|φ+〉)

)
.

(4.30)

Thus, up to the global phase, both states are the same.

Therefore, the |ϕ (TUi)〉ABC system state of ABC at TUi is yielded as

|ϕ (TUi)〉ABC =
1√
2
|ξ (TUi)〉AB |+〉+

1√
2
|ξ (TUi)〉AB |−〉 , (4.31)
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therefore, the resulting time AB state at t = TUi = xUi + (π/4) and xUi 6= 0, |ξ (TUi)〉AB
is a non-maximally entangled system

|ξ (TUi)〉AB =
1√
2

(cos (xUi)) +
1√
2

(sin (xUi)) (|ψ+〉)

−i
(

1√
2

(cos (xUi))−
1√
2

(sin (xUi))

)
(|φ+〉) ,

(4.32)

with entanglement between user Ui and Bi as

E(TUi) (Ui : Bi) = sin2
(

2
(π

4
+ xUi

))
. (4.33)

4.3.2 Differentiation in the Time Domain

Thesis 2.3 (Differentiation in the time domain) The EAD service can be utilized

to differentiate in the amount of time required for the establishment of the maximally

entangled systems between the users of the quantum Internet.

Proof. In the time domain differentiation service, a transmit user Ui generates the initial

system ABC, transmits separable B to receiver Bi, and applies the local unitary UAC

on subsystem AC for time TUi (π/4) (using the core protocol of Phase 2). Using the

oscillation period Tπ (Ui : Bi) distributed in Phase 1, the resulting AB subsystem after

total time

T = TUi (π/4) = Tπ (Ui : Bi) /4 (4.34)

between users Ui and Bi, i = 1, . . . , K is a maximally entangled system, E(Tπ) (Ui : Bi) =

1, for all i.

The Phases 1 and 2 of the time domain differentiation method (Protocol 2) are as

included in Protocol 2.

The steps of the protocol are as follows. Let us focus on a particular ABC of users

Ui and Bi. The same results apply for all users of the network.
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Protocol 2 Differentiation in time domain
Step 1. Let Ui, i = 1, . . . , K be the set of transmit users, and Bi, i = 1, . . . , K are
the receiver users. Let Tπ (Ui : Bi) be the oscillation time selected for user pairs Ui
and Bi, and let TUi (π/4) be defined as

TUi

(π
4

)
=
Tπ (Ui : Bi)

4
. (4.35)

For all i, distribute the oscillation period of time Tπ (Ui : Bi) information via an
encoder unit E between Ui and Bi (Phase 1).
Step 2. In the transmit user Ui, generate the initial system ABC, transmit
separable B to receiver Bi, and apply the local unitary UAC on subsystem AC for
time TUi (π/4) (Core protocol of Phase 2 between the users).
Step 3. The resulting AB subsystem after total time
T = TUi (π/4) = Tπ (Ui : Bi) /4 between users Ui and Bi is a maximally entangled
system, E(Tπ) (Ui : Bi) = 1, for all i.

After the steps of Protocol 2, the density σABC of the final ABC state is as

σABC = |ϕ (t)〉 〈ϕ (t)|ABC = Uρ0U
†

=
1

2

(
UAC |ψ+〉 〈ψ+| |+〉 〈+| U †AC

)
+

1

2

(
UAC |φ+〉 〈φ+| |−〉 〈−| U †AC

)
,

(4.36)

where |ϕ (t)〉ABC at t is evaluated as

|ϕ (t)〉ABC

=
1√
2

(UAC (|ψ+〉 |+〉) + UAC (|φ+〉 |−〉))

=
1√
2

(cos (t)

(
1

2
(|010〉+ |011〉+ |100〉+ |101〉)

)
+ cos (t)

(
1

2
(|000〉 − |001〉+ |110〉 − |111〉)

)
− i sin (t)

(
1

2
(|111〉+ |110〉+ |001〉+ |000〉)

)
+ i sin (t)

(
1

2
(|101〉 − |100〉+ |011〉 − |010〉)

))
=

1√
2

(cos (t) (|ψ+〉 |+〉+ |φ+〉 |−〉)− i sin (t) (|φ+〉 |+〉 − |ψ+〉 |−〉))

=
1√
2

((cos (t) (|ψ+〉)− i sin (t) (|φ+〉)) |+〉+ (cos (t) (|φ+〉) + i sin (t) (|ψ+〉)) |−〉) ,

(4.37)
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where the sign change on UAC (|φ+〉 |−〉) is due to the |−〉 eigenstate on C.

Thus, at t = π/4 = TUi (π/4), the system state is

|ϕ (TUi (π/4))〉ABC

=
1√
2

(cos (π/4) (|ψ+〉 |+〉+ |φ+〉 |−〉)− i sin (π/4) (|φ+〉 |+〉 − |ψ+〉 |−〉))

=
1√
2

(
1√
2

(|ψ+〉 |+〉+ |φ+〉 |−〉)− i
1√
2

(|φ+〉 |+〉 − |ψ+〉 |−〉)
)

=
1√
2

 (
1√
2

(|ψ+〉)− i 1√
2

(|φ+〉)
)
|+〉

+
(

1√
2

(|φ+〉) + i 1√
2

(|ψ+〉)
)
|−〉

 ,

(4.38)

where
1√
2

(|φ+〉+ i |ψ+〉) = i

(
1√
2

(|ψ+〉 − i |φ+〉)
)

; (4.39)

Thus, up to the global phase both states are the same yielding relative entropy of entan-

glement between users Ui and Bi as

E(Tπ) (Ui : Bi) = 1 (4.40)

with unit probability.

4.3.3 Comparative Analysis

The results of the proposed differentiation methods, Protocols 1 and 2, are compared

in Fig. 4-2. Fig. 4-2(a) illustrates the results of a differentiation in the entanglement

quantity, while Fig. 4-2(b) depicts the results of the time-domain differentiation method.

4.4 Conclusions

Entanglement differentiation is an important problem in quantum networks where the

legal users have different priorities or where differentiation is a necessity for an arbitrary

54

dc_1656_19

Powered by TCPDF (www.tcpdf.org)



Figure 4-2: Entanglement differentiation service via Hamiltonian dynamics in a mul-
tiuser environment. (a) Protocol 1. Each user gives a different amount of entanglement
E (Ui : Bi) ≤ 1 at a global period of time Tπ. The differentiation is made in the amount of
entanglement (relative entropy of entanglement) by applying the local unitaries for time
TUi for Ui, i = 1, . . . , K. User U5 has the highest priority thus the user gets a maximally
entangled system, user U3 is the lowest priority user and associated with a low amount
of entanglement. (b) Protocol 2. All users are assigned with a maximally entangled
system, E (Ui : Bi) = 1, and the differentiation is made in the time domain. For users
Ui, Bi, i = 1, . . . , K a particular period of time Tπ (Ui : Bi) is assigned, and each local
unitary is applied for TUi (π/4) = Tπ (Ui : Bi) /4 time to achieve maximally entangled
states between the parties. User U5 has the highest priority thus the user associated with
the shortest time period, user U3 is the lowest priority user with a long time period for
the generation of a maximally entangled system.

reason. In this chapter, we defined the EAD service for the availability of entanglement

in quantum Internet. In EAD, the differentiation is either made in the amount of entan-

glement associated with a legal user or in the amount of time that is required to establish

a maximally entangled system. The EAD method requires a classical phase for the dis-

tribution of timing information between the users. The entanglement establishment is

based on Hamiltonian dynamics, which allows the efficient implementation of the entan-

glement differentiation methods via local unitary operations. The method requires no

entanglement transmission between the parties, and the application time of the unitaries

can be selected as arbitrarily small via the determination of the oscillation periods to
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achieve an efficient practical realization. The EAD method is particularly convenient for

practical quantum networking scenarios, quantum communication networks, and future

quantum Internet.
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Chapter 5

Multilayer Optimization Service for

the Quantum Internet

This chapter defines a multilayer optimization method for the quantum Internet. Mul-

tilayer optimization integrates separate procedures for the optimization of the quantum

layer and the classical layer of the quantum Internet. The multilayer optimization proce-

dure defines advanced techniques for the optimization of the layers. The optimization of

the quantum layer covers the minimization of total usage time of quantum memories in

the quantum nodes, the maximization of the entanglement throughput over the entangled

connections, and the reduction of the number of entangled connections between the arbi-

trary source and target quantum nodes. The objective of the optimization of the classical

layer is the cost minimization of any auxiliary classical communications. The multilayer

optimization framework provides a practically implementable tool for quantum network

communications, or long-distance quantum communications.

5.1 Introduction

Quantum Internet is a communication network with quantum nodes and quantum links

[8–11, 35, 36, 39, 49, 55, 74, 91, 118, 121] that allows to the parties to perform efficient
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quantum communications [62, 92, 93]. The aim of quantum Internet [55, 74] and quan-

tum repeater networks [2, 62, 89, 92, 93, 118, 124, 125] is to distribute quantum entangle-

ment between distant nodes through a chain of intermediate quantum repeater nodes

[4, 13, 28, 59, 70, 72, 73, 107, 110, 130]. In the quantum Internet, the quantum nodes share

entangled connections that formulate entangled connections [36, 39, 49, 74, 91, 118]. The

quantum nodes store the quantum states in their local quantum memory for path selec-

tion and path recovery purposes [4,13,28,39,55,59,70,72,73,91,107,110,118,130]. Since

several attributes must be optimized in parallel in an arbitrary quantum network, the

optimization problem formulates a multi-objective procedure. Formally, multi-objective

optimization covers the minimization of quantum memory usage time (storage time), the

maximization of entanglement throughput (number of transmitted entangled states per

second of a particular fidelity) of entangled connections [36, 39, 49, 74, 91, 118], and the

reduction of the number of entangled connections between a source and a target quan-

tum node [4, 13, 28, 55, 59, 70, 72, 73, 107, 110, 130]. However, the problem does not end

here since a quantum repeater network can be approached on the quantum transmission

(quantum layer) level and on the auxiliary classical communication (classical layer) level

that is required for the dynamic functioning of the quantum layer. Therefore, the prob-

lem is not just a multi-objective optimization problem in the quantum layer but also

a multilayer optimization issue that covers the development of both the quantum and

classical layers of a quantum repeater network.

In this chapter, we define a multilayer optimization method for quantum repeater net-

works. This covers both the quantum layer and the classical layer of a quantum repeater

network. By utilizing the tools of quantum Shannon theory [35,36,39,49,74,91,118], the

optimization of the quantum layer includes minimizing the usage of quantum memories

in the nodes to reduce the storage time of entangled states, the maximization of entan-

glement throughput of the entangled connections, and also these conditions have to be

satisfied for the shortest path between a given source node and target quantum node (i.e.,

a multi-objective optimization of the quantum layer). The aim of classical layer optimiza-

58

dc_1656_19

Powered by TCPDF (www.tcpdf.org)



tion is to curtail the cost of auxiliary classical communications, which is required for such

optimization. The cost of the classical communication covers all communication costs

required to achieve the optimal quantum network state including the classical commu-

nication steps for overall quantum storage time minimization, entanglement throughput

maximization, and the selection of a shortest path.

The multilayer optimization employs advanced methods to solve the multi-objective

optimization of the quantum layer. We define the structures of the quantum memory uti-

lization graph and the entanglement throughput tree for the multi-objective optimization

of the quantum layer of a quantum repeater network. The quantum memory utilization

graph models the quantum memory usage for entanglement storage. The entanglement

throughput tree shows the entanglement throughput of entangled connections with re-

spect to the number of transmittable entangled states at a particular fidelity. Using these

advanced constructions, we also define a method for the optimal assignment of entangled

states in the repeater nodes. The input of the quantum layer optimization procedure

is the quantum memory utilization graph, while the output of the method is a set of

entanglement throughput trees. The output identifies the optimal states of the quantum

network with respect to the multi-objective optimization function.

Classical layer optimization focuses on the minimization of the total cost of classical

communications by utilizing swarm intelligence [18, 25, 78, 81, 101]. This also defines a

multi-objective problem since the cost has to be reduced with respect to the classical

communication cost required for the minimization of quantum memory usage, the clas-

sical cost of entanglement throughput maximization of entangled connections, and for

the selection of the shortest path in the quantum layer. Classical layer optimization uses

some fundamentals of bacteria foraging models [66,68,78,81,84,98,132] and probabilistic

multi-objective uncertainty characterization [51,68,78,90,98,126].

The optimization framework requires no changes in the physical layer, so the frame-

work is directly implementable by the current physical devices [36,39,49,62,74,91–93,118]

and quantum networking elements [4, 13, 28, 55, 59, 70, 72, 73, 107, 110, 130]. The method
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is useful in quantum networking environments with diverse physical attributes (differ-

ent quantum memory characteristics, quantum error correction, physical quantum nodes

attributes, and transmission capabilities of noisy quantum links).

5.1.1 Results

The novel contributions of the chapter are as follows:

1. We conceive a complex optimization framework for the quantum Internet. It inte-

grates the development of the quantum and classical layers of the quantum Internet.

2. Quantum layer optimization utilizes the attributes of physical layer quantum trans-

missions, quantum memory usage, and entanglement distribution via the framework

of quantum Shannon theory.

3. Classical layer optimization focuses on minimizing any auxiliary communications

related to the quantum layer and optimization.

4. Multilayer optimization is applicable by current physical devices and quantum net-

working elements providing a solution for the optimization of arbitrary quantum

networking scenarios with diverse physical attributes and environments.

This chapter is organized as follows. In Section 5.2, the system model is proposed.

In Section 5.3, the optimization procedure of the quantum layer of quantum repeater

networks is defined. Section 5.4 studies the optimization of the classical layer. Sec-

tion 5.5 provides a performance evaluation. Finally, Section 5.6 concludes the chapter.

Supplemental information is included in Appendix D.

5.2 System Model

Our model assumes that the quantum repeater network consists of a source and tar-

get node with intermediate repeater nodes and a quantum switcher node. A quantum
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switcher node S operates as follows. Node S is a quantum repeater node capable of

switching between the entangled connections stored in its local quantum memory and

a permit of applying entanglement swapping on the selected connections. While an i-

th quantum repeater node establishes only the entangled connections with the neighbor

quantum repeater nodes, a switcher node is equipped with an extended knowledge about

the quantum network to select between the entangled connections. A general repeater

node is not allowed to perform any link selection, since it is assumed in the model that

a quantum repeater node has only local knowledge about the network. A switcher node

based on its network knowledge can also send entanglement swapping commands to the

quantum repeater nodes to define new paths in the network.

Let N be a quantum network, N = (V,S), where V is a set of nodes, S is a set of

entangled connections. Without loss of generality, the level Ll of an entangled connection

E (x, y) is defined as follows. For an Ll-level entangled connection, the hop distance

between quantum nodes x and y is [33, 118]

d(x, y)Ll
= 2l−1, (5.1)

with d(x, y)Ll
−1 intermediate nodes between the nodes x and y. The probability that an

Ll-level entangled connection E (x, y) exists between nodes x, y is PrLl (E (x, y)), which

depends on the actual network.

The S quantum switcher is modeled as a quantum node with the following attributes

and permissions:

• knowledge about the physical attributes of distant quantum repeater nodes and the

entangled connections of N (e.g., entanglement fidelity, quantum memory status,

link noise, etc),

• internal quantum memory for the storage of entangled states,

• quantum functionality:
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– permission to set new entangled connections between its local quantum system

and a selected quantum node of the quantum network,

– permission to switch between the stored entangled states to construct new paths,

• classical functionality:

– permission to command distant quantum nodes of N via classical links (to

construct new entangled connections in the network, to perform entanglement

swapping between the selected nodes, other).

The network model is illustrated in Fig. 5-1. The example network in Fig. 5-1(a)

consists of six quantum repeater nodes Ri, i = 1, . . . , 6, and a quantum switcher S

that switches between the entangled connections using its local quantum memory. The

switcher also can perform entanglement swapping in the network. The switcher node S

has knowledge about the physical attributes (e.g., entanglement fidelity, quantum mem-

ory status, etc) of quantum repeater nodes to make a decision on a path. The knowledge

about the repeater nodes can be transmitted over a classical link to the quantum switcher

(classical links are not depicted). As it is depicted in Fig. 5-1(b), the switcher node has a

permission to set new entangled connections via its local quantum state with a selected

quantum node. The S switcher node decided to set a new entangled connection between

its local quantum system and repeater node R2. A standard quantum repeater is not al-

lowed to perform these operations (except with the direct neighbors in the entanglement

distribution phase) without a dedicated command from the switcher.

Note, path P1 in Fig. 5-1(a) provides a shortest path at a particular network situation

at an initial network time T1. Since the quantum network N evolves in time (quality

of the entangled connections, the status of the nodes, internal quantum memories, etc),

at a given time T2, by utilizing the functions of the switcher node, the switcher node

determined a new shortest path, P2, as depicted in Fig. 5-1(b).
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multi-hop entangled (L2, L3) link

(a) (b)

Quantum 
network 

Quantum 
network 

Quantum 
network 

Quantum 
network 

1R

2R

3R

4R

5R
6R

S 1R
2R

6R

SQuantum 
switcher

Quantum
switcher

Figure 5-1: The network model with a quantum switcher S and quantum repeater nodes
Ri, i = 1, . . . , 6. The L1, L2- and L3-level entangled connections of N are depicted by
gray, blue and orange, respectively (additional nodes are not shown). (a) For a current
shortest path P1 = {R1, R3, S, R4, R6}, the active repeater nodes selected by S are R3

and R4. (b) Node S switches the entangled connections in the local quantum memory
from R3 to R2 and from R4 to R6. The switching operation defines a new shortest path
P2 = {R1, R2, S, R6}.

5.2.1 Quantum Memory Scheduling

In this section, we define a structure for scheduling quantum memory usage of the quan-

tum nodes called the quantum memory utilization graph Gm. This is a directed graph

mapped from the network model, with several abstracted nodes and links.

Proposition 3.1 The Gm quantum memory utilization graph is a directed graph with

abstract nodes and links to schedule the quantum memory usage mapped from the quantum

repeater network.

The Gm graph of quantum memory utilization is constructed as follows. Assuming

n quantum nodes (excluding the S switcher node) in the network, the graph contains n

abstracted transmitter nodes and n abstracted receiver nodes with directed connections.

Note if the quantum switcher S is modeled as the n-th node and nS = 1, where nS

is the number of quantum switchers in N , the Gm graph also can be constructed via
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(n− 1) transmitter and (n− 1) receiver quantum nodes. A given N with an arbitrary

number of quantum switcher nodes defines a particular Gm, therefore the Gm graph is

a combination of all other possible switcher modes. The Gm graph contains directed

edges between quantum node pairs (Vx|Vy) and (Vy|Vz) of a particular switcher mode

Si, i = 1, . . . , NS, where NS is the total number of switcher modes, depicted via nodes

labeled as (x| y) and (y| z).

Let us assume that N has a single switcher node S, and it has two states, S1 and S2.

In both modes S1 and S2, repeater node R1 serves as a transmitter node for node R2.

In switcher mode S1, the shared entangled connection defines the following relations.

Repeater node R1 serves as a transmitter node for nodes R3 and R4. Node R3 serves as

a transmitter node for nodes R4 and R5. Node R4 serves as a transmitter node for nodes

R5 and R6. Node R5 serves as a transmitter node for node R6.

In switcher mode S2, the shared entangled connection defines the following relation.

Repeater node R2 serves as a transmitter node for node R6.

The Gm graph of quantum memory utilization derived from the quantum network

setting of Fig. 5-1. is illustrated in Fig. 5-2.

5.2.2 Entanglement Throughput Tree

In this section, we define the structure of the entanglement throughput tree, which aims

to extract information from the quantum memory utilization graph. The entanglement

throughput tree is also the output format of the multi-objective optimization procedure

of the quantum layer.

Thesis 3.1 (Entanglement throughput tree) The Get entanglement throughput tree

is a structure modeling the multi-objective optimization problem of the quantum Internet.

The tree structure is derived from the Gm quantum memory utilization graph.

Proof. As a given source node is selected, the next nodes are added to the path with a

given probability.
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Figure 5-2: The Gm graph of quantum memory utilization derived from the network
setting in Fig. 1. The graph contains n abstracted transmitter nodes and n abstracted
receiver nodes with directed entangled connections. An i-level entangled connect is de-
picted by Li. The S quantum switcher has two states, S1 and S2. The green circles
represent quantum nodes operating on switcher mode S1. The yellow circles represent
nodes operating on switcher mode S2.

Let us assume that Gm is determined. Let us index the nodes by an ID identifier tag,

ID = {A,B, . . .}, and let SI be the set of unvisited neighbor nodes of a node I.

Let BF (ELl (I, J)) refer to the entanglement throughput of a given Ll-level entangled

connection ELl (I, J) between nodes (I, J) measured in the number entangled states per

second at a particular fidelity F [36, 91,118].

Further, let J be a neighbor node of I with entangled connection ELl (I, J) and with

entanglement throughput BF (ELl (I, J)).
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A cost function, Ω (I, J), between nodes (I, J) is defined as

Ω (I, J) =
1

C (ELl (I, J)) + ζJ
, (5.2)

where C (ELl (I, J)) is the cost of entangled connection ELl (I, J) defined as

C (ELl (I, J)) =
1

BF (ELl (I, J))
, (5.3)

while ζJ is the cost of quantum storage in node J .

Let λELl
(I,J) be the entanglement utility coefficient of entangled connection ELl (I, J)

between nodes I and J , initialized as λELl
(I,J) ≥ 0. This amount is equivalent to the

utility of the entangled connection ELl (I, J) that it has taken to arrive at the current

node J from I.

At a givenBF (ELl (I, J)), the initial λELl
(I,J) entanglement utility [36] of link ELl (I, J)

is updated to λ′ELl
(I,J) as

λ′ELl
(I,J) =

(
1

λELl
(I,J)

+BF (ELl (I, J))

)−1

=
λELl

(I,J)

1 +BF (ELl (I, J))λELl
(I,J)

.

(5.4)

Using these cost functions, the Pr (I, J) probability that from node I a node J is selected

is as follows:

Pr (I, J) =


(
λ′
ELl

(I,J)

)ω∗
(Ω(I,J))δ

∑
∀X∈SI

(
λ′
ELl

(I,X)

)ω∗
(Ω(I,X))δ

, if J ∈ SI

0, otherwise

, (5.5)

where ω∗ and δ are weighting coefficients [36].

Using (5.2), (5.3), and (5.5) for all node pairs, the M method to build a random Get
entanglement throughput tree using a Gm graph is as follows [51,90].
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Let S′ refer to the set of already reached destination nodes, and let I be the set of

initial nodes, FI the set of feasible neighboring nodes to node I. Let D be the set of

destination nodes.

The method is given in Procedure 1.

Procedure 1 Random entanglement throughput tree construction

Step 1. Initialize Get = ∅, S′ = ∅. Select a node I of set I and determine FI .
Step 2. If FI = ∅, then remove node I from I, as I = I − I, otherwise compute
probability Pr (I, J) via (5.5) for each node J of FI .
Step 3. Define uniformly distributed variable x ∈ (0, 1]. If x > 0.5, select that
node J from FI that has large Pr (I, J). If x ≤ 0.5, choose J randomly.
Step 4. Update sets Get and I as Get = Get

⋃
(I, J), I = I =

⋃
J . If node J is a

destination node, J ∈ D, then update set S′ as S′ = S′
⋃

J .
Step 5. Update λ′ELl

(I,J) as λ′ELl
(I,J) = (1− ϕ)λ′ELl

(I,J) + ϕλELl
(I,J), where ϕ is an

evolution parameter, ϕ ∈ [0, 1], and λELl
(I,J) is the initial value of entanglement

utility. Merge nodes of Get that duplicate entangled connections, and check the
reachability of the nodes of D.
Step 6. Repeat steps 2–5 until I 6= ∅ or S′ 6= ∅. Remove unused entangled
connections from Get and output Get.

The proof is concluded here.

The structure of a Get entanglement throughput tree is illustrated in Fig. 5-3.

5.2.3 Entanglement Assignment Cycle

In this section, we propose a solution for an optimal assignment (scheduling) of stored

entanglement called the entanglement assignment cycle, αGet . The goal of αGet is to

achieve a minimal overall storage time t∗s (Get) at a given Get entanglement throughput

tree.

Lemma 3.1 An entanglement assignment cycle can be determined by a weighted graph

coloring method.

Proof. To determine the minimal overall storage time for a Get entanglement throughput

tree, the CGet conflict graph of that Get is constructed first. In the CGet graph, each

67

dc_1656_19

Powered by TCPDF (www.tcpdf.org)



 

Figure 5-3: The structure of a Get entanglement throughput tree. A quantum node has an
ID identifier tag, ID = {A,B, . . . , L}, and all incoming and outcoming entangled con-
nections are identified by the sID source neighbor node and the tID target neighbor node.
Node A represents a source, while the destination nodes are J,K, L. The BF (ELl (x, y))
entanglement throughput of all (x, y) node pairs are depicted above the directed lines;
the link identifier ELl (x, y) is depicted under the links.

vertex corresponds to a directed link of Get (an entangled connection). An edge exists

between two vertices of CGet , if only the vertices (entangled connections) have a conflict. A

conflict occurs if two (stored) entangled connects are associated to the same physical link.

The problem is therefore to associate each link of Get a αGet storage schedule (optimal

assignment of stored entanglement), which includes the list of time slots when a given

link can transmit the stored entangled states such that αGet total number of time units

is minimized. Therefore, our goal is to determine what entangled connects of the given

Get should be scheduled in which time unit, such that the total storage time is minimal

in αGet .

Let τn,t ∈ {0, 1} be an indicator variable, defined as

τn,t =

 1, if n is associated at t

0, otherwise.
(5.6)
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For a periodic scheduling,

τn,t = τn,t+iT , (5.7)

where T is a period and i is a constant.

For an entangled connection n, let us define ∧ (n) as the set of entangled connects n′

that are scheduled in the same time unit t, but the physical link can transmit only n or

n′. As follows, for any n′ ∈ ∧ (n),

τn,t + τn′,t ≤ 1. (5.8)

As it can be concluded, this problem is analogous to the coloring of the conflict graph

CGet .

Then, let us assume that each entangled connection (entangled connection) has a

weight w (n), which is defined as

w (n) =

 1, if Fi = Fmax⌈
Fmax
Fi

⌉
, if Fi < Fmax

, (5.9)

where Fi is the fidelity of entangled connection i and Fmax is the largest fidelity available.

As follows, for a lower-fidelity entangled connection, the transmission of a given amount

of information requires more time units.

As the weights are determined, the problem is analogous to a weighted graph coloring

of the conflict graph CGet , which is the assignment of at least w (n) distinct colors to each

entangled connection n such that no two entangled connections sharing the same color

interfere with each other on the physical link. For this purpose, a simple distributed

weighted coloring algorithm [126] can be straightforwardly applied.

The method for the W (CGet) weighted coloring of conflict graph CGet is summarized

in Procedure 2.

After an entanglement assignment cycle has been determined by the weighted graph

coloring method, in the next step the ∆ (W (CGet)) time intervals between each time unit
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Procedure 2 Weighted coloring of a conflict graph

Step 1. Determine conflict graph CGet of Get, and compute weights w (n) for all n.
Assign weight w (n) to vertex n ∈ CGet .
Step 2. Construct a new conflict graph C ′Get from CGet : for each vertex n with
weight w (n), create w (n) vertices,

{
n1, . . . , nw(n)

}
, and add to C ′Get .

Step 3. Add to C ′Get the edges connecting na and nb, where 1 ≤ a < b ≤ w (n).
Step 4. Add to C ′Get the edge between ia and jb only if there is an edge between
entangled connects i and j in CGet . Apply the unweighted vertex coloring
algorithm [126] on C ′Get .
Step 5. Assign n all the colors that are used by nk, for 1 ≤ k ≤ w (n) in graph
C ′Get .
Step 6. Output the W (CGet) weighted coloring of conflict graph CGet .

of a given cycle is computed. For this purpose, a linear programming method [51] can

be applied.

5.3 Quantum Layer Optimization

In this section, we define the multi-objective optimization for the quantum layer. The

multi-objective function covers a parallel optimization of quantum memory usage and

entanglement throughput for a shortest path.

Thesis 3.2 (Quantum layer optimization) At a given Gm, the quantum layer of an

entangled quantum network N can be optimized by a procedure PQ that achieves a parallel

minimization of the quantum memory usage time ts, the maximization of entanglement

throughput BF , and the minimization of the number |P| of entangled connections between

two arbitrary quantum nodes.

Proof. The aim of the procedure is to find an optimal entanglement throughput tree G∗et
for which the ts (G∗et) overall storage time is minimal, that is,

ts (G∗et) = t∗s (G∗et) ; (5.10)
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the BF (G∗et) entanglement throughput for all links is maximal,

BF (G∗et) = B∗F (G∗et) ; (5.11)

and the |P (G∗et)| number of entangled connections of a path is minimal, thus

|P (G∗et)| = |P∗ (G∗et)| , (5.12)

where P∗ is the shortest path.

The procedure is based on the fact that for a given G∗et with conflict graph CG∗et , from

the knowledge of W
(
CG∗et
)

weighted coloring of conflict graph CG∗et , ∆
(
W
(
CG∗et
))

time

intervals between each time unit of a given cycle, the required objective values of (5.10),

(5.11), and (5.12) can be determined.

Let S∗Get be the set of optimal G∗et entanglement throughput trees. Then the aim of

the procedure is to determine S∗Get .

The problem can be rewritten via a solution set X with decision variables [51]

X = {x1, . . . , xn} , (5.13)

where n is the number of all links in a given quantum memory utilization graph Gm, and

xi ∈ {0, 1} is defined as

xi =

 1, if link i of Gm is selected byM

0, otherwise.
(5.14)
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Let XGet,i be a solution i from solution set XGet . Let XGet,j∠XGet,i refer to solution XGet,i

dominating solution XGet,j, which is

XGet,j∠XGet,i : {t∗s (Get, i) ≤ t∗s (Get, j) ,

B∗F (Get, i) ≥ B∗F (Get, j) ,

|P∗ (Get, i)| ≤ |P∗ (Get, j)|} ,

(5.15)

and for these relations, there is at least strict inequality [51]. If XGet,i dominates all other

possible solutions, then XGet,i is a set of nondominated solutions.

For each set X, let κ refer to the set that contains the best nondominated solutions that

have been found at a particular iteration. If κ changes, then the entanglement utilities of

the links are updated. If κ is stationary, then the elements of set κ are used to update the

entanglement utilities. The former serves as an improvement in the exploration process

whereas the latter aims to yield more information via the best solutions [51].

At a given graph Gm of quantum memory utilization, the procedure PQ for the opti-

mization of the quantum layer is defined as follows. The output of PQ is an optimal set

S∗Get of entanglement throughput trees that realize the conditions of the multi-objective

optimization function. The steps of the quantum layer optimization are summarized in

Algorithm 1.

Note if there are no nondominated solutions, then the values of the weighting coef-

ficients ρ, ς, and Υ in Step 5 of Algorithm 1 can be selected according to the actual

trade-off requirements.

5.4 Classical Layer Optimization

In this section we characterize the classical layer optimization procedure.

Thesis 3.3 (Classical layer optimization) The cost function of classical communi-

cations in a quantum Internet setting can be minimized by a procedure PC.
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Algorithm 1 Quantum layer optimization

Step 1. Set S∗Get = ∅, and for all entangled connects, initialize λ′ELl
(I,J) as

λ′ELl
(I,J) = λELl

(I,J).

Step 2. Determine X, and apply method M for building an Get entanglement
throughput tree as M (X) = GX

et. For a given GX
et, determine the αGet optimal

assignment of stored entanglement, the t∗s overall minimal storage time, the B∗F
maximal entanglement throughput, and the |P∗| minimal number of entangled
connections, where P∗ is a shortest path.
Step 3. If X is not dominated by any XGet ∈ κ, that is, XGet∠X for any XGet , then
update κ as

κ = κ
⋃

X− {XGet|XGet∠X} .

Step 4. If κ has been updated to κ′, then update the entanglement utility as
λ′ELl

(I,J) = λELl
(I,J) for all entangled connects of Gm.

Step 5. If κ has not been updated, then for all XGet ∈ κ compute

Π = ρts
(
GX
et

)
+ ςB∗F

(
GX
et

)
+ Υ

∣∣P∗ (GX
et

)∣∣ ,
where ts

(
GX
et

)
is the storage time associated to tree GX

et, B
∗
F

(
GX
et

)
is the maximal

entanglement throughput associated to tree GX
et,
∣∣P∗ (GX

et

)∣∣ is the number of
entangled connections of the P∗

(
GX
et

)
shortest path of GX

et, while ρ, ς, and Υ are
weighting coefficients. For all entangled connections of graph Gm, update λ′ELl

(I,J)

as
λ′ELl

(I,J) = (1− Pr (I, J))λ′ELl
(I,J) + Pr (I, J) Π.

Step 6. Output optimal entanglement throughput tree set S∗Get .
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Proof. Let

ft∗s ,B∗F ,|P∗| (Θi)

=

Nt∗s∑
g=1

St∗s ,g (i) + cLNt∗s,g
(i)

+

NB∗
F∑

g=1

SB∗F ,g (i) + cLNB∗
F
,g

(i)

+

N|P∗|∑
g=1

S|P∗|,g (i) + cLN|P∗|,g (i)


(5.16)

be the cost function of classical communication of the multilayer optimization procedure,

where Θi ∈ Rp is a p-dimensional real vector of an i-th system state of the quantum

network, Nt∗s , NB∗F
, N|P∗| are the number of nodes that require the determination of

optimal t∗s, B
∗
F and |P∗|, St∗s ,g (i), SB∗F ,g (i), S|P∗|,g (i) refer to the number of classical steps

required to find t∗s, B
∗
F and |P∗| for a particular node g of network N , while cLNt∗s,g

(i),

cLNB∗
F
,g

(i), and cLN|P∗|,g (i) are the costs of classical link L used for the determination of t∗s,

B∗F and |P∗| for a given g.

Then, let introduce indices for Θi as

Θi (j, k, l) , (5.17)

where j is the index of a desired optimal system state, k is the index of an optimal system

state reproduction step, l is the index of a non-optimal system state event [98].

Let assume that there is a set of S sub-states {Θ1, . . . ,ΘS} in the network, then the

T total network state is evaluated as

T (j, k, l) = {Θi (j, k, l)| i = 1, . . . , S} . (5.18)

Let ft∗s ,B∗F ,|P∗| (Θi (j, k, l)|) be the cost function of classical communication at a given

Θi (j, k, l)|. Then, if

ft∗s ,B∗F ,|P∗| (Θi (j + 1, k, l)) < ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) , (5.19)
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then the system state evolves from j to j + 1 as

Θi (j + 1, k, l) = Θi (j, k, l) + c (i)u (j) , (5.20)

where c (i) is the number of random system states, while u (j) quantifies a unit cost of

system change [68,98].

Therefore, for a set of S sub-states {Θ1, . . . ,ΘS} and current vector Θ ∈ Rp, the CN

total cost of classical communication is yielded as

CN (Θ,Θi (j, k, l)) =
S∑
i=1

ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) , i = 1, . . . , S, (5.21)

which can be rewritten [98] as

CN (Θ, T (j, k, l))

=
S∑
i=1

(
−Ae−RA

p∑
m=1

(
Θ(m) −Θ

(m)
i

)2
)

+
S∑
i=1

(
νe−Rν

p∑
m=1

(
Θ(m) −Θ

(m)
i

)2
)
,

(5.22)

where A is the distribution-entity of a current system state, RA is the information trans-

mission rate of A, ν is the distribution-entity of a system state, Rν is the information

transmission rate of ν, while Θ(m) is the m-th element of a current network state vector

Θ, and Θ
(m)
i is the m-th element of Θi.

Using CN (Θ, T (j, k, l)) (see (5.22)), an environment-dependent cost function Ce is

defined as

Ce = CN (Θ, T (j, k, l)) e

(
M−ft∗s,B∗F ,|P∗|(Θi(j,k,l))

)
, (5.23)

where M is a tuning parameter [98].

From (5.23), the F i
cost cost function at a given Θi (j, k, l) is defined as

F i
cost = ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) + Ce (Θi (j, k, l)) . (5.24)
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Using the proposed basic model, we define an optimization procedure PC of the classical

layer to achieve a CN (Θ, T (j, k, l)) minimized cost function. The method is summarized

in Algorithm 2.

These results conclude the proof.

5.4.1 Large-Constrained Optimization

The optimization efficiency can be further improved for a large constrained network

scenario. This step can be replayed by a different approach, which allows an optimization

of the classical layer for an arbitrary constrained setting. The solution is based on the

idea of system state merging.

Lemma 3.2 The optimization of the classical layer can be extended to a large-constrained

optimization by state merging.

Proof. An extended model of the classical layer optimization is as follows.

Let Nt∗s , NB∗F
, N|P∗| be the number of nodes that require the determination of optimal

t∗s, B
∗
F and |P∗|. Then, let J be the objective function [78], as

J = min
T∑
t=1

(
αt∗s (t) + αB∗F (t) + α|P∗| (t)

)
, (5.25)

where

αt∗s (t) =

Nt∗s∑
g=1

St∗s ,g (t) + cLNt∗s,g
(t) , (5.26)

αB∗F (t) =

NB∗
F∑

g=1

SB∗F ,g (t) + cLNB∗
F
,g

(t) , (5.27)

and

α|P∗| (t) =

N|P∗|∑
g=1

S|P∗|,g (t) + cLN|P∗|,g (t) , (5.28)
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Algorithm 2 Classical layer optimization

Step 1. For an i-th system state Θi (j, k, l) initialize cost function

ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) = ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) + CN (Θi (j, k, l) , T (j, k, l)) .

Define a random network state vector ∂ (i) ∈ Rp, where the ∂m (i) m-th element of
∂ (i) is a uniformly distributed number from the range of [−1, 1].
Step 2. From Θi (j, k, l), define Θi (j + 1, k, l) as

Θi (j + 1, k, l) = Θi (j, k, l) + c (i) ∂(i)√
(∂(i))T ∂(i)

,

where c (i) is the number of random system states.
Step 3. Using ft∗s ,B∗F ,|P∗| (Θi (j, k, l)), determine ft∗s ,B∗F ,|P∗| (Θi (j + 1, k, l)) as
ft∗s ,B∗F ,|P∗| (Θi (j + 1, k, l)) =
ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) + CN (Θi (j + 1, k, l) , T (j + 1, k, l)) . If

ft∗s ,B∗F ,|P∗| (Θi (j + 1, k, l)) < ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) ,

update ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) as

ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) = ft∗s ,B∗F ,|P∗| (Θi (j + 1, k, l)) .

Update Θi (j + 1, k, l) as

Θi (j + 1, k, l) = Θi (j, k, l) + c (i) ∂(i)√
(∂(i))T ∂(i)

,

and compute ft∗s ,B∗F ,|P∗| (Θi (j + 1, k, l)).
Step 4. Increase i, i = i+ 1. If i < S, apply steps 1-3 for the current network
sub-state. If j < nG(Θ̃), where nG(Θ̃) is the total number of iteration steps on j to

reach an optimal global state G(Θ̃), then increase j, j = j + 1.
Step 5. For all i, determine

F i
cost =

nG(Θ̃)+1∑
j=1

ft∗s ,B∗F ,|P∗| (Θi (j, k, l)) + Ce (Θi (j, k, l)) .

Remove system states for which F i
cost ≥ χC , where χC is a threshold on F i

cost to get
the minimized cost Fmin

cost as

Fmin
cost =

S−℘∑
i=1

F i
cost,

where ℘ is the total number of removed system states. For a given Ek and El
expected values of k and l, if k < Ek then increase k, k = k + 1, and if l < El
increase l, l = l + 1.
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where the coefficients St∗s ,g (t), SB∗F ,g (t), S|P∗|,g (t) refer to the number of classical steps

required to find t∗s, B
∗
F and |P∗| at a particular network node g and time t, t = 1, . . . , T ,

while cLNt∗s,g
(t), cLNB∗

F
,g

(t), cLN|P∗|,g (t) are the costs of classical link L at a particular g and

t. Let assume that Θa (j, k, l), Θb (j, k, l) and Θc (j, k, l) are some system states of the

classical layer subject of state merging. From these sub-states, the ΘM (j, k, l) merged

system is defined as

ΘM (j, k, l) = Θa (j, k, l) + Φ (Θb (j, k, l)−Θc (j, k, l)) , (5.29)

where Φ is a merging factor, Φ ∈ [0, 1].

Using (5.29), an i-th system state Θi (j, k, l) is updated as

Θi (j, k, l) =
(

Θ̃a
i (j, k, l) , Θ̃b

i (j, k, l) , Θ̃c
i (j, k, l)

)T
, (5.30)

where

Θ̃a
i (j, k, l) =

 Θi (j, k, l) , if xa > u

ΘM (j, k, l) , otherwise
, (5.31)

Θ̃b
i (j, k, l) =

 Θi (j, k, l) , if xb > u

Θ∗ (j, k, l) , otherwise
, (5.32)

and

Θ̃c
i (j, k, l) =

 Θ∗ (j, k, l) , if xc > u

ΘM (j, k, l) , otherwise
, (5.33)

where u is a uniform random number, xa, xb and xc are random numbers, xa, xb, xc ∈

[0, 1], Θ∗ (j, k, l) is a system state that minimizes the objective function J . Then for

Q ∈ (a, b, c), the objective function value J(Θ̃Q
i (j, k, l)) is compared with the objective

function J (Θi (j, k, l)) of Θi (j, k, l), and Θ̃Q
i (j, k, l) is updated by the following rule:

Θ̃Q
i (j, k, l) =

 Θi (j, k, l) , if J
(

Θ̃Q
i (j, k, l)

)
< J (Θi (j, k, l))

Θ̃Q
i (j, k, l) , otherwise.

(5.34)
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The proof is concluded here.

5.5 Numerical Analysis

In this section, we study the performance of the proposed quantum layer and classical

layer optimization methods.

5.5.1 Quantum Layer Optimization

To study the convergence of the quantum layer optimization, we characterize the D (·)

closeness function of the elements of the solution set from an optimal Pareto front, and

the ζ (·) ratio of optimal solutions in the solution set.

Let XGet,i = {t∗s (Get, i) , B∗F (Get, i) , |P∗ (Get, i)|} be an i-th solution from the solution

set XGet (Nit) found at a Nit finite number of iterations, and let

X∞Get = {t∗s (Get, z) , B∗F (Get, z) , |P∗ (Get, z)|} (5.35)

refer to a solution z from XGet (Nit →∞) at Nit →∞. Then, let D
(
XGet,i,X

∞
Get

)
be the

distance on the Pareto front [51,90,126] between XGet,i and X∞Get , defined as

D
(
XGet,i,X

∞
Get

)
= 1

χ
(A+B + C) , (5.36)

with D
(
XGet,i,X

∞
Get

)
∈ [0, 1], and where

A =
|t∗s (Get, z)− t∗s (Get, i)|

t∗s (Get, z)
, (5.37)

B =
|B∗F (Get, z)−B∗F (Get, i)|

B∗F (Get, z)
, (5.38)

and

C =
||P∗ (Get, z)| − |P∗ (Get, i)||

|P∗ (Get, z)|
, (5.39)
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while χ is a control parameter, χ > 0.

Then, let ζ (XGet (Nit) ,XGet (Nit →∞)) be a ratio of the solution sets XGet (Nit) and

XGet (Nit →∞) found at finite Nit and Nit →∞ as

ζ (XGet (Nit) ,XGet (Nit →∞)) =
card(XGet (Nit)∧XGet (Nit→∞))

card(XGet (Nit))
, (5.40)

where card (XGet (Nit)) is the cardinality of set XGet (Nit), while XGet (Nit)∧XGet (Nit →∞)

is the intersection of solution sets XGet (Nit) and XGet (Nit →∞) (solutions included by

both solution sets). Note, since the χ control parameter in (5.36) determines the D

distance from the optimal set, χ also affects the ratio of the solution sets (5.40). If the

value of χ is high, the D distance in (5.36) is low, that results in a high cardinality of

the intersection set in (5.40). If χ is low, the D distance in (5.36) is high, therefore the

cardinality of the intersection set is small.

The quantity of (5.36) for various Nit and χ are depicted in Fig. 5-4. From the results

it can be concluded that as Nit increases, the D
(
XGet,i,X

∞
Get

)
distance significantly de-

creases, while the speed of convergence is controllable by χ. It also can be verified that the

χ control parameter has a significant impact on D
(
XGet,i,X

∞
Get

)
, and the D

(
XGet,i,X

∞
Get

)
distance can be made arbitrarily small via a moderate value for Nit.

In Fig. 5-5, the quantity of (5.40) is illustrated for different values of Nit. As Nit

increases the ζ (XGet (Nit) ,XGet (Nit →∞)) ratio increases significantly, while the χ con-

trol parameter has a moderate effect on the ratio of (5.40). The ratio exceeds 0.5 at

Nit ≈ 0.5 · 103, and can be increased to arbitrarily high via a moderate increment in Nit.

The performance of the quantum layer optimization method is therefore approachable

via the distance function (5.36) and ratio (5.40). The analysis revealed that at moderate

Nit values, the precision of the optimization method can be arbitrary high via the selection

of the χ control parameter. It also has been concluded, that a high ratio of the solutions

at a finite and moderate Nit, are identical to the solutions at the limit case of Nit →∞.
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Figure 5-4: The D
(
XGet,i,X

∞
Get

)
distance in function of Nit and χ. (a) The values of

D
(
XGet,i,X

∞
Get

)
for 0 < Nit ≤ 2 · 103 and 1 ≤ χ ≤ 10. (b) The values of D

(
XGet,i,X

∞
Get

)
for 0 < Nit ≤ 2 · 103 and 11 ≤ χ ≤ 20.

5.5.2 Classical Layer Optimization

Let φs (i) be the step-size function defined for an i-th state as

φs (i) = φmax −∆ (φ) · exp
(
−f(i,j,k,l)

j

)
, (5.41)

where

∆ (φ) = (φmax − φmin) , (5.42)

where φmin and φmax are some lower and upper bounds, φs (i) ∈ [φmin, φmax], while

f (i, j, k, l) is defined as

f (i, j, k, l) = ω J∗

JP
, (5.43)

where ω is a constant (restriction factor [66,84,132]), J∗ is the minimal cost function (for

J , see (5.25)) at a particular parameter setting (i, j, k, l), JP is the minimal cost function

associated to the population.
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values of ζ (XGet (Nit) ,XGet (Nit →∞)) for 0 < Nit ≤ 2 · 103 and 11 ≤ χ ≤ 20.

Then, at an iteration number j let κ (j) be a ratio as

κ (j) = f(i,j,k,l)
j

. (5.44)

The step-size (5.41) in function of φmin and κ (j) is depicted in Fig. 5-6.

From (5.41) and (5.43), the optimal cost function J∗ at a particular setting of (i, j, k, l)

is yielded as

J∗ = −
ln

(
φmax−φs(i)

∆(φ)

)
j

ω
JP . (5.45)

Then, let

κ (j) = x, (5.46)

from which the iteration number can be rewritten as

j = f(i,j,k,l)
x

, (5.47)
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and also fix f (i, j, k, l) as

f (i, j, k, l) = x2. (5.48)

Then, from (5.46) and (5.48), J∗ can be evaluated at a given x in function JP and ω, as

J∗ = x2JP
ω
. (5.49)

From (5.47) and (5.48), the function in (5.45) can be rewritten as

J∗ = −
ln

(
φmax−φs(i)

∆(φ)

)
f(i,j,k,l)

ωx
JP

= −
ln

(
φmax−φs(i)

∆(φ)

)
x

ω
JP ,

(5.50)

therefore the cost function J∗ at a particular (5.46) and (5.48) can also be evaluated in

function of the step size (5.41).

The J∗ cost function values associated to the φs (i) step size function values of Fig. 5-6

at JP = 1 and JP = 1 and ω = 100 are depicted in Fig. 5-7.
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Figure 5-7: The J∗ cost function values associated to the φs (i) step size function value,
(a) JP = 1 and ω = 1, (b) JP = 1 and ω = 100.

The analysis is therefore revealed that for any φs (i), the cost function J∗ increases

with the κ (j) ratio, and the values of J∗ are tunable via the control parameter ω for

arbitrary JP and κ (j) values. The proposed classical layer optimization model is therefore

flexible, and allows a dynamics adaption for diverse environmental settings. As future

work, our aim is to provide a transmission analysis and comparisons with other schemes.

5.6 Conclusions

This chapter conceived a multilayer optimization method for the quantum Internet. Mul-

tilayer optimization defines separate procedures for the optimization of the quantum layer

and the classical layer. Quantum layer optimization defines a multi-objective function by

minimizing the total usage of quantum memories in the quantum nodes, maximizing the

entanglement throughput over all entangled connections, and reducing the number of en-

tangled connections between the arbitrary source and target quantum nodes. We defined

the structure of the quantum memory utilization graph and entanglement throughput

tree. The classical layer optimization utilizes the fundaments of swarm intelligence for the
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minimization of the cost function. Since the proposed multilayer optimization method

has no physical layer requirements, it can serve as a useful tool for quantum network

communications and future quantum Internet.
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Chapter 6

Discussion

This dissertation described services for the quantum Internet. Quantum Internet is an

adequate answer for the computational power that became available as quantum com-

puters became publicly available. The structure of the quantum Internet keeps the data

of users safe for future networking. However, the commercial quantum computers are

currently under development and represent tomorrow’s problems, the engineering of high-

performance and well-designed services and protocols for the quantum Internet is today’s

tasks. As quantum computers are built and become available, the structure of the quan-

tum Internet also has to be ready to provide a seamless transition from the traditional

Internet to the quantum Internet. This dissertation is aimed at this purpose through the

definition of novel and efficient services for our future quantum networking.

6.1 Future Work

Future research should define further services and protocols for the quantum Internet.

An important subject to explore is the organization and engineering of the standards

for the quantum Internet. Similar to traditional networking, the standardization of the

protocols of the quantum Internet helps to define a uniform platform to create a global

quantum network. The standardization will also serve as an evolving framework to reflect
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the dynamically changing requirements of the quantum Internet. As a first promising

approach to address these important problems, the Quantum Internet Research Group

(QIRG) [95] has already been formed with an international support and researcher col-

laboration. The QIRG also defined a technical roadmap [127] of capability milestones for

the development of the experimental quantum Internet. The aim of the proposal is to find

solutions for the future engineering problems brought up by the quantum Internet, such

as the definition of a standardized architectural framework (interoperability, connection

establishment, node roles, network coding, multiparty state transfer) and an application

programming interface (API) design and the definition of the application level of the

quantum Internet.
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110

dc_1656_19

Powered by TCPDF (www.tcpdf.org)



[37] Gyongyosi, L. and Imre, S. Information Processing with Quantum Gravity Environ-

ment, Quantum Theory from Problems to Advances (QTPA), International Centre

for Mathematical Modeling in physics, engineering and cognitive sciences (ICMM),

June 9-12, 2014, Linnaeus University, Växjö, Sweden.
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Appendix B

Extended Routing Services for the

Quantum Internet

This appendix proposes an extended application [32] of the routing service [33] of Chap-

ter 3.

B.1 Introduction

Here we define an adaptive routing method for the management of quantum memory

failures in the quantum Internet. In the quantum Internet, the entangled quantum states

are stored in the local quantum memories of the quantum nodes. A quantum memory

failure in a particular quantum node can destroy several entangled connections in the

entangled network. A quantum memory failure event makes the immediate and efficient

determination of shortest replacement paths an emerging issue in a quantum Internet

scenario. The replacement paths omit those nodes that are affected by the quantum

memory failure to provide a seamless network transmission. In the proposed solution,

the shortest paths are determined by the routing service of Chapter 3.
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B.1.1 Results

The novel contributions of this chapter are as follows:

1. We define a dynamic adaptive routing method for the management of quantum

memory failures in the quantum Internet.

2. The proposed algorithm determines shortest node-disjoint replacement paths in the

entangled network structure of the quantum Internet, and minimizes the number of

losable entangled contacts in a main-path.

3. The shortest node-disjoint replacement paths in the entangled quantum network are

determined in a decentralized manner with high computational efficiency.

This appendix is organized as follows. In Section B.2, we characterize the problem

and the impacts of a quantum memory failure scenario in an entangled quantum network.

In Section B.3, we discuss the determination of shortest node-disjoint replacement paths

and evaluate the complexity of the method. A performance evaluation is included in

Section B.4.

B.2 System Model

Let us assume that an overlay entangled quantum network N is given, where the set S∗

of entangled connections is determined in the base-graph Gk [33] such that PrLl (x, y) ≥

Pr∗Ll , where Pr∗Ll is a threshold probability of an Ll-level entangled connection Eh.

A repeater node is referred to as a high-degree node, φ̃ (Ri), if deg(φ̃ (Ri)) > deg′ (V ),

φ̃ (Ri) ∈ Gk, where deg′ (V ) is the threshold degree of node set V determined for the

given entangled overlay quantum network N .

In our network model, the high-degree nodes are omitted from the shortest main path

P . The explanation of this phenomenon is as follows. Since a φ̃ (Ri) high-degree node

stores the highest number of entangled quantum systems in its local quantum memory, a
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quantum memory failure in φ̃ (Ri) will result in the loss of the highest number of entangled

connections in the quantum network. A rational decision is therefore explained as follows.

Use only the standard (non-high-degree nodes) in P , since if a quantum memory failure

occurs in a standard node φ (Ri) ∈ Gk of P , the high-degree nodes still can participate in

a shortest replacement path P ′. It is because a replacement path is used for only a short

time while the re-establishment of the destroyed entangled contacts of φ (Ri) in P is in

progress. As the entangled connections of φ (Ri) are restored after the memory failure,

the transmission continues on the main path P .

Because the main path P omits high-degree nodes, the average length (number of

nodes) of the path increases with respect to the shortest path in S∗, but the risk that a

high number of entangled connections will vanish during a quantum memory failure is

therefore reduced to a minimum. The length of the replacement path P ′ will be shorter

than P , for P ′ can contain the high-degree nodes.

Without loss of generality, in a quantum communication scenario, a quantum path

with highest number of entangled connections usually means high communication effi-

ciency and stability. It is also the situation for the shortest path P determined by our

method, however, these attributes are achieved through the application of an increased

number of non high-degree nodes, instead of the use of some high-degree nodes. In the

proposed model, a high number of the non-high-degree nodes in the quantum network

also yields a high number of entangled connections for the paths; therefore the shortest

path will have a high efficiency, reliability and stability.

A quantum memory failure situation in an overlay quantum repeater network N is

illustrated Fig. B.1. The actual shortest path P contains no high-degree repeater nodes,

for a memory failure would destroy a high number of entangled contacts in the network

(Fig. B.1(a)). A quantum memory failure in an intermediate (non-high-degree) quantum

repeater node Rq−2 requires the immediate establishment of a replacement shortest path

P ′ in the base-graph. The new shortest path P ′ contains the high-degree repeater nodes

R̃q′−2 and R̃q′−1, for P ′ is used only while the re-establishment of the entangled contacts
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of Rq−2 is not completed (Fig. B.1(b)).

(a) (b)

single-hop entangled (L1) node

multi-hop entangled (L2, L3) node quantum memory failure

A A

B B
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1qR
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Figure B.1: A scenario of a quantum memory failure in an entangled overlay quantum
network N . (a) The main path P consists of a source node A and target node B,
with several quantum repeater nodes Ri, i = 1, . . . , q connected through multi-level
entangled connections. The quantum nodes are referred to as single-hop entangled (L1-
level, depicted by gray nodes) and multi-hop entangled (L2- and L3-level, depicted by
blue and orange nodes). The actual shortest main path P determined in the base-graph
is depicted by the bold lines. The high-degree nodes (depicted by yellow) store the
highest number of entangled states in their quantum memories and are not included in
P . (b) A quantum memory failure in repeater node Rq−2 (depicted by red) destroys all
entangled contacts of the given node. For seamless transmission, a node-disjoint shortest
replacement path P ′ is needed between source node R2 and target node Rq, through high-
degree repeater nodes R̃q′−2 and R̃q′−1. Path P ′ between φ (R2) ∈ Gk and φ (Rq) ∈ Gk is
determined by a decentralized routing A in the base-graph Gk.

B.2.1 Quantum Memory Failures

The proposed method utilizes different coefficients for the entangled connections of a

shortest main path P and shortest replacement path P ′, which distinction defines the

problem of finding node-disjoint paths of a multi-level entangled quantum network. Par-

ticularly, this problem is analogous to a min-sum (minimize the sum of costs of connection
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paths) problem [63, 64, 96, 97] in a multi-cost network, which is an NP-complete prob-

lem [63, 96]. Note that similar to the determination of a shortest main path P , the

replacement path P ′ is also determined by our decentralized routing A in a base-graph.

Shortest Paths at a Quantum Memory Failure

Using the decentralized routing A (see Chapter 3) in G′k, the shortest path with respect

to the scaled coefficient s (ζ (·)) can be determined in at most O (log n)2 steps, as follows.

Using the results of Chapter 3, the term d ((φ (x) , φ (y)))k can be expressed as

d ((φ (x) , φ (y)))k =
p (φ (x) , φ (y))

p (φ (x) , φ (y))Hn

(
p (φ (x) , φ (y))− cφ(x),φ(y)

) , (B.1)

thus at a given k, the d ((φ (x) , φ (y))) distance function between φ (x) , φ (y) is as

d ((φ (x) , φ (y))) = k

√
p (φ (x) , φ (y))

p (φ (x) , φ (y))Hn

(
p (φ (x) , φ (y))− cφ(x),φ(y)

) . (B.2)

Using the φ (x) , φ (y) maps of the nodes and the scaled cost s (ζ (E (φ (x) , φ (y)))) ∈ [0, 1],

a base-graph G′k is constructed with transformed node positions φ′ (x) , φ′ (y) as follows.

The aim is then to find φ′ (x) , φ′ (y) at a given s (ζ (E (φ (x) , φ (y)))), via a target

distance d ((φ′ (x) , φ′ (y))).

To determine the φ′ (·) scaled positions, we first identify s (ζ (E (φ (x) , φ (y)))) by

p (φ (x) , φ (y)) as

p (φ (x) , φ (y)) = s (ζ (E (φ (x) , φ (y)))) , (B.3)

from which the target distance d ((φ′ (x) , φ′ (y))) between φ′ (x) , φ′ (y) ∈ G′k is as

d ((φ′ (x) , φ′ (y))) = k

√
s (ζ (E (φ (x) , φ (y))))

s (ζ (E (φ (x) , φ (y))))Hn

(
s (ζ (E (φ (x) , φ (y))))− cφ(x),φ(y)

) .
(B.4)

The distance function in (B.4) is therefore results of the scaled positions φ′ (x) , φ′ (y) in

G′k at a given reference position.
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Specifically, to establish a given shortest main path P between a source node φ (s)

and target node φ (t) such that P contains no high-degree repeater node φ̃ (Ri), a given

entangled connection Eh (φ (x) , φ (y)), Eh ∈ P between nodes φ (x) , φ (y) ∈ Gk in the

main path P is weighted by the coefficient γ (Eh):

γ (Eh) =
β (φ (x)) + β (φ (y))

2
, (B.5)

where β (φ (n)) is defined as a normalization, precisely

β (φ (n)) =
χ (φ (n))

max
i
χ (φ (i))

, (B.6)

where

χ (φ (n)) =
∑

φ(p)6=φ(q)

s

∣∣Pφ(n) (φ (p) , φ (q))
∣∣

|P (φ (p) , φ (q))|
, (B.7)

where
∣∣Pφ(n) (φ (p) , φ (q))

∣∣ is the number of shortest paths (of the same minimal length)

between nodes φ (p) , φ (q) ∈ Gk and traversing node φ (n), and where |P (φ (p) , φ (q))| is

the number of shortest paths (of the same minimal length) between nodes φ (p) , φ (q) ∈

Gk.

Let us assume that in an intermediate repeater node φ (Ri), a quantum memory

failure occurs on the main path P (φ (A) , φ (B)), which destroys all entangled contacts

of that node. For seamless communication, an immediate shortest replacement path

P ′ (φ (s) , φ (r)) has to be established between nodes φ (s) , φ (r) ∈ Gk. The replace-

ment shortest path, however, can contain the high-degree nodes φ̃ (Ri), which have

been removed from the main path P (φ (A) , φ (B)). The replacement shortest path

P ′ (φ (s) , φ (r)) is aimed to serve as only a temporary path. It replaces the main path

P (φ (A) , φ (B)) while the entangled contacts of φ (Ri) have not been completely re-

established.

For a given connection Eh of the replacement shortest path P ′ (φ (s) , φ (r)), the con-
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nection coefficient (B.5) is redefined as

τ (Eh) =
γ (Eh)

max
i
γ (Ei)

, (B.8)

which provides a normalized metric for Eh in P ′ (φ (s) , φ (r)).

Using coefficients (B.5) and (B.8), the optimization problem formulates a minimiza-

tion, without loss of generality as

Φ (C) = min

(∑
k∈K

∑
h∈E

γ (Eh)Ck,h +
∑
k∈K

∑
h∈E

τ (Eh)Zk,h

)
, (B.9)

where K is the set of users, k is the index of a given user Uk, E is a set of entangled

(directed) connections, h is the index of a given connection Eh, Ck,h is a variable that

equals 1 if the entangled connection Eh is used by the main path P associated with user

Uk (0 otherwise), and Zk,h is a variable that equals 1 if the entangled connection Eh is

used by the replacement path P ′ associated with user Uk.

The optimization in (B.9) is therefore a minimization of the overall cost coefficient of

the flows by means of main path P and replacement path P ′, subject to some constraints.

These constraints are described next.

Particularly, for the main path P , a flow conservation rule [63,96] leads to precisely

4 (Ck,h) =
∑
Xh,j

Ck,h −
∑
Xh,i

Ck,h, (B.10)

where

Xh,j = h ∈
{
h : Eh

(
φ (xw)Uk , φ (xj)Uk

)
∈ E;

φ (xj)Uk ∈ V ;

φ (xj)Uk 6= φ (xw)Uk

}
,

(B.11)

where φ (xw)Uk ∈ Gk is a node associated with the demand of user k ∈ K, where

Eh

(
φ (xw)Uk , φ (xj)Uk

)
is an egress connection incident associated with node φ (xw)Uk ∈
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Gk, where Eh
(
φ (xi)Uk , φ (xw)Uk

)
is an ingress connection incident associated with node

φ (xw)Uk ∈ G
k, and where

Xh,i = h ∈
{
h : Eh

(
φ (xi)Uk , φ (xw)Uk

)
∈ E;

φ (xi)Uk ∈ V ;

φ (xi)Uk 6= φ (xw)Uk
}
.

(B.12)

Using (B.11) and (B.12), 4 (Ck,h) can be evaluated as

4 (Ck,h) =


1, if φ (xw)Uk = φ (A)Uk

−1, if φ (xw)Uk = φ (B)Uk

0, otherwise

. (B.13)

Similarly, for the replacement path P ′, the following constraint is defined via (B.11) and

(B.12):

4 (Zk,h) =
∑
Xh,j

Zk,h −
∑
Xh,i

Zk,h =


1, if φ (xw)Uk = φ (A)Uk

−1, if φ (xw)Uk = φ (B)Uk

0, otherwise

. (B.14)

For a given entangled connection Eh, the following relation states that the requested

number of entangled states of a particular fidelity F on the main path P and replacement

path P ′ is bounded as:

ϕ (Eh) =
∑
k∈K

(
Ck,hQ

(F ) (Uk) + Zk,hQ
(F ) (Uk)

)
≤ Q(F ) (Eh) , (B.15)

where Q(F ) (Eh) refers to the number of d-dimensional maximally entangled states per

second of a particular fidelity F available through the entangled connection Eh (entangle-

ment throughput), and where Q(F ) (Uk) is the demand of Uk associated with the entangled

connection Eh with respect to the number of d-dimensional maximally entangled states
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per second of a particular fidelity F .

Because P and P ′ are node-disjoint paths in our model, the following constraint holds

for a given Eh and Uk:

Ck,h + Zk,h ≤ 1. (B.16)

B.3 Shortest Replacement Paths in the Entangled

Network

Here we discuss a heuristic to solve (B.9) via the determination of a set of z node-disjoint

replacement paths S(z) (P ′) = {P ′1, . . . ,P ′z} in the base-graph Gk of an entangled quantum

repeater network N . The algorithm focuses on a given demand ρ of a user Uk, with a

source node φ (s)Uk,ρ ∈ G
k and target node φ (t)Uk,ρ ∈ G

k.

Let δ (·) identify the cost function of the algorithm such that if a given connection

Eh belongs to the main path P , then δ (Eh) = γ (Eh) (B.5), whereas if Eh belongs to a

replacement path P ′, then δ (Eh) = τ (Eh) (B.8). Thus,

δ (Eh) =

 γ (Eh) , if Eh ∈ P

τ (Eh) , if Eh ∈ P ′
. (B.17)

Utilizing the notations of the frameworks KPA [96, 97] and KPI [63, 64], some prelimi-

naries for our scheme are as follows. Let set S(j−1) (P ′) =
{
P ′1, . . . ,P ′j−1

}
refer to the

previously discovered j − 1 node-disjoint paths, where P ′1 refers to the main path, i.e.,

P ′1 = P . Specifically, for each node-disjoint path Pp, p = 1, . . . , z, a cost matrix C
(p)
Uk,ρ

is defined, which is a matrix of connection costs δ(p) (Eh), where δ(p) (Eh) is an auxiliary

cost of entangled connection Eh of the p-th path. The C
(p)
Uk,ρ

matrix is used to calculate

the concurring path cost such that the cost of the concurring entangled connections is

increasing by a given value.

Particularly, for a given set S(j−1) (P ′) of already discovered j − 1 paths, a j-th path

identifies a current (candidate) path P ′j to be discovered. A given entangled connection
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Eh of a path P ′i is identified as a prohibited entangled connection F(P ′i) (Eh) with respect

to P ′i if Eh is incident to any transit quantum node of path P ′i [63, 96].

A given Eh is referred to as a concurring entangled connection C(P ′j) (Eh) with respect

to a given path P ′j if Eh is incident to any common transit quantum node of P ′j also

used by any other of the paths from the set S(j−1) (P ′) of the previously discovered

j − 1 paths. Without loss of generality, the initial matrix C
(p)
Uk,ρ

provides the initial path

cost c(j) =
∑

Eh∈P ′j
δ

(j)
c (Eh) for a given path P ′j to increase the cost of each concurring

entangled connection of P ′j, where δ
(j)
c (Eh) is an initial cost of entangled connection Eh

and where Eh ∈ P ′j is an entangled connection on path P ′j.

Let M
δ(j)(Eh)
Uk,ρ

be the matrix of replacement path coefficients, with δ(j) (Eh) for all

entangled connections of a current path P ′j associated with a user Uk. For a given matrix

M
δ(j)(Eh)
Uk,ρ

, let Ω(j) (δ) refer to the total cost of a path P ′j.

For a current path index j, let M
(ζ)
Uk,ρ

refer to a matrix of coefficients ζ (Eh) = δ(j) (Eh)

of entangled connection Eh, where ζ (Eh) is an auxiliary cost of Eh.

The steps of the method are summarized in Algorithm B.1. The algorithm determines

z node-disjoint paths for a demand of a user. The main path P is identified first and

followed by the z−1 replacement paths. For a given j-th path, the cost of any prohibited

entangled connection is increased by the cost of all previously discovered j − 1 paths of

demand for which the given entangled connection is prohibited [63, 96]. Traversing the

prohibited entangled connections with respect to a given j-th path therefore results in an

increased coefficient. The cost of concurring entangled connections increases if a given

j-th path has common entangled connections with the j − 1 paths.

B.3.1 Discussion

A brief description of the algorithm follows.

In Step 1, some initialization steps are made and an actual shortest main path P ′1 = P

is determined for the next calculations.

In Step 2, some steps for the next (j-th) node-disjoint path (candidate path) are
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Algorithm B.1 Node-disjoint replacement paths in an entangled network

Step 1. Let δ(j) (Eh) be the cost coefficient of Eh on a j-th path j = 1 . . . z, where
j indexes a current path. Let j = 1 for the main path P ′j=1 = P , and for all

entangled connections Eh of N , let ζ (Eh) = δ(j) (Eh), where ζ (Eh) is an auxiliary
cost of Eh.
Step 2. For j > 1, let us assume that a set S(j−1) (P ′) of j − 1 node-disjoint
shortest paths is already discovered: S(j−1) (P ′) =

{
P ′1, . . . ,P ′j−1

}
. Let i refer to a

path from S(j−1) (P ′). For each already discovered node-disjoint path P ′i from

S(j−1) (P ′) and for each F(P ′i) (Eh), increase the cost of the entangled connection

ζ (Eh) by Ω(i), where Ω(i) is the total cost of P ′i in M
δ(i)(Eh)
Uk,ρ

and where M
δ(i)(Eh)
Uk,ρ

is

a matrix such that δ(i) (Eh) is the cost of an entangled connection Eh on the i-th
path. Thus,

ζ (Eh) = ζ (Eh) + Ω(i),

where Ω(i) is the path cost of P ′i (a sum of δ(i) (Eh) for a traversed entangled
connection Eh):

Ω(i) =
∑
Eh∈P ′i

δ(i) (Eh) , i = 1, . . . , j − 1,

where Eh ∈ P ′i refers to Eh on path P ′i.
Step 3. Define M

(ζ)
Uk,ρ

= M
δ(j)(Eh)
Uk,ρ

, where M
(ζ)
Uk,ρ

is a matrix of coefficients ζ (Eh) of
entangled connection Eh initialized in Step 1. Using the k-dimensional n-size
base-graph G′k, determine the j-th node-disjoint path P ′j using the scaled

coefficient s (ζ (Eh)) ∈ [0, 1] for a given M
(ζ)
Uk,ρ

.

Step 4. If P ′j is not node-disjoint with the paths of S(j−1) (P ′), then increase the

costs δ(1) (Eh) , . . . , δ
(k) (Eh) of each concurring entangled connection C(P ′j) (Eh) of

P ′j by the path cost c(j) ∈ C(j)
Uk,ρ

of P ′j with cost matrix C
(j)
Uk,ρ

. Thus, the cost of
entangled connection Eh of the p-th path is

δ(p) (Eh) = δ(p) (Eh) + c(j), p = 1, . . . , z,

where path cost c(j) is

c(j) =
∑
Eh∈P ′j

δ(j)
c (Eh) .

Remove the discovered j − 1 paths from S(j−1) (P ′), and register the concurring

entangled connection C(P ′j) (Eh) via variable κ := κ+ 1, where κ is initialized as
κ = 1. If κ > ∂, where ∂ is the maximum allowable number of concurrences, then
terminate the procedure; otherwise, repeat the process from Step 1 with j = 1.
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Algorithm B.1 Node-disjoint replacement paths in an entangled network (cont.)

Step 5. If P ′j is node-disjoint with the paths of S(j−1) (P ′), then increase j:

j := j + 1. If j > z, stop the process and return S(z) (P ′); otherwise, go to Step 1
with the current j.
Step 6. For a given main path P ′1 = P , output the Ψ total path cost of z − 1
node-disjoint replacement paths between φ (s)Uk,ρ and φ (t)Uk,ρ of ρ:

Ψ
(
S(z−1) (P ′)

)
=

z∑
p=2

∑
Eh∈P ′p

δ(p) (Eh) ,

where S(z−1) (P ′) = {P ′2, . . . ,P ′z}, Eh is an entangled connection on path P
′
p, and

δ(p) (Eh) is the cost of the entangled connection Eh of the p-th path.

performed. In particular, the coefficients of the prohibited entangled connections that

are traversed by the actual main path are increased by a given quantity. This step aims to

avoid a situation in which the establishment of the next node-disjoint path of a given user

fails. Some calculations are performed for the j-th path using the already determined set

of j − 1 node-disjoint paths S(j−1) (P ′). The cost of any prohibited entangled connection

is increased by the total cost of a given path P ′i.

In Step 3, the j-th disjoint (shortest) path P ′j is determined by the decentralized

algorithm A in the base-graph G′k, which contains the scaled φ′ (x) , φ′ (y) ∈ G′k of the

nodes of φ (x) , φ (y) ∈ Gk. The base-graph G′k is evaluated from Gk, and it contains the

φ′ scaled maps of the nodes of the entangled overlay quantum network N and the scaled

coefficients of the entangled connection, s (ζ (Eh)) using M
(ζ)
Uk,ρ

.

In G′k, a given contact between two nodes φ′ (x) , φ′ (y) is characterized by the scaled

coefficient s (ζ (E (φ (x) , φ (y)))) ∈ [0, 1], where ζ (E (φ (x) , φ (y))) is the cost of an en-

tangled connection Eh in Gk. Particularly, G′k is constructed such that the distribution

of the scaled coefficients follows an inverse k-power distribution, and the decentralized

routing scheme A can determine the shortest path in G′k in at most (3.25) steps [33].

Step 4 deals with the situation when the j-th path P ′j is not node-disjoint with the

paths of S(j−1) (P ′). If more than one already discovered path from S(j−1) (P ′) traverses
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a given entangled connection, then the cost of the concurring entangled connection is

increased by the total cost of path P ′j. Step 4 is completed by the incrementing and

checking of a κ concurrence counter.

Step 5 handles the case when a j-th path P ′j is node-disjoint with the paths of

S(j−1) (P ′). In this situation, j is incremented: j := j + 1; if j > z, the iteration stops

and returns the z−1 node-disjoint shortest replacement paths S(z−1) (P ′) = {P ′2, . . . ,P ′z}

for a given main path P ′1 = P ′; otherwise, the algorithm jumps back to Step 1 with the

actual value of j.

In Step 6, after set S(z−1) (P ′) is determined, the Ψ total cost of the z−1 replacement

paths of demand ρ of Uk is precisely as follows:

Ψ
(
S(z−1) (P ′)

)
=

z∑
p=2

∑
Eh∈P ′p

δ(p) (Eh) , (B.18)

where Eh is an entangled connection on path P
′
p. The Ψ total cost for the set S(z) (P ′)

of the z node-disjoint paths is therefore

Ψ
(
S(z) (P ′)

)
=

z∑
p=1

∑
Eh∈P ′p

δ(p) (Eh) . (B.19)

The base-graphs Gk and G′k of a given overlay quantum repeater network N are

illustrated in Fig. B.2.

B.3.2 Computational Complexity

In particular, each of the shortest paths is determined by a decentralized routing al-

gorithm A in a k-dimensional n-size base-graph, therefore the overall complexity the

proposed method is bounded from above by

O (∂ log n)2 , (B.20)
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Figure B.2: A k = 2-dimensional base-graph G2 of the overlay quantum repeater net-
work N . (a) A reference source node φ (x) has entangled connections with φ (y), φ (z),
and φ (w). Each entangled connection is characterized by a given probability p (·) that
depends on the level of entanglement. (b) Determination of a node-disjoint path P ′j
between a reference source node φ′ (x) and the scaled positions φ′ (y), φ′ (z), and φ′ (w)

for a given M
(ζ)
Uk,ρ

in base-graph G′2, where s (ζ (E (·))) ∈ [0, 1] is a scaled cost of the
entangled connection.

for a given maximum allowable number ∂ of concurring entangled connections.

B.4 Performance Evaluation

In this section, we compare the performance of our scheme with the KPA, KPI, and the

k-successively shortest link-disjoint paths (KSP) [64] algorithms.

The KPA and KPI algorithms are based on Dijkstra’s shortest path [19] algorithm.

As follows, at a particular ∂, the computational complexity of these schemes is O (∂n2)

[63,64,97].

The worst-case complexity of the KSP algorithm can be evaluated in function of the

number z of disjoint paths, as O (zn log n) [64].

Fig. 3. illustrates the performance comparisons, and NO refers to the number of

operations. The performance of our scheme is depicted Fig. B.3(a). In Fig. B.2(b) the
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performance of the KPA, KPI algorithms is depicted. In Fig. B.3(c) the performance of

the KSP algorithm is shown.

For the analyzed parameter ranges, in our algorithm NO is maximized as NO = 400,

while for the compared methods the resulting quantities are NO (KPA,KPI) = 105, and

NO (KSP) = 2 · 103, respectively.

As a conclusion, in comparison with the KPA, KPI and KSP methods, our solution

provides a moderate complexity solution to determine the connection-disjoint paths in

the quantum network, for an arbitrary number of n and ∂.
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Figure B.3: (a) The computational complexity (NO refers to the number of operations)
of the proposed method in function of ∂ and n, ∂ ∈ [0, 10], n ∈ [0, 100] (b) The com-
putational complexity of the KPI and KPA methods in function of ∂ and n, ∂ ∈ [0, 10],
n ∈ [0, 100]. (c) The computational complexity of the KSP method in function of z and
n, z ∈ [0, 10], n ∈ [0, 100].
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Appendix C

EAD Service

C.1 Classical Correlations

The classical correlation is transmitted subsystem B of (4.1) in Step 1 is as follows. Since

ρAB is a Bell-diagonal state [61] of two qubits A and B it can be written as

ρAB =
1

4

(
I +

3∑
j=1

cjσ
A
j ⊗ σBj

)
=
∑
a,b

λab |βab〉 〈βab| , (C.1)

where terms σj refer to the Pauli operators, while |βab〉 is a Bell-state

|βab〉 =
1√
2

(|0, b〉+ (−1)a |1, 1⊕ b〉) , (C.2)

while λab are the eigenvalues as

λab =
1

4

(
1 + (−1)ac1 − (−1)a+bc2 + (−1)bc3

)
. (C.3)
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The I quantum mutual information of Bell diagonal state ρAB quantifies the total cor-

relations in the joint system ρAB as

I = S (ρA) + S (ρB)− S (ρAB)

= S (ρB)− S (B|A)

= 2− S (ρAB)

=
∑
a,b

λab log2 (4λab) ,

(C.4)

where S (ρ) = −Tr (ρ log2 ρ) is the von Neumann entropy of ρ, and S (B|A) = S (ρAB)−

S (ρA) is the conditional quantum entropy.

The C (ρAB) classical correlation function measures the purely classical correlation in

the joint state ρAB. The amount of purely classical correlation C (ρAB) in ρAB can be

expressed as follows [61]:

C (ρAB) = S (ρB)− S̃ (B|A)

= S (ρB)−min
Ek

∑
k

pkS
(
ρB|k

)
= 1−H

(
1 + c

2

)
=

1 + c

2
log2 (1 + c) +

1− c
2

log2 (1− c) ,

(C.5)

where

ρB|k =
〈k|ρAB|k〉
〈k|ρA|k〉

(C.6)

is the post-measurement state of ρB, the probability of result k is

pk = Dqk〈k|ρA|k〉, (C.7)

while d is the dimension of system ρA and the qk make up a normalized probabil-

ity distribution, Ek = Dqk |k〉 〈k| are rank-one POVM (positive-operator valued mea-
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sure) elements of the POVM measurement operator Ek [61], while H (p) = −p log2 p −

(1− p) log2 (1− p) is the binary entropy function, and

c = max |cj| . (C.8)

For the transmission of B the subsystem ρAB is expressed as given by (4.1), thus the

classical correlation during the transmission is

C (ρAB) = 1−H
(

1 + c

2

)
= 1, (C.9)

where c = 1.
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Appendix D

Multilayer Optimization Service

D.1 Cost Uncertainty of Large-Scaled Optimization

The determination of the minimal cost function (5.25) is can be approached by an output

variable OJ = f (ψin), where ψin is the set of input variables, and f (·) is a function that

transfers the uncertainty from the independent input random variables ψin to the output

variable OJ [78]. The output set OJ can be rewritten as

OJ = f (q, w1, . . . , wz) , (D.1)

where q is the set of certain variables, while wi is an input variable under certainty with

probability function δfwi .

Then, for a given variable wi, two pc (wi) probability concentrations [78], pc(1) (wi)

and pc(2) (wi) are defined as

pc(1) (wi) = (wi,1, ζi,1) (D.2)

and

pc(2) (wi) = (wi,2, ζi,2) , (D.3)

where wi,g, is the poth location of wi [78], g = 1, 2, while ζi,g is a weighting factor.
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Therefore, at a given (i, g) parameterization, where i = 1, . . . , z and g = 1, 2, OJ is

expressed by variable O
(i,g)
J as

O
(i,g)
J = f (q, wi,g, µw1 , µw2 , . . . , µwz) , (D.4)

where µwi is the mean of wi, while wi,1 and wi,2 are the poth locations of wi. Therefore,

the problem is reduced to 2z deterministic equations [78], from which the mean and

standard deviation of the output random variable O
(i,g)
J can be computed.
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Appendix E

Abbreviations

API Application Programming Interface

EAD Entanglement Availability Differentiation

IPSec Internet Protocol Security

POVM Positive-Operator Valued Measure

QIRG Quantum Internet Research Group

QKD Quantum Key Distribution

QLAN Quantum Local Area Network

QMAN Quantum Metropolitan Area Network

QWAN Quantum Wide Area Network

TLS Transport Layer Security
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Appendix F

Notations

The notations of the dissertation are summarized in Table F.1.

Table F.1: Summary of notations.

Notation Description

L1 Manhattan distance (L1 metric).

l Level of entanglement.

F Fidelity of entanglement.

Ll An l-level entangled connection. For an Ll link, the

hop-distance is 2l−1.

d(x, y)Ll
Hop-distance of an l-level entangled connection between

nodes x and y.

L1 L1-level (direct) entanglement, d(x, y)L1
= 20 = 1.

L2 L2-level entanglement, d(x, y)L2
= 21 = 2.
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L3 L3-level entanglement, d(x, y)L3
= 22 = 4.

E (x, y) An edge between quantum nodes x and y, refers to an

Ll-level entangled connection.

PrLl (E (x, y)) Probability of existence of an entangled connection

E (x, y), 0 < PrLl (E (x, y)) ≤ 1.

N Overlay quantum network, N = (V,E), where V is the

set of nodes, E is the set of edges.

V Set of nodes of N .

E Set of edges of N .

Gk An n-size, k-dimensional base-graph.

n Size of base-graph Gk.

k Dimension of base-graph Gk.

A Transmitter node, A ∈ V .

B Receiver node, B ∈ V .

Ri A repeater node in V , Ri ∈ V .

Ej Identifies an Ll-level entanglement, l = 1, . . . , r, be-

tween quantum nodes xj and yj.

E = {Ej} Let E = {Ej}, j = 1, . . . ,m refer to a set of edges

between the nodes of V .
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φ (x) Position assigned to an overlay quantum network node

x ∈ V in a k-dimensional, n-sized finite square-lattice

base-graph Gk.

φ : V → Gk Mapping function that achieves the mapping from V

onto Gk.

d (φ (x) , φ (y)) L1 distance between φ (x) and φ (y) in Gk. For φ (x) =

(j, k), φ (y) = (m, o) evaluated as

d ((j, k) , (m, o)) = |m− j|+ |o− k|.

p (φ (x) , φ (y)) The probability that φ (x) and φ (y) are connected

through an Ll-level entanglement in Gk.

Hn Normalizing term, defined as Hn =
∑

z d (φ (x) , φ (z)).

cφ(x),φ(y) Constant, defined as

cφ(x),φ(y) = PrLl (E (x, y))− d(φ(x),φ(y))−k

Hn
,

where PrLl (E (x, y)) is the probability that nodes x, y ∈

V are connected through an Ll-level entanglement in the

overlay quantum network N .

Pr (E|φ) Conditional probability between the φ (·) configuration

of positions of the quantum nodes in Gk and the set E

of the m edges of the overlay network V .

Pr (φ|E) Posteriori distribution of configuration φ at a given set

E.

Pr (φ) Candidate distribution.
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q (r| s) Proposal density function to stabilize the Markov chain,

proposes a next state s∗ given a state si.

uj The j-th neighbor quantum node of xi, {xi, uj} ∈ E

with base-graph position φ (uj) ∈ Gk.

vj The j-th neighbor quantum node of yi, {yi, vj} ∈ E

with base-graph position φ (vj) ∈ Gk

|φ (uj)〉 , |φ (vj)〉 Quantum systems, prepared locally by all uj and vj

neighbor nodes of xi, yi.

M Local measurement, which yields M |φ (uj)〉 = φ (uj)

and M |φ (vj)〉 = φ (vj).

ζ (xi, yi) Parameter for the evaluation of the results of the local

measurements of two nodes xi and yi.

Φ (xi, yi) Parameter for the evaluation of the results of the local

measurements of two nodes xi and yi.

swap Swap operation. The xi, yi-swap of φ1, such that

φ1 (xi) = φ2 (yi), φ1 (yi) = φ2 (xi), and φ1 (zi) = φ2 (zi)

for all zi 6= xi, yi.

pswap (φ (xi) , φ (yi)) Swapping probability. Nodes xi, yi swap their position

information with this probability.

A Decentralized algorithm A in the k-dimensional n-sized

base-graph Gk.
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D
(
Gk
)

Diameter of Gk. Refers to the maximum value of the

shortest path (total number of edges on a path) between

any pair of mapped nodes in Gk.

D (A) Minimal number of steps required by A to find the

shortest path.

Bn Box of size n× n.

Si Subsquare of Bn of side length nγ, where k/4 < γ < 1.

Sik Sub-subsquares of side length nγ
2
, yielded from the sub-

division of a subsquare Si into smaller units.

A1 Event that there exists at least two subsquares Si and

Sj in Bn such that there is no exists edge between them.

A2 Event that there exists at one Si in Bn such that there

are two sub-subsquares Sik in Si which are not con-

nected by edge.

Dmax (Si) Largest diameter of the Si subsquares of side length nγ.

Dmax (Sik) The largest diameter of the Sik sub-subsquares of side

length nγ
2
.

T (φ1, φ2) Transition matrix, where φ2 is the xi, yi-swap of φ1, such

that φ1 (xi) = φ2 (yi), φ1 (yi) = φ2 (xi), and φ1 (zi) =

φ2 (zi) for all zi 6= xi, yi.

Ω (φ1, φ2) Parameter for the definition of Markov chain.
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ε (φ1, φ2) Parameter for the definition of Markov chain.

E (x ∨ y) Edges connected to x ∈ V or y ∈ V .

m Iteration step. Utilizing the tessellation of Bn for m

times results in end squares with side length nγ
m

, for

which situation m events, A1, . . . , Am exist.

C, Z Constants, C > 0, Z > 0.

ej Event.

Pr (ej) Probability that an event ej occurs.

Xj Geometric random variable.

E (Xj) Mean E (Xj) of an geometric random variable Xj, eval-

uated as E (Xj) = 1
Pr(ej)

= O (log n), where n is the size

of the k-dimensional base-graph Gk.

ρABC Initial system.

σABC Final system.

ρAB, ρC Initial subsystems.

|δB〉(m,n) Subsystem B, |ϕB〉 = α|0〉+β|1〉, encoded via an (m,n)

redundant quantum parity code as

|δB〉(m,n) = α|χ+〉(m)
1 . . . |χ+〉(m)

n + β|χ−〉(m)
1 . . . |χ−〉(m)

n ,

where |χ±〉(m) = |0〉⊗m ± |1〉⊗m.

T Period time selected by Alice and Bob.
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N1...n Intermediate quantum repeaters between Alice and

Bob.

σx Pauli X matrix.

HAC Hamiltonian, HAC = σxAσ
x
C .

EAC Energy of Hamiltonian HAC .

UAC Unitary, applied by Alice on subsystem AC for a time

t, UAC = exp (−iHACt), where HAC = σxAσ
x
C is a Hamil-

tonian, σx is the Pauli X matrix.

t Application time of unitary UAC , determined by Alice

and Bob.

I Identity operator.

~ Reduced Planck constant.

E (·) Relative entropy of entanglement.

Tπ Oscillation period, Tπ = 4t, where π is the period.

∣∣ξ (π
4

)〉
AB

Output AB subsystem at time t,∣∣ξ (π
4

)〉
AB

= 1√
2

(|ψ+〉 − i|φ+〉),

where |ψ+〉 = 1√
2

(|01〉+ |10〉), |φ+〉 = 1√
2

(|00〉+ |11〉)

are maximally entangled states.

σTBAB Partial transpose of output AB subsystem σAB.

N
(
σTBAB

)
Negativity for the σTBAB partial transpose of σAB.
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λELl
(x,y) Initial entanglement utility of link ELl (x, y).

λ′ELl
(x,y) Updated entanglement utility of link ELl (x, y).

BF (ELl (x, y)) Entanglement throughput of a given Ll-level entangled

connection ELl (x, y) between nodes (x, y).

S A quantum switcher node, switches between entangled

connects using its local quantum memory, and applies

entanglement swapping.

Gm Quantum memory utilization graph, directed graph

mapped from the network model with abstracted nodes

and links.

Get Entanglement throughput tree is derived from a Gm
quantum memory utilization graph.

ID Identifier of a node in Get, ID = {A,B, . . .}.

SI Set of unvisited neighbor nodes of a particular node I.

Ω (I, J) Cost function between nodes (I, J).

C (ELl (I, J)) Cost of entangled connection ELl (I, J).

ζJ Cost of quantum storage in node J .

Pr (I, J) Probability that from node I a node J is selected.

χ, δ Weighting coefficients in Pr (I, J).
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M Method of building an Get entanglement throughput

tree.

S′ Set of already reached destination nodes.

I Set of initial nodes.

FI Set of feasible neighboring nodes to node I.

D Set of destination nodes.

αGet Entanglement assignment cycle, an optimal assignment

(scheduling) of stored entanglement.

t∗s (Get) Minimal overall storage time at a given Get.

CGet Conflict graph of Get. In the CGet graph, each vertex

corresponds to a directed link of Get (an entangled con-

nection). There is an edge between two vertices of CGet ,

if only the vertices (entangled connections) has a con-

flict.

τn,t Indicator variable, τn,t ∈ {0, 1}, defined as

τn,t =


1, if n is associated at time t

0, otherwise.

∧ (n) Set of entangled connects n′ that are scheduled in the

same time unit t, but the physical link can transmit

only n or n′.

144

dc_1656_19

Powered by TCPDF (www.tcpdf.org)



w (n) Weight of an entangled connection, defined as

w (n) =


1, if Fi = Fmax⌈
Fmax

Fi

⌉
, if Fi < Fmax

,

where Fi is the fidelity of entangled connection i, Fmax

is the largest fidelity.

W (CGet) Weighted coloring of conflict graph CGet .

∆ (W (CGet)) Time intervals between each time unit of a given cycle.

G∗et Optimal entanglement throughput tree.

ts (G∗et) Overall storage time at an optimal G∗et.

BF (G∗et) Entanglement throughput at an optimal G∗et.

|P (G∗et)| Number of entangled connections at an optimal G∗et.

S∗Get Set of optimal G∗et entanglement throughput trees.

X Solution set X with decision variables

X = {x1, . . . , xn},

where n is the number of all links in a given quantum

memory utilization graph Gm, and xi ∈ {0, 1} is defined

as

xi =


1, if link i of Gm is selected by methodM

0, otherwise.

XGet,j∠XGet,i Set XGet,i dominates XGet,j.
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κ Set that contains the best non-dominated solutions that

have been found at a particular iteration.

ft∗s ,B∗F ,|P∗| (Θi) Cost function of classical layer optimization, where Θi ∈

Rp is a p-dimensional real vector of an i-th system state

of the quantum network.

Θi ∈ Rp A p-dimensional real vector of an i-th system state of

the quantum network.

Θi (j, k, l) An i-th system state, where j is the index of a desired

optimal system state, k is the index of an optimal sys-

tem state reproduction step, l is the index of a non-

optimal system state event.

T Total network state, T (j, k, l) =

{Θi (j, k, l)| i = 1, . . . , S}, at a set of S sub-states

{Θ1, . . . ,ΘS}.

c (i) Number of random system states.

u (j) A unit cost of system change.

CN Total cost of classical communication.

A Distribution-entity of a current system state.

RA Information transmission rate of A.

ν Distribution-entity of a system state.

Rν Information transmission rate of ν.
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Θ(m) The m-th element of a current network state vector Θ.

Θ
(m)
i The m-th element of Θi.

Ce An environment-dependent cost function.

M Tuning parameter.

F i
cost Cost function at a given Θi (j, k, l).

Nt∗s , NB∗F
, N|P∗| The number of nodes that require the determination of

optimal t∗s, B
∗
F and |P∗|.

St∗s (t), SB∗F (t), S|P∗| (t) The number of classical steps required to find t∗s, B
∗
F

and |P∗| at a particular network time t, t = 1, . . . , T .

J Objective function.

cLNt∗s
(t), cLNB∗

F

(t), cLN|P∗| (t) Link cost of classical link L used for the determination

of t∗s, B
∗
F and |P∗| at a particular time t.

ΘM (j, k, l) Merged system state for the optimization of the classical

layer.

Φ Merging factor, Φ ∈ [0, 1].

u Uniform random number.

xa, xb,xc Random numbers, xa, xb, xc ∈ [0, 1].
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OJ = f (ψin) Output variable, where ψin is the set of input variables,

and f (·) is a function that transfers the uncertainty

from the independent input random variables ψin to the

output variable OJ .

q Set of certain variables.

wi An input variable under certainty with probability func-

tion δfwi .

pc (wi) Probability concentration of wi.

ζi,g Weighting factor.

O
(i,g)
J Output variable OJ at a given (i, g).

µwi Mean of wi.

wi,1,wi,2 Poth locations of wi.
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