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Chapter 1

Introduction

1.1 Notations

e C the set of complex numbers

e D={zeC :|z] <1} the unit disc

e T={2eC :|z] =1} the unit circle

e C, ={z€C:Im(z) > 0} the upper half plane

o A(D) the set of analytic functions on the unit disc D

o A(C.) the set of analytic functions on C,

1 (27 it |2 12
o [frli= (& 5T 0re) dt)
e H?*(D) the Hardy space of the unit disc
e H?(T) the Hardy space of the unit circle

e H*(C,) = {h e A(C,) : sup {J \h(z +iy)|* dz -y > 0} < oo}, the Hardy space
R
of the upper half plane

o H*(R) = {fe L*R), supf < [0,+x)}
o A(DD) the disc algebra of the unit disc

e K(z,w)=ky(z) = —= =z ,we D the Szegd or Cauchy kernel on the disc

C:Cy — D,C(w) = =2 the Cayley transform
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o dA,(z) = (1 - |Z|2)0‘ dxdy ,z = x + iy, the weighted area measure on D

o = {f e AD) : §,|f(2)PdAs(z) < oo}, @ > —1, 0 < p < o the weighted
Bergman spaces

e A? = A2 the Bergman space

o K,(&2) = W the reproducing kernel in the weighted Bergman space A2

o P, : L2(D,dA,) — A2, — {, f(

projection

———dA,(&) the weighted Bergman

1 53 oc+2

e The affine group: A = {(a,b) : a € (0,+), b € R} with the following operation
(a1,b1) o (az,b2) = (a1a2,a1by + by)

o Up f(x) = |a|72f(a 'z — b) representation of the affine group on L?(R)
o Wyf(a,b) ={f, Uqp) the continuous affine wavelet transform

e (G,-) alocally compact topological group

e (H,{,-)) a Hilbert-space

e U,: H— H (x € G) a unitary representation of the group on some Hilbert space
H

o (V,f)(z) :=<{f,Usg) (z€G,f,ge H) the voice transform of f € H generated by
the representation U and by the parameter g € H

o A, ={g9e H: Vyge L.(G)} # {0} the set of analyzing vectors for an integrable
representation associated to the weight w

o Hi ={feH: V,feLl(G)} the simplest Banach space where atomic decomposi-
tions can be obtained

o By(z) =€z (2€C, bz # 1) the Blaschke function

e B:=D x T and a = (b,¢) € B the set of the parameters

|21 —22]

o p(z1,2) = o] = |B(z5,1)(21)| (21, 22 € D) the pseudohyperbolic metric

e B:=1D x T let us define the operation induced by the function composition in the
following way: B, © B,, = B oa,- The set of the parameters B with the induced
operation is called the Blaschke group

o (U1 f)(2) := W)f ( Ca) > (z =€ € T,a = (b,e”) € B) representation

(1-b2) 1-bz
of the Blaschke group on H?(T).
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o Zp,0) := A/2n+ 0] + 1 R‘lﬁ{ﬂ e’ 0 € Z,n e N the complex Zernike polyno-

mials in polar coordinates

(p) = pl1 P (202 —1) the radial terms Ry, .

o Rl

|| on\P
nomials

(p) expressed by Jacobi poly-

o (Ul f)(2):= i i el f < Wz b) (a = (b,e™) € B) the representation of

1 bz)a+2

the Blaschke group on the weighted Bergman space A2

o &, = &% (n € N*) where ®4(z) = ¥ Clai” D, (z) = o "B (2), n =2

l1—aiz 7’ 1—-anz

the Malmquist-Takenaka system (M-T) in H?(T)

n— Zﬁ)\a — ‘l1—a
o Uy(2) = Vl?r?(xal) U, (2) = 1W¢;n&1 [T 112_&1;, Ao == C7Ya) = 352 the

Malmquist-Takenaka system (M-T) in H*(C,)
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1.2 Affine wavelets and multiresolution in L*(R)

In 1982 Morlet, a French geophysicist was the first who introduced the concept of a
‘wavelet’ [113]. Wavelet means a small wave. The wavelet transform was at that time
new tool for seismic signal analysis. Immediately, Grossmann, a theoretical physicists,
studied the inverse formula for the wavelet transform. The joint collaboration of Morlet
and Grossmann [86] yielded a detailed mathematical study of the continuous wavelet
transforms and their various applications, of course without the realization that similar
results had already been obtained in 1950’s by Calderon, Littlewood, Paley and Franklin.
However, the rediscovery of the old concepts provided a new method for decomposing a
function or a signal. For details one can see Morlet et al. [113], Debnath [54].

First let us recall the basic concepts of the classical one dimensional continuous affine
wavelet transform and multiresolution. The affine wavelet multiresolution comes from the
discretization of the continuous affine wavelet transform, defined by

Wy f(a,b) = |ay—1/2fRf(t)¢(a—1t —b)ydt, f,¢eL*R), (a,b)e R, x R. (1.1)

There is a rich bibliography of the affine wavelet theory (see for example Grossmann,
Morlet [86], Grossmann, Morlet, Paul [87], Daubechies [45], Meyer [112], Chui [35] etc.).
One important question is the construction of the discrete version, i.e., to find ¢ so that
the discrete translates and dilates

Vg = 27227 "z — k) (1.2)

form a (orthonormal) basis in L?(R), which generate a multiresolution (see Daubechies
[45], Heil, Walnut [94], Mallat[109] etc.). The coefficients of a function f with respect to
the system (1.2) are the values of the continuous wavelet transform in a discrete subset
of the parameter domain {f, ¢, x) = Wy, f(2", k). Knowing the coefficients with respect
to the orthonormal basis (1.2), the function f can be reconstructed from the values of
the continuous wavelet transform, if we know that on a discrete subset of the set of
the parameters. This is why we call the reconstruction of the functions using the wavelet
coefficients with respect to the system (1.2) the discretization of the continuous transform
(1.1).

It turned out that multiresolution representations are very effective for analyzing the
information content of images. A multiresolution representation provides a simple hierar-
chical framework for interpreting the image information. In the classical theory of affine
wavelets the definition of multiresolution analysis is the following:

Definition 1.2.1. Let V}, j € Z be a sequence of subspaces of L*(R). The collections
of spaces {V;, j € Z} is called a multiresolution analysis with wavelet function ¢ if the

following conditions hold:
1. (nested) V; < Viq
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2. (density) UV, = L*(R)

3. (separation) NV; = {0}

4. (basis) The function v belongs to Vi and the set {2"*)(2"x — k), k € Z} is a
(orthonormal) bases in V,,.

Applying the dilatation we arrive to higher resolution level (f(z) € V,, < f(2z) €
Vns1), and applying the translation we remain on the same level of the resolution.

The simplest example is the multiresolution generated by the Haar wavelets due
to Alfréd Haar (1909)(see [91]). The Haar wavelets can be derived from the following
function using the dilation and translation:

1 (z€]0,1/2))
h(z):=< -1 (ze€[1/2,1))
0 (zeR\[0,1)),

ho(z) = h(z), hpi(z) := 272h(2"x — k)
(x€]0,1), n,keN).

The Haar system is orthogonal in the Hilbert space L? := L?*([0,1)) with respect to the
usual scalar product, and the Haar-Fourier series of a function f € L'([0,1)) converges to
the function in both norm and almost everywhere.

Haar introduced this system to show that the problem formulated by Hilbert has a
solution. The Fourier series expansion with respect to (h,,n € N) of a continuous function
is convergent uniformly to the function, although (h,,n € N) are not continuous. In this
respect the Haar wavelet system is essentially different from the trigonometric system. It
turned out that the Haar system is a very important example in many respects. Using
the Paley inequality, Marczinkiewicz proved that that the Haar system is unconditionally
basis in LP for p > 1.

Faber in 1910 (see [62]), Schauder in 1927, (see [136]), independently took the integral
of the Haar system and introduced a new system, the so called Faber-Schauder system.
Franklin in 1928 applying the Gram-Schmidt orthogonalization to the Faber-Schauder
system obtained the Franklin system (see [74]), which is a basis not only in L?[0, 1] but
also in C[0;1]. Marcinkiewicz showed that the Haar system is a basis also for L?[0, 1],
1 < p < 1. Starting from 1960 Ciesielski and Uljanov showed that the Haar system is
very important also in functional analysis.

In 1974 Bockarev (see [16]) applying the analytic extension to the unit disc of Franklin
system constructed the first basis in the disc algebra A(D). In this way he gave an answer
to a problem formulated by Banach 40 years earlier. A survey paper containing all these
properties of the Haar system is written by Schipp in 2015 (see[140] and the references
therein).

The fact that the members of the Haar system are not continuous, make them inappro-
priate for approximating smooth functions. Starting from 1980 Meyer and Daubechies -

7
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among others - started to construct smooth orthonormal systems, so called wavelets from
a single function 1 called mother wavelet, of the form

Yan(z) = 222" — k) (ze R, ¢ e L2(R), [¢]: = 1).

Except from the Haar system, the construction of such systems is a hard task. Taking the
Fourier transform ¢ instead of the mother wavelet v itself turned to be a good starting
point. Despite of the fact that ¢/ cannot be given in an explicit form generally the wavelet
Fourier series enjoy nice convergence and approximation properties. The kernel functions
of the partial sums can be well estimated and the wavelet Fourier coefficients can be
calculated by a fast algorithm.

Since 1980 the wavelet analysis is flourishing and has many applications in practical
problems. It turned out that wavelet analysis is an exciting new method for solving
difficult problems in mathematics, physics, and engineering, with modern applications
as diverse as wave propagation, data compression, signal processing, image processing,
pattern recognition, computer graphics, the detection of aircraft and submarines and other
medical image technology. Wavelets allow complex information such as music, speech,
images and patterns to be decomposed into elementary forms at different positions and
scales and subsequently reconstructed with high precision. Signal transmission is based on
transmission of a series of numbers. The series representation of a function is important
in all types of signal transmission. In many cases the wavelet transform of a function
appeared as an improved version of Fourier transform. Fourier transform is a powerful
tool for analyzing the components of a stationary signal. But it is failed for analyzing
the non stationary signal where as wavelet transform allows the components of a non-
stationary signal to be analyzed. For example Sifuzzaman, Islam, Ali in [148] showed in
many cases the advantages of wavelet transform compared to Fourier transform.

Meyer and others, formulated the following question: Is it any "regular” wavelet
orthonormal bases of the form

Yolw) = (), Yui(e) = 222" — k)

and multiresolution generated by this bases in H2(R) = {f € L%(R), supf < [0, +0)}?
Auscher in 1995 published results connected to this question in [11]. The word regular
includes smoothness, localization, and cancellation of 1), see the exact conditions in [11].
He showed the nonexistence of a regular wavelet that generates a wavelet basis in space
H?(R), i.e., applying dilation and translation to a single function, or discretizing the
continuous affine wavelet transform, leads to negative answer if we impose some strong
"regularity” conditions.

As we will see later we will approach the construction of multiresolution in H?(R)
by taking the analytic extension of these functions to the Hardy space of the upper half
plane H?*(C,), because if f € H?*(C,) then its non tangential boundary limit function
exists almost everywhere and the limit function f belongs to H*(R).

8
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Questions: Is it any other way to construct analytic (very regular) wavelets? Is it
possible to generate muliresolution type decomposition in Hardy spaces of the unit disc
and respectively in the Hardy space of the upper half plane or in other sub spaces of
analytic functions? Is it any other continuous transform whose discretization leads to
answer the previous questions?

In this thesis we collect the results obtained by the author in the last years connected to
wavelets and multiresolution in analytic function spaces, like Hardy spaces and weighted
Bergman spaces.

1.3 Analytic function spaces

1.3.1 Hardy spaces

Let us denote by D = {z € C :|z| <1} the unit discand by T={z€C :|z| =1}
the unit circle. Let us denote by A(D) the set of analytic functions on the unit disc D .

Taking the integral means
1 2w ) 1/2
I frll2 == <2—J | f(re™)|? dt)
T Jo

of a function f € A(D) we define the Hardy space of the unit disc H*(D) as the class of
functions in A(ID) for which | f| g2 := supg., -1 | frll2 < 0. It is known that the boundary
function f(e") := lim,_,; f(re") exists a.e. for every f € H?(D) and f belongs to L*(T) on
T. The Hardy space of the unit circle H*(T) is a Hilbert space and contains the boundary
values of the functions from H?(ID). The linear space H?(T) is a Hilbert space with the
scalar product

fooy= g | s ar

The norm induced by this scalar product satisfies the following relation: | f{/z2 = | f||z2(r).
The space H* (D) is the collection of functions f € A(ID) for which || f|| g := sup,op | (2] <
. The disc algebra A(D) , i.e., the set of functions analytic on D and continuous on its
closure is a closed subspace of H*(D).

The Hardy spaces of the unit disc are applied intensively not only in the theories
of complex functions and Fourier series but, as it turned out in the 1960’s, in particular
H?(D), and H*(D), are the proper Banach spaces for mathematical modeling of problems
in control and operator theories (see for ex. Chui, Chen [36], Ward, Partington [172],
Partington [134], Bokor, Athans [17]).

The transfer function f of a discrete linear time invariant system belongs to H?(T) or to
H*(D). The main problem is to give a good approximation of f from some measurements
made on the unit circle or in the unit disc.
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The reproducing kernel in H*(T) or H?*(D) is given by

o0
K(z,w Z 1—wz z,w e D.

This function is called the Szeg6 or Cauchy kernel on the disk. Every function f € H*(D)
can be recovered from its boundary limit function using the Cauchy reproducing kernel,

f(2) = “f(”) itgy — - f(E’)5

o it — z 21 Jr 1 — 2€

Let us denote by C, = {z € C: Im(z) > 0} the upper half plane, and let us consider
A(C,) the set of analytic functions on C,. The Hardy space of the upper half plane is
defined by

H(C,) = {h e A(C,) : sup UR \h(z +iy)|* do -y > o} < oo} .

If f € H*(C,) then its non tangential boundary limit function exists almost everywhere
and the limit function f satisfies

fe H*R) = {f e L*(R), supf < [0, +x0)}.

For more detailed description of the Hardy spaces see for example Cima, Ross [37],
Mashregi [111].

The unit disk D and the upper half-plane C, can be mapped to one-another by
means of Mobius transformations, i.e., by the Cayley transform, which maps C, to D and

is defined by .
T —w

Clw) = Cy. 1.3
@) =2 wec, (13)
The correspondence between the boundaries is given by
s _o@) ==l bR, se (o),
“ - it °

which implies that s = 2arctan(t), ¢ € R.

With the Cayley transform, the linear transformation from H*(ID) to H*(C,) is defined
for f e H*(D) by

(foC) (1.4)

and is an isomorphism between these spaces. Consequently, the theory of the real line is
a close analogy with what we have for the circle. But there are major differences too. For

10



dc_1842 20

example in the Hardy space of the unit disc the polynomials are dense, however dense
subsets in the Hardy space of the upper half plane are harder to find.

In the case of the unit disc a main tool in the proofs is the Cauchy formula for the
unit disc. In the case of the upper half plane the analogue is the Cauchy formula for the
upper half plane, which is the following: for any function F' € HP(C*), 1 < p < +o0, if
F(s) is its non-tangential boundary limit, then

F(z) = LJOO F©) s e, (1.5)

2 J_ o, S — 2

1.3.2 Weighted Bergman spaces

In this section we summarize the basic results connected to the weighted Bergman
spaces (see [56, 93, 187]). Denote the weighted area measure on D by

1
dAy(2) == a:r— (1—[2|))*dzdy ,z = = + iy.

For all & > —1 the weighted Bergman spaces A? are subsets of analytic functions with
the following property

AP~ (fe AD) fD F(2)PdAL () < o).

For p = 2, the set A2 is a Hilbert space, with the following scalar product:

(o = j F(2)7 dAa(2).

For o = 0 we get back the unweighted case, A> = A2, which is called the Bergman space
(see [56, 93]). For 0 < p < 0, and —1 < «a < o the weighted Bergman space AP is
a closed subspace of LP(D,dA,) = LP. For any function f € AP, and for any compact
subset E of D, there exists a positive constant C' = C'(n, E, p, ), such that

sup{[ £ ()] : 2 € K} < C|f Laz-

This inequality implies, that the point-evaluation map is a bounded linear functional on
AP and the norm convergence in A? implies the locally uniform convergence on D.

The weighted Bergman space A2 is a reproducing kernel Hilbert space, and the repro-
ducing kernel, the weighted Bergman kernel, is given by the following formula

1
K, = —
Oé(§7z) (1 _zg)a+2
For —1 < a < 400, the weighted Bergman projection, defined by
1
P,: L*D,dA,) — A%, P, :J ———dAL(8),
(Do) = A RS (@) = | 1O g dAel®

11
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is an orthogonal projection operator, which satisfies P,f = f for every f € A%. The
projection operator can be extended to L'(ID,dA,), by mapping each f € LY(D,dA,) to
an analytic function, and P, f = f, for every f € Al (see [93] p. 6).

1.4 The voice transform

In order to construct wavelet transforms and multiresolution in the analytic function
spaces let us consider a general approach of the continuous affine wavelet transform.
Grossmann, Morlet, Paul in [87] observed that the properties of the continuous affine
wavelet transform are related to the properties of a representation of the affine group.

Let us consider the set of affine functions

{liap () =ar+b:R—-R:(a,b) e (0,+0) x R}.

The composition operation ¢; o l5(x) = ajasx + aiby + by will induce in the set of the
parameters

A ={(a,b): ae (0,4+x0), be R}

the following operation: (ay,by) o (as,be) = (ajas, a1by + by). The set of the parameters A
with the induced operation is a group, namely the affine group. Then

Uap f(x) = la] Y f(a™ 'z — b)

defines a representation of the affine group on L?*(R). The continuous affine wavelet
transform given by (1.1) can be expressed in terms of the representation as follows:

Wwf(a'a b) = <f7 U(a,b)w>'

We can observe also that the wavelet coefficients with respect to the wavelet system
(1.2) can be expressed by the values of the continuous wavelet transform

<f7 77bn,k> = W¢f<2_na k),

i.e., we take the values of the continuous wavelet transform on the following discrete subset
of the affine group:
A={(2""k):neZ, kelZ}.

Inversion formulas for the continuous wavelet transform and the properties of this
transform in different function spaces were studied by Weisz and Szarvas in [178, 179,
180, 182].

If instead of affine group we consider a locally compact topological group (G, -) (with
left invariant Haar measure m) and a unitary representation U, : H — H (z € G) of the
group on some Hilbert space H, we can define a very general continuous transform: the
voice transform.

12
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First let us revise the definition of the unitary representation. Let us consider a
Hilbert-space (H,<{-,-)) and let us U denote the set of unitary bijections U : H — H.
Namely, the elements of U are bounded linear operators which satisfy (U f,Ug) = {f, g)
(f,g € H). The set U with the composition operation (U o V)f := UV f) (f € H) is a
group, the neutral element of which is I the identity operator on H and the inverse element
of U € U is the operator U~! which is equal to the adjoint operator of U : U~ = U*.
The homomorphism of the group (G, -) on the group (U, o) satisfying

i) Upy=Uy0oU, (z,ye@),

i1) Gz — U,f € H is continuous for all fe H

is called the unitary representation of (G,-) on H.

The voice transform of f € H generated by the representation U and by the parameter
g € H is the (complex-valued) function on G defined by

(Vof) (@) :=<{f,Urg) (2€G, [, g€ H). (1.6)

The name ”voice transform” for this very general transform was used by Grossmann,
Morlet, Paul in [87].

For any representation U : G — U and for each f, g € H the voice transform V, f is a
continuous and bounded function on G and V,, : H — C(G) is a bounded linear operator.

The set of continuous bounded functions defined on the group GG with the norm defined
by |F| := sup{|F(z)| : z € G} form a Banach space. From the unitarity of U, : H - H
follows that, for all x € G

((VeD)(@)| = IKF, Ueg)l < [ 109l = 1 £ 191,

consequently, |Vg| < |g]-

The Gabor transform (Short-time Fourier transform) is also a special voice transform
generated by a representation of the Heisenberg group (see for ex. Heil, Walnut[94],
Grochenig [90], etc.). In [69, 176] Feichtinger and Weisz proved inversion formulas for the
short-time Fourier transform, and in [70, 177] they studied the properties of this transform
in Wiener amalgams and Hardy spaces.

Another special voice transform which is important from the point of view of the
applications is the shearlet transform studied by Labate, Lim, Kutyniok, Weiss, Sauer for
ex. in [105, 102, 103] etc..

Analyzing the question of discretization of these special voice transforms it turned out
that different techniques are required. In the case of the affine wavelet transform one
possibility is the construction of multiresolution analysis, for detailed description see for
example Mallat [109].

H.G. Feichtinger and K.H. Grochenig have established a rather general approach, giv-
ing an attempt to describe in a unified fashion the properties of the continuous affine
wavelet transform and the STFT (Short-time Fourier transform) by taking a group theo-
retical view-point. They described a general discretization technique for the voice trans-

13
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forms induced by irreducible, square integrable and integrable group representations, giv-
ing atomic decompositions for large families of Banach spaces, the so called coorbit spaces
(see papers of Fiechtinger, Grochenig [64, 66, 65, 89]).

A voice transform V, generated by an unitary representation U is one-to-one for all
g € H\{0} if U is irreducible. Consequently the invertibility of Vj it is connected to the
irreducibility of the representation U which generate the a voice transform.

A representation U is called irreducible if the only closed invariant subspaces of H,
i.e., closed subspaces Hy which satisfy U,Hy < Hy (z € G), are {0} and H. Since the
closure of the linear span of the set {U,g : © € G} is always a closed invariant subspace
of H, it follows that U is irreducible if and only if the collection {U,g : € G} is a closed
system for any g € H, g # 0.

The function V, f is continuous on G but in general is not square integrable. If there
exist g € H, g # 0 such that V,g € L2,(G), then the representation U is square integrable
and the ¢ is called admissible for U. For a fixed square integrable U the collection
of admissible elements of H will be denoted by H?. If the representation is unitary,
irreducible and square integrable, normalizing the vector ¢ € H? if necessary, the voice
transform V, : H — L2 (G) will be isometric, i.e.,

Vo, Vohl = {fohy (f,he H), (1.7)

where the left hand side is the scalar product generated by the left Haar measure of the
group G. For proof see for example Weil, Walnut [94] or Schipp, Wade [142]. Formula
(1.7) is the analogue of the Plancherel formula for the Fourier transform, which can be
interpreted as the low of energy conservation of signals.

An important consequence of this is the following reproducing formula: For convenient
normalized g € H? we have the following convolution relation (on G):

Vof =Vl wVog, [ell (18)

Atomic decomposition results were proved for one and n-dimensional classical Hardy
spaces HP(R), HP(R?). These spaces are very important in harmonic analysis and summa-
bility theory. The first atomic decomposition results of the Hardy spaces can be found in
Coifman and Weiss [41]. An atom is a simple, easy to handle function. The tempered dis-
tribution of the Hardy spaces is decomposed into a sum of atoms. The advantage of this
decomposition is that many theorems need to be proved for atoms, only. Beyond these,
the Hardy spaces have been introduced for martingales as well (see e.g.Weisz [174]). In
Weisz [175, 182] detailed proofs for the atomic decomposition of the one and n-dimensional
Hardy spaces are presented.

Feichtinger, Grochenig in [64, 66, 65, 89] described a unified approach to atomic de-
composition through integrable group representations. By a specific choice of a group and
a suitable group representations formula (1.8) and its extensions permit non-orthogonal
wavelet expansion for Besov-Triebel-Lizorkin spaces on R", the Gabor-type expansions
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for modulation spaces and atomic decomposition results. The atoms for all these spaces
are transforms of a single function, where the transformations are given by a certain uni-
tary group representation. Formula (1.8) and its extensions are the very reasons for the
unification of all different examples mentioned before.

Feichtinger, Grochenig in [64, 66, 65, 89], in order to obtain atomic decomposition
by discretization of the voice transform, imposed stronger integrability condition on the
representation U which generates the transform.

Let us consider a positive, continuous submultiplicative weight w on G, i.e., w(zy) <
w(x)w(y), w(x) = 1, Yo,y € G. Assume that the representation is integrable i.e., the set
of analyzing vectors is not trivial:

Ay =1{ge H: Vyge L,(G)} # {0}. (1.9)

With this assumption the reproducing formula given by the convolution (1.8) can be
discretized. Let us define the simplest Banach space where atomic decompositions can be
obtained:

HL ={feH:V,feL.(G)}. (1.10)

The definition of H} is independent of the choice of g € A,,.
The simplest atomic decomposition result is for the space H} which tells us that:
For any g € A,\{0} there exists a collection of points {x;} = G such that any f € H}
can be written as

=220 0ng, with 3 N(Plwlw:) < Col fllag, (1.11)

where the sum is absolutely convergent in HY .

This atomic decomposition result was extended also for more general Banach spaces,
namely for the coorbit spaces in Feichtinger, Grochenig [66, 65, 89]. In section 3.4 we will
present more details connected to these results and applying this atomic decomposition
results we will present new atomic decomposition results obtained by the author in [127]
for weighted Bergman spaces.

I would like to mention that this research field is still flourishing. In the last pe-
riod the coorbit theory was developed for non-integrable representations satisfying some
LP(G),p > 1 integrability condition (see the work of Dahlke, Steidel, Teschke, Kutyniok,
Fornasier, Rauhut, Christensen, Olafson, De Mari, De Vito, Vigogna [34, 48, 49, 50, 52,
53]).

1.5 The main contribution of the thesis

In this thesis we present the main results of the author (and her coauthors) connected
to the voice transforms of the Blaschke group. Because the Blaschke function plays
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an important role in the theory of analytic functions (see for example the factorization
theorem in the Hardy spaces) it occurred naturally to use the group generated by the
composition of the Blaschke functions, instead of the affine group, in order to construct
analytic wavelets.

The first results in this direction were obtained by Pap and Schipp in [122, 123],
where it was introduced the Blaschke group and the voice transform of the Blaschke
group generated by a representation of the group on the Hardy space of unit circle.

The congruence transformation and the pseudo-hyperbolic distance in the Poincare
model of the hyperbolic geometry can be described using the Blaschke functions. This
motivated to call the introduced new transform hyperbolic wavelet transform. In the next
chapters we present results obtained by the author in this direction.

In section 2.1 we introduce the Blaschke group and we study the main properties of
this group.

In section 2.2 we present results connected to the properties of the continuous voice
transforms, so called hyperbolic wavelet transform, generated by a representation of the
Blaschke group on the Hardy space [122, 123]. Analyzing the question of discretization
of this voice transforms it turned out that the Feichtinger-Grochenig theory cannot be
applied, because the square integrability and the integrability conditions are not satisfied,
but it was showed that it is possible to construct an adapted version of multiresolution.

In subsection 2.2.1 it is presented the construction of an adapted multiresolution
(MRA) and analytic wavelets in the Hardy space of the unity disc proposed by Pap
in [126]. It turned out that the introduced analytic wavelet system has many advantages,
and can be applied efficiently in the approximation of the transfer functions of the systems
(see Pap [126, 129]). In the construction of the multiresolution in the Hardy space of the
unit circle, we avoid the classical Fourier technique, instead we use complex technique,
the localized Cauchy kernels corresponding to a discrete countable subset A of the unit
disc, in order to construct multiresolution analysis in H?(T) and the Cauchy formula in
the proofs. It has been showed that the resolution levels are spanned by a special ratio-
nal analytic orthonormal wavelet system, i.e., by the Malmquist-Takenaka system with a
special localization of the poles. In [129] it was proved that the levels of the multireso-
lution form a complete model set for the disc algebra of the unit disc, and it was given
an estimation of the error therm for the proposed approximation process for a family of
analytic functions.

In subsection 2.2.2 are presented results connected to the projection operator (P, f, n €
N) to the n-th resolution level of the multiresolution. These results were published by
Pap in [126, 129].

Subsection 2.2.3 contains an algorithm for the computation of the wavelet coefficients
based on measurements. In [126] it has been shown that the coefficients of the projection
operator P, f can be computed exactly if we know the values of the functions on  J;_, Ax.

Comparing the presented adapted multiresolution with the classical affine multireso-
lution we observe that this has the following advantages:
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1. The levels of the multiresolution are finite dimensional, which makes easier to find
a basis on every level, but in the same time the density condition remains valid.

2. We have constructed analytic orthonormal rational wavelet bases on the resolution
levels given by an explicit formula.

3. We can compute the wavelet coefficients exactly measuring the values of the function
[ at the points of the set A = J;_, Ax = D. Based on these measurements we can write
exactly the projection operator (P, f, n € N) which is convergent in H*(T) norm on the
unit circle to f, and P, f(z) — f(z) uniformly on every compact subset of the unit disc.

4. At the same time P, f(z) is the best approximant interpolation operator on the
set the | J,_, Ax inside the unit circle for the analytic continuation of f. Based on these
properties it can be used for H?(D) identification if we measure the values of function on
this set.

The question of recovery of analytic functions from values measured in the open unit
disc was also studied by Totik, see [164], where it has been proved that in H? or in the
disc algebra if we can measure the values of a function f on a non Blaschke sequence,
say (2x)ken, then there are polynomials p,, ; such that Z?zl f(%;)pn,; tends to f in norm.
This is a beautiful theoretical result. From practical point of view the only difficulty is
that we can not determine exactly the coefficients of these polynomials from the values
of the measurements f(zy)ren. For this reason we consider that, our method is suitable
from the point of view of applications.

In subsection 2.2.4 another new property of the hyperbolic wavelet basis is presented,
which is not characteristic to the affine wavelets, namely the discrete orthogonality. In
[126] it has been proved also that it is possible to construct wavelets using the reproducing
kernels of the multiresolution levels, similar as in Bultheel, Gonzéalez-Vera [25].

In section 2.3 are included results of Feichtinger and Pap. They showed that it is
possible to construct similar analytic wavelets and adapted multiresolution in the Hardy
space of the upper half plane (see Feichtinger, Pap [67]). The transition to the upper half
plane is made using the Cayley-transform. The obtained adapted multiresolution in the
Hardy space of the upper half plane inherits all the nice properties of the multiresolution
presented in the section 2.2.

As long as the theory of wavelet constructions on the Hardy space of the unit disc pre-
sented in [126] is suitable for time frequency-domain description of discrete-time-invariant
dynamical systems, the adaptation to the upper half plane can be used in system the-
ory to describe the spectral behavior of continuous-time-invariant systems. In the same
time the constructed wavelet system is a new example of ”very regular” wavelet system
in H?(R) with analytic continuation to the upper half plane. It has been also studied
the approximation and identification of transfer functions of a continuous-time-invariant
systems.

In the case of the Hardy space of the unit disc the construction of dense subsets is
not so difficult. For example, the polynomials are dense. In the Hardy space of the upper
half plane dense subsets are harder to find. Applying the Daubechies theory it can be
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shown that choosing as mother wavelet 1(y) = (1 + iy)™? for p > 2 we can generate
a frame for the Hardy space of the upper half plane. For p = 3 Ward, Partington in
[171] described a rational wavelet decomposition of the Hardy—Sobolev class of the half
plane. The case p = 1, the Cauchy kernel case, dos not fall under the Daubechies theory
since does not have vanishing mean value, but Ward and Partington have shown that the
system 9, = 29/24)(27y — bok), j,k € Z does constitute a fundamental set for the upper
half plan algebra.

The multiresolution analysis in the Hardy space of the upper half plane introduced
by Feichtinger, Pap in [67] is generated by localized Cauchy kernels, consequently dos
not fall under the Daubechies theory. But it gives an example of analytic wavelets and
an adapted multiresolution also for the boundary limits of the functions from the Hardy
space of the upper half plane, i.e., in H*(R). In this sense it is connected to the problem
formulated by Meyer of construction of regular wavelets, presented in the introduction.

In section 2.4 is presented the relation between the Zernike functions and the hyper-
bolic wavelet transform. More exactly the matrix elements of the representation of the
Blaschke group on the Hardy space of the unit disc U given by (2.3) can be expressed
by the Zernike functions. An important consequence of this connection is the addition
formula for Zernike functions. The addition formula for Zernike functions was one of open
problems formulated in connection to Zernike functions. These results were published in
[123] by Pap, Schipp and in the survey paper by Pap [129].

Zernike polynomials are often used to express wave-front data in optical tests, since
they are made up of terms that are of the same form as the types of aberrations often
observed. The first order wave-front aberrations coefficients can be obtained as the coeffi-
cients of the Zernike polynomials expansion of the wave-front, and they are called Zernike
moments of the wave-front. The orthogonal system of Zernike functions was introduced
by Fritz Zernike a Dutch physicist and winner of the Nobel prize for Physics in [185], to
model symmetries and aberrations of optical systems (e.g., telescopes).

Although, the approximation of Zernike coefficients were obtained from measurements
at discrete corneal points and via discrete computations, the developers of the corneal
measurement devices and shape-evaluation programs could not rely on the discrete or-
thogonality before the discrete orthogonality of Zernike functions was not proved. Not
surprisingly, the discrete orthogonality of Zernike functions was a target of research for
some time see for example by Wyant, Creath in [173]. In subsection 2.4.3 it is proved the
discrete orthogonality of Zernike functions. This result was published in [121] by Pap,
Schipp.

Subsection 2.4.4 it is shown how can be applied the discrete orthogonlity of Zernike
functions in corneal topography. As we presented in the previous subsection, Pap and
Schipp introduced a discrete subset of points of the unit disc and a discrete measure on
it ensuring discrete orthogonality of the Zernike functions. These points can be used as
places of measurements in order to calculate the Zernike-based representations. Using
computer implementations it was studied their precision for some test surfaces, including
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three ”cornea-like” test surfaces, as well. These results were published and analyzed by
Soumelidis, Fazekas, Schipp, Pap in [155, 156, 157]. The test surfaces considered herein
include centrally positioned and shifted cones, pyramids, and some cornea-like surfaces.
With these spatial points as input points, discrete Zernike transformation was carried out.
The resulting Zernike coefficients were then used to geometrically reconstruction of the
optically smooth corneal surface. The error-surfaces were compared to the ones resulting
from the Zernike-based reconstructions of a cornea-like mathematical surface that had
been properly fitted to the input data.

The numerical computations, reconstructions and experiments are based on the ap-
proximation of the continuous Zernike moments of the corneal surface G, This is a con-
sequence of Theorem 2.4.2, which implies that the continuous moments are the limit of
the discrete Zernike moments, computed based on the measurements on the set X of the
discretization defined by (2.30).

If we take Ty an arbitrary linear combination of Zernike polynomials of degree less than
2N, using the discrete orthogonality and the continuous orthogonality property we obtain
that the coefficients A,,,, can be expressed exactly by the discrete Zernike coeffitients. This
means that we can determine the exact value of the Zernike coefficients (moments) of Ty
if we can measure the values of T on the points of the set X defined by (2.30). This
means that with the construction of the set X we give answer to the question where the
so called Placido ring system is worth situated. In this case we can reconstruct exactly
Ty if we measure its values on the discretization mash X.

The hyperbolic wavelet transform presented in Chapter 2 can be applied also for de-
termining the poles of rational functions (Schipp, Soumelidies [143]), the eigenvalues of
matrices (Schipp, Soumelidies [144]) and for system identification (Bokor, Schipp, Soume-
lidis [21, 22, 23]).

In Chapter 3 we consider the case m = « + 2, when formula (2.1) defines a represen-
tation of the Blaschke group on the weighted Bergman space.

In section 3.1 it is proved that the representation is unitary irreducible representation
of the Blaschke group on weighted Bergman space A2 (see Pap [125]).

Section 3.2 contains properties of the continuous hyperbolic wavelet transform gener-
ated by representation (2.1). These results follow from the general theory of the voice
transform.

In section 3.3 for a > 0, m = a+ 2 € N we give an orthogonal rational wavelet system,
and we show that the Bergman projection operator can be expressed with this system.
These results were published by Pap in [125, 127]. For a € N in [125] Pap computed
the matrix elements of the representation (3.1). In the computation we use the Cauchy
formula, for this reason the condition o € N is important. The computations follow
the same line as in the case of the Hardy space presented in the previous chapter. In
this case the matrix elements can be expressed using the Jacobi polynomials (see [125]).
The computation of the matrix elements for o ¢ N would involve the fractional Cauchy
formula, which is a recent topic of the research. For this case the determination of the
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matrix elements of the representation is an open problem.

In section 3.4 it is analyzed the question of discretization of the hyperbolic wavelet
transform defined by (3.3). It turned out that depending on the value of « different
techniques are required. In the introduction of the section we presented a short summary
of the theory introduced by Feichtinger and Grochenig, the so called a unified approach
to atomic decomposition through integrable group representations in Banach spaces and
coorbit theory.

In the unified approach of the atomic decomposition a useful tool is the Q-density,
the V-separated property and the bounded uniform partitions of the unity of the locally
compact group.

In subsection 3.4.1, using the hyperbolic metric, we describe the ) density from right,
and the separation from right in the Blaschke-group. Using this we can give an example
of bounded uniform partitions of the unity from right. In the general theory of atomic
decomposition it is used the Q-density from the left, but in Blaschke group it is easier
the geometrical interpretation of Q density from right. This is the reason why we made a
small modification in the discretizing operator which corresponds to the Q—density from
the right in order to obtain atomic decomposition in the weighted Bergman spaces.

In subsection 3.4.2 we study the integrability of the hyperbolic wavelet transform
defined by formula (3.3). For certain weighted Bergman spaces both square integrability
and integrability conditions are satisfied .

Consequently in these cases it can be applied the Feichtinger-Grochenig theory, and
in this way we can obtain new atomic decomposition results in these weighted Bergman
spaces (see Pap [127]). These results are presented in subsection 3.4.3. We obtain that
every function from the minimal Mobius invariant space B; of the analytic functions
will generate an atomic decomposition in some weighted Bergman spaces. More exactly
we get atomic decomposition of f € H!, with atoms of the form U.g, g € Biu {1}.

From Theorem 3.4.7 follows that for p > 2 + % we have A? < H! consequently the
previous atomic decomposition is true also for A? under the mentioned restrictions to the
parameters. For the special case g = 1 we obtain the following atomic decomposition

if fedl a>0andp>2+3 f=3NNNHULL=TN(f )11“;)'—“2, holds, which
is very similar to the atomic decomposition obtained with oomplex analy51s techniques
(see [187], pp. 69). The difference is that in our case we have ¢! information about
the coefficients instead of 7 information and the convergence is in H' norm instead of
AP Using the classical techniques of the complex analysis in the atomic decomposition

(o2

of a function f € Ag, the atoms are of form (see [187], pp. 69) % Applying the
Feichtinger-Grochenig theory we obtain more general atoms for the weighted Bergman
spaces, i.e., every function g € B; generates an atomic decomposition for f € AP with

atoms of the form U a,l g.

In the unwelghted case and in some weighted Bergman spaces the Feichtinger-Grochenig
theory can be not applied, because the the integrability condition is not satisfied. In these
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cases it is shown, that analogously to the case of the Hardy spaces, is possible to construct
multiresolution and analytic wavelets (see Pap [128, 133]). These results are presented in
section 3.5. In [128] Pap showed that, it is possible to construct a multiresolution analysis
(MRA), using localized Bergman kernels in special sampling points. Later in [133] the
result was extended for weighted Bergman spaces.

Although the main idea is the same as in the case of the Hardy space, the construction
of the MRA in the weighted Bergman space is more complicated, than in the Hardy space.
The first step of the construction is the construction of a new example of sampling set
for the weighted Bergman space, which is related to the Blaschke group operation. The
construction of sampling sets in weighted Bergman space is difficult in general. If once we
have this the constructed discretization scheme, the construction of the multiresolution
levels are similar to the case of Hardy space. The next difficulty is to describe the orthog-
onal wavelets on the resolution levels, because in the case of the weighted Bergman space,
they can be not given explicitly in closed form. But we can give an algorithm to generate
them, and using this we can prove that the projection to the resolution levels has similar
interpolation properties like in the case of Hardy space. This projection operator gives
opportunity of practical realization of the hyperbolic wavelet representation of a function
belonging to the weighted Bergman space, if we can measure the values of the function
on a given set of points inside the unit disc. We also studied the convergence properties
of the hyperbolic wavelet representation.

In the construction of the MRA in weighted Bergman spaces we use frames obtained by
localization of the weighted Bergman kernel in a set of sampling points connected to the
Blaschke group, so called hypebolic wavelet frames. Recently, tight affine wavelet frames
derived by the multiresolution analysis are used to open a few new areas of applications of
frames. The application of tight wavelet frames in image restorations is one of them that
includes image inpainting, image denoising, image deblurring and blind deburring, and
image decompositions. [10, 47, 158]. An up to date monograph in this domain is [104],
where are collected the most important ones and multivariate results connected to affine
wavelet frames (framelets) and the related MRA-s, and their application in the image
recovery from incomplete observed data, including the tasks of inpainting and image /video
enhancement. In the recovery of missing data from incomplete and /or damaged and noisy
samples, application of wavelet methods based on frames is more advanced due to the
redundancy of frame systems. In the context of the introduced hyperbolic wavelet frames
would be interesting to study similar properties.

The plan of this section is as follows. In subsection 3.5.1 we introduce a discrete subset
of the Blaschke group, which is a sampling set for the weighted Bergman space, see (3.22).
In subsection 3.5.2, using this special sampling set, we consider hyperbolic wavelet frames
(see (3.24) and and using them we construct an analogue of MRA decomposition in
the weighted Bergman space. First the different resolution spaces will be defined using
the introduced non-orthogonal hyperbolic wavelet frames. Applying the Gram-Schmidt
orthogonalization we consider the rational orthogonal basis on the n-th multiresolution
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level V,,. This system is the analogue of the Malmquist-Takenaka system in the Hardy
spaces, possesses similar properties and is connected to the contractive zero divisors of a
finite set in Bergman space.

In subsection 3.5.3 we prove that the projection operator P, f(z) on the resolution level
V,, is convergent in A% norm to f, and is also an interpolation operator on the set the
Us_o Ak, where Ay is defined by (3.23) with minimal norm and P, f(z) — f(z) uniformly
on every compact subset of the unit disc (see Theorem 3.5.2).

In subsection 3.5.4 it is presented the algorithm for computation of the wavelet co-
efficients measuring the values of the function f on the constructed sampling set (3.22).
Based on this we can write exactly the projection operator (P, f, n € N) on the n-th
resolution level.

Based on the MRA constructions in the Hardy and weighted Bergman spaces (see
[126, 128, 133]) Nowak and Pap in [116] summarized the main idea of these constructions,
describing in general the new method of construction of analytic wavelets which is applied
in both, Hardy and weighted Bergman spaces. This method should be applied in more
general setting in reproducing kernel Hilbert spaces.

The analytic wavelet constructed in Chapter 2 is, in fact, a Malquist -Takenaka system
with a special localization of poles. In Chapter 4 we present results connected to Malquist
-Takenaka systems in generality. We give an overview of the discretization results con-
nected to Malmquist—Takenaka systems for the unit disc and upper half plane. We prove
that the discretization nodes on the real line have similar properties like the discretization
nodes on the unit circle: they satisfy some equilibrium conditions and they are stationary
points of some logarithmic potential. The problem whether they are the minimum of
a logarithmic potential was formulated and solved in a special case. These results were
published by Pap and Schipp in [137, 118, 119, 130]. The formulated problem was solved
in generality recently in [79] by Marcell Gadl, Béla Nagy, Zsuzsanna Nagy-Csiha, Szilard
Révész.

In Chapter 5 we present quaternionic extension of some results connected to the
Blaschke group and Malmquist-Takenaka system.

Quaternions play an important role in modeling the time and space dependent prob-
lems in physics and engineering. For example in engineering applications unit quaternions
are used to describe the three dimensional rotations. In the last years quaternions gained a
new life due to their applicability in signal processing. This is due to both, the applicability
of quaternion-valued functions to color-coded images as well as the link to new concepts of
higher-dimensional phases, like the hypercomplex signal of Biilow or the monogenic signal
by Larkin and Felsberg (see [27, 71, 106]). Another important field, where quaternions
play an important role is the quantum theory. Adler, a world-renowned theoretical physi-
cist, in his book Quaternionic Quantum Mechanics and Quantum Fields [2], provides an
introduction to the problem of formulating quantum field theories in quaternionic Hilbert
space. This well-written treatise is a very significant contribution to theoretical physics.
Bernardo Vargas in the review of this book mentioned that the quaternionic formalism
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is to improve some treatments of theoretical physics. But the full power of quaternions
would be even more important by using quaternionic analysis.

This motivates to extend the results of modern harmonic analysis, like the wavelet
theory, to quaternion variable function spaces.

A first step in this direction is to give the quaternionic analogue of the Blaschke group.
The main obstacle in the study of quaternion-valued matrices and functions, as expected,
comes from the non-commutative nature of quaternionic multiplication.

Our work was inspired also by the paper of P. Cerejeiras, M. Ferreira and U. Kahler
[30], where the monogenic wavelet transform for quaternion valued functions on the three
dimensional unit ball in R? was introduced. The construction is based on representations
of the group of Mcébius transformations which maps the three dimensional unit ball onto
itself.

In section 5.2 we introduce the quaternionic analogue of the Blaschke group and we
list the main subgroups of this groups. The results were published by Pap and Schipp in
[131].

Beside the monogenic quaternionic function theory, where many difficulties appear
when we want to make analysis, the theory of slice regular functions (introduced in 2006
by Gentili, Stoppato, Struppa [80, 81, 82]) and the analysis on this field, would be an
alternative tool for the quantum theory. To introduce new orthonormal systems in the
slice regular Hardy space, is therefore an interesting topic that is worthwhile to be studied.

In [120, 135] Pap, Schipp and Qian, Sprossig, Wang respectively, following two different
ways, introduced two analogues of the M-T systems in the set of quaternions. While in
the complex case both ways give the same M-T system, in the quaternionic setting this
is not anymore true. The drawback of both constructions is that these extensions will
not inherit all the nice properties of the before mentioned complex M-T system, e.g., the
system introduced by Pap and Schipp is not analytic in the quaternionic setting. The
system introduced by Qian, Sprossig, Wang, is monogenic but can not be written in closed
form.

Pap in [132] introduced a new generalization of the complex Malmquist-Takenaka sys-
tem in the quaternionic slice regular Hardy space, which is slice regular and in same time
can be given in closed form. In Section 5.3 results connected to slice regular Malmquist-
Takenaka system are presented.
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Chapter 2

Hyperbolic wavelet transform and
multiresolution in the Hardy spaces

2.1 The Blaschke group

The Blaschke group was introduced by Pap and Schipp in [122, 123]. Let us denote
the unit disc and the unit circle by D := {z € C: |z] < 1}, T:={z€ C: |z| = 1}. Instead
of linear functions let us consider the following rational linear functions:

(zeC, bz #1)

the so called Blaschke functions. Let us denote the set of the parameters B := D x T and
a = (bye) €B. If a € B, then B, is an 1-1 map on T, and D, respectively.
The disc D with the pseudohyperbolic metric

\Zl —Z2|

p(z1, 22) = | By (21)] (21,22 € D)

B |1 — 2152|
is a complete metric space. This metric is invariant with respect to Blaschke functions:

p(Bwy(21), Bey(22)) = p(z1,22) (21,22 € D, be D).

This property characterizes the Blaschke functions. Namely, for every f which is analytic
and bounded in D with | f|l,, < 1 we have p(f(21), f(22)) < p(21, 22), and equality holds
in a point z € D if and only if f is a Blaschke function.

The restrictions of the Blaschke functions on the set D or on T with the operation
(Ba, © Ba,)(2) := B4, (Bga,(2)) form a group. In the set of the parameters B := D x T
let us define the operation induced by the function composition in the following way:
B,, 0 B,, = By oa,- The set of the parameters B with the induced operation is called the
Blaschke group. The Blaschke group (B, o) will be isomorphic with the group ({B,,a €
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B}, o). If we use the notations a; := (b;,€;), j € {1,2} and a := (b,€) =: a1 0 aq, then the
components of a are given by

_ b1€2+b2 _ (bg) c— ¢ €2+b1l_?2 _ B (6)
1+ bll_)ggg (b2, 1)17152/5 ! 1+ 62[_)162 QUEEIA
The neutral element of the group (B,o) is e := (0,1) € B and the inverse element of

= (bye) eBisa! = (—be,¢).
Since B, : T — T is bijection there exists a function 3, : R — R such that B,(e) =
e (t € R), where 3, can be expressed in an explicit form. Let us introduce the
function

t 1_7,2
(t) == ds (teR,0=r<1).
(t) Ll—27‘coss—i—r2 s (te r<l)

Then
Bat) =0+ 0 +7(t—¢), (a=(re?,e”)eB,teR,0,pel:=[-m7)).

For the derivatives one has

, 1—r? 1—1r?

o _ _ .
Ba( ) |1 o beit|2 1—2r COS(t - 90) + 7"2

Hence it follows that 5 : R — R is a strictly increasing function.
The integral of the function f B — C, with respect to the left invariant Haar measure
m of the group (B, o) (see [122]) can be expressed as

d = dbdbdt
ff m QWJJ 1—|b| 100201,

where a = (b, e) = (by + iby,e") e D x T.

It can be shown that this integral is invariant with respect to the left translation
a — ag o a and under the inverse transformation a — a~!, consequently this group is
unimodular.

The Blaschke functions play an important role not only in system identification, in
factorization of functions belonging to Hardy spaces. They can be used also to represent
the congruence’s in the Poincaré model of the Bolyai-Lobachevsky geometry. On this
basis in the construction of wavelets we take them instead of the affine transforms in R
and we introduce the called hyperbolic or analytic wavelets. More exactly, we considered
the voice transforms of the Blaschke group generated by a representation of this group on
the Hardy space of the unit circle, on Bergman and weighted Bergman space respectively
and we studied the properties of these transforms.

The representations on the Hardy space of the unit circle and weighted Bergman space
respectively can be given by a single formula:

T e LA R S L N
U )) = ( v (1_52)> (i) - memen. ey
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For m = 1if f € H*(T) then (2.1) is a representation of the Blaschke group on the
Hardy space H*(T) . For m = a+2 if f € A2 then (2.1) is a representation of the
Blaschke group on the weighted Bergman space A2.

In what follows we will present the most important results connected to the continuous
hyperbolic wavelet transforms induced by the representations (2.1), i.e.,

(V" )(a™h) = {f, Uy, (2.2)

The name hyperbolic wavelet transform was used first time by Schipp in [140] and refers
to the connection to the hyperbolic geometry.

2.2 The hyperbolic wavelet transform on the Hardy
space of the unit circle

2.2.1 Multiresolution in the Hardy space of the unit circle

In this section we consider the case m = 1. First results connected to this case were
published jointly with Schipp in [122, 123]. It was proved that formula

R e N L N
(Ug—1 f)(2) := 17 f( - ) (z=¢"€eT,a=(be") eB), (2.3)

(we take the principal rank of the square root) defines a representation of the Blaschke
group on H?(T). Let us consider the induced voice transform, the so called hyperbolic
wavelet transform:

(Vo)(a™) == {f,Usrg) (f.g € HX(T)). (2.4)

First we studied the properties of the continuous voice transforms generated by repre-
sentations of the Blaschke group on the Hardy space [122, 123]. Analyzing the question of
discretization of this voice transforms it turned out that the Feichtinger-Grochenig the-
ory can be not applied, because the square integrability and the integrability conditions
are not satisfied. But it is possible to construct an adapted multiresolution and analytic
wavelets in the Hardy space of the unity disc. It turned out that the introduced analytic
wavelet system has many advantages, and can be applied efficiently in the approximation
of the transfer functions of the systems (see Pap [126, 129]). Comparing this with the
classical affine multiresolution we observe that this has the following advantages:

1. The levels of the multiresolution are finite dimensional, which makes easier to find
a basis on every level, but in the same time the density condition remains valid.

2. We have constructed analytic orthonormal rational wavelet bases on the resolution
levels given by an explicit formula.

3. We can compute the wavelet coefficients exactly measuring the values of the function
[/ at the points of the set A = | J,_, Ax = D. We can write exactly the projection operator
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(P, f, n € N) which is convergent to f in H?(T) norm on the unit circle, and P, f(z) — f(z)
uniformly on every compact subset of the unit disc.

4. At same time P, f(z) is the best approximant interpolation operator on the set the
Uk_o Ak inside the unit circle for the analytic continuation of f.

It was showed also that the matrix elements of the representation can be given by
the Zernike functions which play an important role in expressing the wave front data in
optical tests. An important consequence of this connection is the addition formula for
Zernike functions (see Pap, Schipp [123]).

The hyperbolic wavelet transform can be applied also for determining the poles of ratio-
nal functions (Schipp, Soumelidies [143]), the eigenvalues of matrices (Schipp, Soumelidies
[144] and for system identification (Bokor, Schipp, Soumelidis [21, 22, 23]).

Theorem 2.2.1 (Pap, Schipp [122]). The mapping (Uy,)aer defined by (2.3) defines an
irreducible unitary representation of the Blaschke group on H?(T) with respect to the inner
product

(fo9= 5 | ST s (g e HD),

namely

Uaf,Uagy =<{f,9) (f,g€ H*(T),a€B).

For the proof see [122]. The representation can be extended unitarily to L*(T), but the
irreducibility condition will not be anymore true, because H?(T) is a nontrivial invariant
subspace of L?(T) of the representation.

In [123, 129] the square integrability of the representation was studied. It can be
proved that p = 1 is not admissible. In order to compute V,p(a™') for p = 1 we can use
the Cauchy formula and we get that V,p(a™') = 4/e®(1 — |b|?). It is easy to prove that
V,p ¢ L*(B). Indeed we have:

1

f V,p(a)?dm(a) = f ———dbydby = 0.
B p1—1[0]

It can be also proved that for every p € H*(T) we have V,p ¢ L*(B), consequently
the representation is not square integrable. But for every p > 2 we have L? integrability
conditions.

Lemma 2.2.2. For p =1 we have V,p € LP(B) for every p > 2.

Also some weighted square integrability are still satisfied. Unfortunately, the weight
function does not satisfy the condition w(a) > 1, imposed for the weights in the coorbit-
theory.

Lemma 2.2.3. Let us consider the radial weight function w(a) = (1 — [b|*)* with o > 0,
then V,p e L*(B,w), and V,p € LP(B,w) for every p > 2 — 2a.
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These results show that for the hyperbolic wavelet transform (2.4) the square inte-
grability, or weighted square integrability required for the discretization theory developed
by Feichtinger, Grochenig is not satisfied (see [129]). In order to solve the discretisation
problem, Pap in [126] introduced an adapted multiresolution in H?(T). Avoiding the
classical Fourier technique, using the localized Cauchy kernels corresponding to a discrete
countable subset A of the unit disc, a multiresolution analysis in H?(T) was constructed.
This can be used for H*(D) identification if we measure the values of function on this set.
It has been showed that the resolution levels are spanned by a special rational analytic
orthonormal wavelet system, i.e., by the Malmquist-Takenaka system with a special lo-
calization of the poles. In this subsection we give an overview of the construction given in
[126]. In [129] it was proved that the levels of the multiresolution form a complete model
set for the disc algebra of the unit disc, and it was given an estimation of the error term
for the proposed approximation process.

Let us remind that in the construction of affine wavelet multiresolutions the dilatation
is used to obtain a higher resolution level (f(z) € V,, < f(2z) € V,11), and applying
the translation we remain on the same level of resolution. If we want to construct a
multiresolution in H?(T) we have to find the analogue of dilation by 2 and the analogue
of translation. The analogue of dilation will be the action of the representation trough a
discrete subgroup B; of the Blaschke group.

Let us consider the following discrete subgroup of the Blaschke group:

2k_2—k
Blz{(rk,l): Tkzm,kEZ}. (25)

It can be proved that (14, 1) o (rp, 1) = (T41n, 1) and

’ | 2k_2—k on_9g—n

T —T T 1o—k —

p(rr,Tn) 1= — = |2 +22k_27k2;n+_227nn = |Fk—n]|-
L-nml |1- 5=t

As a consequence we get that the sequence (ry, k € N) forms an equidistant division
of the interval [0, 1) in the pseudo hyperbolic metric.
Let us consider the following discrete subset in the unit disc:

A=1{my=redt, £=01,- 2% 1, k=012, 00) (2.6)

and for a fixed k£ € N let the level k£ be the collection of the points from circle with radius
Tk-
Ak = {Zkg = Tkei%, (e {O, 1, s ,22k — 1} } (27)

The points of A determine a similar decomposition to the Whitney cube decomposition
of the unit disc (see for ex. [Partington, 1997] [134], pp.80). For our purpose it is more
convenient to choose (ry, n € N) as radius of the concentric circles because they are related
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to the Blaschke group operation, i.e., (rg,1) o (1, 1) = (rgsn, 1), and form this property
we can derive the analogue property of the dilatation.

Let us consider the scaling function ¢ = 1. Let us define the 0-th resolution level
by: Vo = {cp, c € C}. Let us consider the non-orthogonal wavelets on the n-th level the
localized and normalized Cauchy kernels corresponding to points U}_, A, given by

(1—77)

., k=0,---,n, (=0,1,---,22%k 1, 2.8
(1 — Zge2) (2:8)

Pre(2) =

which can be obtained from ¢ using the representation Uy, 1y-1, and the translations

ere(€") = (Up-10) (e 770)).

Let us define the n-th resolution level by the linear span of all these localized Cauchy

kernels:
n 22k_1

={f:D—>C, f(z)=), D, crre, ckeeC}. (2.9)

k=0 (=0

In [126] it has been proved that the collections of spaces {V;, j € N} satisfy analogue
conditions of the affine multiresolution, i.e.,

1. (nested) V; < Vjiq,
2. (density) uV; = H*(T)
3. (analog of dilatation) Up,, 1y-1(V;) < Vi

4. (basis) There exist {tg, k =0,---,n, £ =0,1,---,22% — 1} (orthonormal) bases in
V.

This is the adapted multiresolution (MRA) in H?(T).

In order to construct the orthonormal bases {¢xe, k = 0,--- ,n, £ =0,1,--- 2% — 1}
in V,, we apply the Gram-Schmidt orthogonalization to the following non-orthogonal basis
in V,,:

1
{—_7 6207]-’"'722k_]—7 ]{3:0,1,,”}
1—Zkgz

The result of the Gram-Schmidt orthogonalization for this set of analytic linearly inde-
pendent functions can be written in closed form. As a result we obtain the Malmquist—
Takenaka system corresponding to the set U}_j Ay (see [110], [163]):

Yme(2) = V —m H H — 2k H S (2.10)

Zml kO]Ol_ZkJ 1—zmj/z
((=0,1,---,2*"—1, m=0,1,2,--- ,n).
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In this way we have constructed an analytic rational orthonormal wavelet system on
the resolution level V,,, i.e.,

27
ey Orwer) = % J Ve (€M) e (€)dE = Sy Do, (2.11)

0
(¢=0,1,---,2°* -1, k=0,1,2,--- ,0).
From the Gram-Schmidt orthogonalization process it follows that:
Vi, = span{tp, £=0,1,---,2°* 1, k=0,--- ,n}.
Because the points of the set A satisfy the non-Blaschke condition
k_ ok k
;;(1— |2ke]) =;22’“ (1— %) :;% = o0, (2.12)
the Malmquist—Takenaka system corresponding to the set A is a basis in H?*(T), i.e.,

| Ve = H*(T)

neN

in H?(T) norm, consequently the density property is also satisfied.

In signal processing and system identification the Malmquist—Takenaka system is more
efficient then the trigonometric system in the determination of the transfer functions. This
field has also a rich bibliography (see for example Akcay, Ninness [3], Akcay, Ninness, [4],
Ninness, Gustafsson [115], Soumelidies, Bokor, Schipp [151, 153] etc.).

The wavelet space W, is the orthogonal complement of V,, in V,,;1. In our case, as it
was shown in [126], W, is given as

Wn = Span{wnJrlZ? (= 07 17 e 722n+2 - 1}

To prove this we will use the Cauchy integral formula: every function f € H! can be
recovered from its boundary function, i.e.,

L e

= — - e'dt.
2m Jo et —z

f(2)

If feV,, onehas f(z) = >, ZZB_I Crepre, then

n 22k_1
<¢n+1j> f> = Z Z Ck€<1/}n+1j, kae> —
k=1 ¢=0
n 22k_1
D0 w1 = 1B iae(ze) = 0, = 0,1, 272 — 1,
k=1 (=0
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Consequently
<f> wn+lj> = 07
and
2/}TLJrlj 1 vna (] = 07 17 e 7227L+2 - 1)
From

Vot = Va @ span{pnirj, j = 0,1,---, 27 — 1}

it follows that W, is an 22(**1) dimensional space and
W, = span{tni1y, € =0,1,---,22""% 1}

Consequently we have generated a multiresolution in H?(T) and we have constructed an
analytic rational orthogonal wavelet system.

In what follows we show that the levels of the constructed multiresolution form a CMS
for the disc algebra of the unit disc and we give some estimation for the convergence error.

The discrete lattice A has also certain near-density property, i.e. no point in the
unit disc is too far in the pseudo-hyperbolic metric from a point of A. This leaves open
the question if the resolution levels form a complete model set (CMS) for A(D), which
seems to be a harder question. In order to prove this we will show that A satisfies the
Hayman-Lyons condition.

Let us consider the Whitney cube division of D. Forn =1,2,--- and k =0,1,--- ,2"—
1, we define

1
Qn,k:{zzl_%<|z|<1_ﬁ,

If AeDweset Ay = AN Qniy Yng = (1 — l)e%k, and we define

271/
s(0) = 5(0,4) = ( 1~ [yni] )2
An,k#@ ‘yn,k - 619‘

We say that A satisfies the Hayman-Lyons condition if and only if, s(f) = +oo for all
6 €0, 2r].

Theorem 2.2.4 (Pap [129]). The points of the lattice A satisfy the Hayman-Lyons con-
dition, which implies that the corresponding localized Cauchy kernels form a fundamental
set and {Vy,}nen form a CMS in the disc algebra A(D).

From the Hayman-Lyons condition and Theorem [2] of Ward, Partington [172] it

follows that .
W = {—_, Zke € A}
1-— Zke”

31



dc_1842 20

is a fundamental set for A(D). From this it follows that UV} is dense in A(D), con-
sequently the multiresolution levels form a CMS for the disc algebra. This means that if
f € A(D) for arbitrary € > 0, there exists A\r, € C and such that

ol 1
— E Ao jooo
Hf =) Y1 —Zee
k=1 Sl IS

which implies that the set W is fundamental in the disc algebra of the unit disc.

<e (2.13)

2.2.2 The properties of the projection operator corresponding
to the n-th resolution level

Let us consider the orthogonal projection operator of an arbitrary function f € H?(T)
on the subspace V,, given by

n 22k_1

Pnf(z) = Z Z <f’ ¢k,€>¢k,€(z)v (214>

k=0 ¢=0

called also the projection of f at scale or resolution level n.

In [126] Pap proved that the analytic continuation in the unit disc of the projection
P, f on the n-th resolution level is at the same time an interpolation operator in the unit
disc until the n-th level. This interpolation property is not true for the projections on the
classical affine multiresolution levels.

Theorem 2.2.5 (Pap [126]). For every f € H?(T) the projection of f on'V,, converges in
norm to f, and P, f(z) — f(z) uniformly on every compact subset of the unit disc. More-
over for every f € H?(T) the projection operator P,f is an interpolation operator at the

. 27r]

points zpmj = rme’2m, (j=0,---,22" — 1 m =0,---,n) for the analytic continuation
of f in the unit disc.

Proof. The non-Blaschke condition (2.12) implies that for every f € H?(T) the
projection of f on V,, converges in norm to f, i.e., we have

Since convergence in H?(T) implies uniform convergence for the analytic continuation of f
inside the unit disc on every compact subset, we conclude that P, f(z) — f(z) uniformly
on every compact subset of the unit disc.

In order to prove the interpolation property of P, f let us consider the kernel function
of this projection operator given by

n - n 22k—1 gnt+l _q
26=ZZ une(z), N =37 D) 1= ——5—. (2.15)

k=0 (=

[e=]
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According to the Christoffel-Darboux formula the kernel function can be written in closed

form
n 22k_1 n 22k_1
K= (-0 (1-TT [T 2011 =22 )=
, k=0 =0 1T ERZ g oy LT Fked
n 22k 62% _ 22k
-1
:(1_26) 1_1_[1 22k szl_[ 22k 2%) :
k=0 3
From this relation it follows that the values of the kernel-function at the points z,,;, (j =
0,...,2°™ —1, m =0,...,n) are equal to localized Cauchy kernels
1
K(zp;, &) = ——.
! 1— ijf
From this property and the Cauchy integral formula we get that the interpolation property
holds, i.e.,

Baf ) = < Ko = 5 [ 7t = oy

— Lot
21 Jo Zm;€

(j=0,---,2"" =1, m=0,---,n).

We are interested to know the behavior of P, on the unit circle and the convergence
in H* norm. An estimation of the rate of the convergence would also be interesting. In
what follows we will concentrate our attention to these questions.

Theorem 2.2.6 (Pap [129]). If f € A(D) is a rational function of the form

C ) Y = e €D, (2.17)
z

Proof. For

M
Z 5 ’YmEDv Vm:am+iﬁm€D
oL

using the Cauchy formula we can compute the wavelet coefficients:

M

(fsbre) = Z Akt (Yim)- (2.18)

m=1
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Using the Christophel-Darboux formula for the Malmquist—Takenaka system P, f(z)
can be written as

n 22k—1 n 22k—1 M
Pof(z) = D0 Y {ftbktne(z) = D0 D0 > amWre(m) re(2) =
k=0 ¢=0 k=0 ¢=0 m=1
M n 22k—1 M =Sy
1— BN 7m>BN( )
= Zl am; Z @Z)k ¢kﬁ Zam 1 _’_)/mz) )
m= =0 ¢=0 (=1
where Ny N
n 2°F-1 n 2°F-1
Z — Zky 4n+1 —1
B(2) = N = -

Now we are ready to estimate the error |f(z) — B, f(z)| for |z| < 1:

f(z) = Baf(2)] =

< By(ym)Bn(2)
Z hm 1—7mz) |

f amBN (Ym)

(1= 7m2)

Z \amIIBN ()l _ Z ||| Bx (ym)|

= |Bn(z <
| N( )| |1_’sz| :

Because the points of the set A form a non-Blaschke sequence we have limy o | By (V)| =
0, which implies that this last sum tends to zero if N — oo, consequently | f— P, f| g~ — 0
on the closed unit disc. Using similar estimates as in Akcay, Ninness [4] for the error term
we get

’BN ’Ym

1:[ 11 1 — Zkevm
21—\2M\ 222k —>n+1.
k.t

From here we get that the error term has an exponential decay:

< exp (—%(1 — Jyml) D (1 - |Zk€|)) ;

k0

M

1) = Pof @ < exp (—3min = b+ 1)) 3 22

T'm

m=1

For analytic functions on a disc D(0, R) with radius R > 1 and bounded magnitude
|f(2)| < K, Akcay, Ninness [4] proved the following error estimation:

KR R—1
|f = Pufleo < exp <— (1—-]z |)> :
~1 o°R kzl; ke

From here we get that

KR R—-1
17 = Pufle < e (B 1)
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2.2.3 Reconstruction algorithm using the wavelet base

Due to a result of Walsh (see for example in Chui, Chen [36] pp. 93), for every
[ € H?(D) there exists a unique f, € V,, such that

an - fH: filg‘f;n ”fn - fH7
and f,, is uniquely determined by the interpolation conditions

fn(zmj):f(zmj)7 (j:O’...’sz_l’ m207"'7n)'

From Theorem 2.2.5 it follows that the best approximant is given by (2.14) i.e., fu(z) =
P,f(2). Chui and Chen also proposed a computational scheme for the expression of the
best approximant in the base {pg, £ =0,1,---,22* — 1 k=0,...,n}.

In [126] Pap introduced a new computational scheme for the best approximant in the
wavelet base {¢ps, £ =0,1,--- 2% -1, k=0,--- ,n}.

For the best approximant P, f the set of coefficients

{bre = (fotnep, =01, 2% —1 k=0,1,-- ,n}

is called the discrete hyperbolic wavelet transform of the function f. Thus it is important
to have an efficient algorithm for the computation of the coefficients.

In [126] it has been shown that the coefficients of the projection operator P, f can be
computed exactly if we know the values of the functions on | J;_, Aj. For this reason we
express first the function 1y, using the bases {¢pep ¢ = 0,1, 22 — 1 K =0,---  k},
i.e., we write the partial fraction decomposition of )y,:

k—1 22K _1
1

Yre(€) = D Z Ck/zfl_ +ch31__
§=0 kjf

k'=0 0=

Zred

Using the orthogonality of the functions {tpp ¢ = 0,1,---,2% —1, ¥ =0,--- ,k} and
the Cauchy formula we get that

k-1 22 1

(skné&n = <wnm7 wk2> = Z Z Ck’€’¢nm Zk’@’ + Z Ck]wnm Zk])

=0 ¢=0

(m=0,1,---,2"" —1, n=0,--- , k).

If we order these equalities so that we write first the relations for n = k and m =
0,0—1,---,0 respectively, then for n = k—1 and m = 22D — 1, 22=D _9 ... 0 etc.,

35



dc_1842 20

this is equivalent to

1

0 Ure—1(2ee)  Vre—1(2re—1) 0 e 0 Cri1
= | Yne—2(2ke)  Vro—2(2ke-1) 0 . 0 Chi—2

(’) %0('21@6) woo(zu—l) %0(2’1@5—2) . %0(300) C_(')o

Because of the elements from the main diagonal are different from zero, this system
has a unique solution (g7, Cre—1, Che—2, ---, Co0) . - If we determine this vector, then we can
compute the exact value of (f, ) knowing the values of f on the set | J;_, As.

Indeed, using again the partial fraction decomposition of 1, and the Cauchy integral
formula we get that

k-1 22% _1

1
ke = Zo ZZ el f(€) 1z >+ Z Cri (S — %8 =
k—1 22+ —1
Z 2 cwof Zk/e/ + Z ckj zkj
=0 0=

The question of recovery of analytic functions from values measured in the open unit
disc was also studied by Totik, see [164], where it has been proved that in H? or in the
disc algebra if we can measure the values of a function f on a non Blaschke sequence,
say (2x)ken, then there are polynomials p, ; such that Z}Ll f(2j)pn,; tends to f in norm.
From practical point of view the only difficulty is that we can not determine exactly the
coefficients of these polynomials from the values of the measurements f (2 )xen-

Fridli, Gilidn and Schipp in [77] introduced the planar version of the Malmquist-
Takenaka system, i.e., when the Hardy space of the unit circle is replaced by the Bergman
space of the unit disc, in order to develop an effective method for approximating surfaces.
They generalized the reconstruction method presented before for the planar MT system.
The coefficients of the projection operator with respect to the planar Malmquist-Takenaka
system can be computed also using the values of the function on inverse poles and using
them it can be written the projection operator exactly.

In [31] Cerejeiras, Chen, Gomes and Hartmann, used a compressed sensing approach
to the reconstruction of a given signal in terms of Takenaka-Malmquist systems. They
presented some numerical experiments using TakenakaMalmquist systems in the study of
transfer functions in systems identification. For the numerical calculations they used the
Matlab toolbox -1-Magic which adopts a Linear Programming to minimize the -norm of
our coefficients x subject t oy = Az using the primal-dual interior point method with A
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being our sampling matrix. They need to choose our points a; for the Blaschke products.
For this they choose the grid (2.6) introduced by Pap in [126]. From this grid they took
N randomly chosen points, i.e., a vector a = (ay, ...,ay). They made the simulation using
Matlab 8.5.0(R2015a). They still could get a decent approximation with a dramatically
smaller running time. From this example they redraw the following observations:

1. Within the same number of measurements, when |zy| is near to zero we have the
best reconstruction in the least time.

2. When the modulus of the parameter zy is close to 1 it requires more samples to
reconstruct the signal.

3. The reconstruction is better in case when |a; — r| < € with € relatively small and
the parameter a; being randomly chosen.

Taking into account these two last examples they formulated the following observa-
tions:

1. Using the same number of measurements their method provides a better approxi-
mation than the approach in the thesis of Shuang [147];

2. Moreover, the same relative error is attained with their method by using a smaller
number of sampling points.

Recently Abdollahi and Rahimi using the affine group constructed another example
of adapted multiresolution and orthonormal wavelet on H?(D) (see [1]).

In [32] Cerejeiras , Kéhler, Legatiuk published results on interpolation of monogenic
functions in the higher dimensional unit ball of R%*! using reproducing kernels and ran-
domly chosen interpolation points. The main theoretical results are proved based on the
concept of uniformly discrete sequences. In addition to the classical difficulties of hyper-
complex interpolation, the problem of the choice of the nodes is an additional obstacle
in practical applications of monogenic interpolation. They point out that for example,
in the classic case of the unit disc in C, there exist several ways of choosing uniform
interpolation points, since it is easy to create a uniform grid on the unit circle see. One
example is exactly the greed (2.6) introduced in [126]. This is not any more true for the
sphere in higher dimensions.

2.2.4 Discrete orthogonality of the hyperbolic wavelet basis

Another new property of the hyperbolic wavelet basis, which is not characteristic to
the affine wavelets, is the discrete orthogonality. In [126] it has been proved also that it is
possible to construct wavelets using the reproducing kernels of the multiresolution levels,
similar as Bultheel, Gonzalez-Vera in [25]. In this subsection we will give an overview of
these results.

The reproducing kernel K : T x T — C of a subspace V < H?(T) is defined by its
reproducing property, i.e.,

VeV f(w)={fK(,w) weT.
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Let us consider the special subspace V,, = span{t, £ = 0,1, ,2%*~1, k=0,1,--- ,n }
(with dimension N = Y7, 22% 1= 4n+31 1). We recall that if an orthonormal bases is
considered in V,,, then the reproducing kernel or Dirichlet kernel of the system is given by

222 w)e(€)

and it is independent of the choice of the orthonormal system. For a fixed w such repro-
ducing kernels are known to be localized in the neighborhood of & = w.

The orthogonal projection operator onto V,,, defined by (2.14) can be expressed with
the reproducing kernel as follows:

Pnf(w) :<f?KN('>w)> fEH2<T)'

For a set of distinct points wy = {wy, ws, ..., wy} on T among the points of analyticity
of K one has

<KN(., wi), KN(., U}J)> = KN<UJj, UJZ)

We remind that the reproducing kernel of the multiresolution level V,, can be written
in closed form for z # &, 2, £ € T:

n 922k_q n 22k_—1
- z — Zkg
Kn(z,8) =01-2)""[1-

1l—rz

n 22k n 622k . 22k
-0 (-] ol [T ) -
k=

From the definition of Ky for z = £ = ¢ we get that:

n 2%k_1 n 22k_1
K zt’ it _
n(e® e 1; ;) Ure(e™ ) hre(e kzl ;) \1—zk¢e”|2
n 2281
=1 2, Bl
k-1 ¢=0

The finite Blaschke product which appears in the expression of the kernel function for
2z = €% can be expressed also with the beta functions as follows:

[]

k=1 (=0

22k_1

I1 Z T ER _ GiNBy(®)
Y

1 — Ze2
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where
1 n 22k_1
Bn(®:= 7 25 2, Buld)
k=1 ¢=0
21l t — 2nt
Bie(t) = Blayer) = —o= + 2arctan2” tan - %)
( k£ ) 22k‘

The function S(y)(t) is a monotonically increasing, invertible and differentiable function
mapping of R onto itself. Using the fact that

n 22k—1 n 92k 92k
[T ===l

s 22k 92k
bl o LT ARE gl

1 22k

) 2arctan - tan 22k—1¢
>, b Z

Consequently, we have:

: )—Bn (0
sin N Ex(—fn(0) (NEN =By (0)=(t=0)
2 .

KN(eit’ 61’9) _

Let us denote the set of equidistant nodes on the unit circle, i.e., the N** roots of the
unity by ‘
Un={e":j=0,---,N—1}.
and let
WN = {’LU]' =" Y= 51:71(1/3')7 ] = 07' o aN - 1}
Let us define the discrete scalar product
2 f Z (5
§€WN §eEWN (
where ¢ = e?.
It can be shown that the finite collection of the orthonormal functions {ty, ¢

0,1,---,22* -1, k=0,1,--- ,n } will be discrete orthogonal regarding the discrete scalar
product. This is a special case of the result obtained by Pap, Schipp in [118].

Theorem 2.2.7 (Pap [126]). The finite collection of analytic wavelets {tye, £ = 0,1,--- 2%k —
1, k=0,1,--- ,n } forms a discrete orthonormal system with respect to the scalar product
[.,.]n, namely

[Vre, Ve ]n = OnprOeer-
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It is true that for any set of distinct points wn = {wy, ws, -+ ,wy} on T the system
{KN(wiag)a 1= 17 7N}

forms a basis for V,,.

The question is whether it is possible to choose the points of wy such that this basis
is orthogonal on T'. In that case we would have a bases of orthogonal rational kernels at
every level of the multiresolution.

Theorem 2.2.8 (Pap [126]). The set

K i .
——ﬂéﬂLyme“kJZQLHwN—l
KN(wiawi)

forms an orthonormal and a discrete orthonormal basis regarding to the discrete scalar
product [.,.|n for V.

It is possible also to give a reproducing kernel basis for the 2272 dimensional wavelet
space W,, analogue. Obviously the reproducing kernel for W,, is

22n+271

kn(sz> = KN+1<Z7w) - KN(va) = Z ¢n+1£(z)¢n+1z(w)-

One interesting question is the following: Can we find 22"*2 numbers on the unit circle
such that the functions {k,(z,wy;) : j = 0,1,2,---,2?"*2 — 1} form an orthogonal basis
for W, 7 The following theorem is providing a positive answer.
Let us denote by
Wn = {wn+1j7 ] = 07 1727 o ’22n+2 - 1}
the roots of order 22"*2 of the unity.
Let us consider the discrete scalar product defined over w,, defined by

[ﬁﬂnﬁ=23%%%§. (2.19)

£EWn

Theorem 2.2.9 (Pap [126]). The set
kn n+17 .
(w S §> 7wn+1jewn7220717“'722n+2_1
\/kn(wn+1jawn+1j)

forms an orthogonal basis and a discrete orthonormal basis regarding to the discrete scalar
product [.,.], for W,, i.e.,

<kn<z7wn+1j)7 kn(z7wn+1j'>> = 07 .] 7 j/7 jaj/ = 07 17 27 e 7227’L+2 — 1.

kn(wnJrlia f) kn(wnJrlja f)
\/kn(wnJrli’ wn+1i)’ \/kn(wn+1ja wn+1j) "

=6, 4,5 =0,1,---, 22" 1,
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2.3 Multiresolution in the Hardy space of the upper
half plane

2.3.1 Transition to the upper half plane, motivation

Let us denote by C, = {z € C : Im(z) > 0} the upper half plane, and let us consider
A(C,) the set of analytic functions on C,. The Hardy space of the upper half plane is
defined by

HY(C,) — {h e A(C,) : sup UR Iz + i) do sy > 0} < oc} |

If f € H?(C,), then its non tangential boundary limit function exists almost everywhere
and
fe H*(R) = {f e L’(R), supf = [0, +o0)}.

For more detailed description of the Hardy spaces see for example Cima, Ross [37],
Mashregi [111].

As we have referred in the introduction, Meyer between others, formulated the follow-
ing question: Is it any "regular” wavelet orthonormal bases of the form

bo(z) = (), Ypr(z) =229 (2"2 — k)

and multiresolution generated by this bases in H?*(R). Auscher in 1995 published results
connected to this question in [11]. The word regular includes smoothness, localization,
and cancellation of 1, see the exact conditions in [11]. He showed the nonexistence of a
regular wavelet that generates a wavelet basis in space H*(R), i.e., in this space applying
dilation and translation to a single function, or discretizing the continuous affine wavelet
transform, leads to negative answer if we impose some "regularity” conditions.

As we will see later we will approach the construction of multiresolution in H?(R) by
taking the analytic extension of this functions to the Hardy space of the upper half plane
H?*(C,), because if f € H*(C,) then its non tangential boundary limit function exists
almost everywhere and the limit function f satisfies f € H*(R).

Making the transition to the upper half plane of the results presented in the previous
section we show that it is possible to generate multiresolution type decomposition in
Hardy spaces of the upper half plane too. These results were published by in [67]. In this
section we present these results: how it can be construct a rational analytic orthogonal
wavelet system in the Hardy space of the upperhalf plane which generates an adapted
multiresolution. All the advantages enumerated in the previous section are valid in this
case too. Measuring the values of the function f at the points of the set B = | J,_, Bx <
C. we can write exactly the projection operator on the n-th resolution level (P! f, n € N).
This is convergent to f in H?(C,) norm, is the best approximant interpolation operator
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on the set the | J;_, By and P, f(z) — f(z) uniformly on every compact subset of the
upper half plane.

The restriction to the real line of the introduced hyperbolic analytic wavelet basis
given explicitly by

{\Ijkfa 6:0’1’--.722k—17 k:()a"'ana"'}

generates an adapted multiresolution in H?(R).

As long as the theory of wavelet constructions on the Hardy space of the unit disc
presented in [126] are suitable for time frequency-domain description of discrete-time-
invariant dynamical systems, the adaptation to the upper half plane can be used in system
theory to describe the spectral behavior of continuous-time-invariant systems. It has been
also studied the approximation and identification of transfer functions of a continuous-
time-invariant systems.

In the case of the Hardy space of the unit disc where the polynomials are dense, however
dense subsets in the Hardy space of the upper half plane are harder to find. Applying the
Daubechies theory it can be shown that choosing as mother wavelet ¢(y) = (1 + iy)~?
for p > 2 we can generate a frame for the Hardy space of the upper half plane. For
p = 3 Ward, Partington in [171] described a rational wavelet decomposition of the Hardy—
Sobolev class of the half plane. The case p = 1, the Cauchy kernel case, dos not fall under
the Daubechies theory since does not have vanishing mean value, but Ward and Partington
have shown that the system t;;, = 29/24(27y—bok), j, k € Z does constitute a fundamental
set for the upper half plan algebra. The multiresolution introduced by Feichtinger, Pap
in [67] uses localized Cauchy kernels for Hardy space of the upper half plane and uses
complex techniques in the proofs.

The unit disk I and the upper half-plane C, can be mapped to one-another by
means of Mobius transformations, i.e., by the Cayley transform, which maps C, to ID and
is defined by

1 —w
Olw) = weC,. 2.20
@) =2 wec, (220)
The correspondence between the boundaries is given by
= C(t) LTl eR e ( )
(& = = S —
Z» + t? Y ﬂ-? m Y

which implies that s = 2arctan(t), t € R.

With the Cayley transform, the linear transformation from H*(ID) to H*(C, ) is defined
for f e H*(D) by
1 1
Tf:=—
/ Vrw i

and is an isomorphism between these spaces. Consequently the theory of the real line is
a close analogy with what we have for the circle.

(foC) (2.21)
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In the case of the unit disc a main tool in the proofs was the Cauchy formula for the
unit disc. In the case of the upper half plane the analogue is the Cauchy formula for the
upper half plane, which is the following: for any function F' € H?(C*), 1 < p < +oo, if
F(s) is its non-tangential boundary limit, then

F(z) = = JOO F©) s ec,. (2.22)

2 J_ o S — 2

2.3.2 A special discrete subset in the upper half plane

In the case of the Hardy space of the unit circle the analogue of the dilation by 2 was
the action of the representation of the Blaschke group U corresponding to the discrete

subgroup defined by
2k _ 2—k
Bl = {(’I"k,l)l Ty = W, keZ},

and the multiresolution was constructed using the localized Cauchy kernels corresponding
to the set

A= {ZngTkei;LIf, (=0,1,--- 722k_17 k=0,1,2,---, 00}
and the k-th resolution levels, k € N, were associated to
Ay = {2 = Tkei‘%f, (ef{0,1,---,2% —11}.

The inverse Cayley transform C~1(z) = z% takes the unit circle in the real axis and the
unit disc in the upper half plane. Let us consider the image of the set A trough the inverse
Cayley transform, in this way we obtain the following points of the upper half plane:

27l

21y sin 25 . 1 —r? i
ape = C Nz = 2 k = Qp + 10k, 2.23
M (2ke) 1 —2r; cos 3;1? + 72 1 — 21}, Cos g;f,f +7r ke 4Pt ( )
By, = {ags, L€ {0,1,--- 2% —1}}, (2.24)
B={ay, ¢(=0,1,---,2*% -1 k=0,1,2,---,00}. (2.25)

The points from B are in the upper half plane, and every point from By is on the circle

with center (0, Tr ) and radius Ry = 2” . It is easy to show that the points from B do
k: k:

not satisfy the Blaschke condition for the upper half plane. Indeed,

22k _1 o
22k

o 22k_1 Bkg © 1_rk
kZ—OZZol"’_MkEP Z‘Z 1+rk)zl§m=oo- (2.26)
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2.3.3 Multiresolution in the Hardy space of the the upper half
plane

Using the lattice B we introduce an adapted multiresolution in the space H*(C,).

Definition 2. A sequence {V], j € N} of subspaces of H*>(C,) is called a multireso-
lution in H?(C,) if the following conditions hold:

L. (nested) Vj < V/,,,

2. (density) UV = H*(C,),

3. (analogue of dilatation) (TU, 1T ")V, < V) 4,

4. (basis) There exist ¥, , (orthonormal) bases in V.

In order to construct a multiresolution in H?(C,) let us consider the function ¢ =
m and let consider Vj = {c¢, ¢ € C}. Let us consider the nonorthogonal hyper-
bolic wavelets at the n-th level, the localized Cauchy kernels for the upper half plane
corresponding to the set U}_, By:

Pre 1
T Z— Qe

Pre(2) =

and let us define the n-th resolution level by

n 22F_1
V,={f:D—-C, f(z 2 Z Crepre; cre € C .
The closed subset V! is spanned by
{dpe, £=0,1,--- ., 22" 1, k=0,---,n}.
In this way we have obtained a sequence of closed, nested subspaces of H*(C, ) for z € C,
VicVicVic.--V c... H*(C,).

The elements of B are different complex numbers, consequently the corresponding
finite subset of localized Cauchy kernels

1
{ — (=0,1,---2% -1, k=0,1,~--,n.}

Z — Ay

are linearly independent and they form a nonorthogonal basis in V!. Applying the Gram-
Schmidt orthogonalization for this set of analytic linearly independent functions we obtain
the Malmquist -Takenaka system corresponding to upper half plane and the set U}_,B:

ﬁm R e _1z—am

0 kj 5’

Wrne(2) H H H a
o o ? Uit

WZ—amgkOJO
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(m=0,1,-- ,n, £=0,1,--- 22" —1).

From the Gram-Schmidt orthogonalization process it follows that
V! = span{V, £=0,1,--- 2% —1, k=0,--- ,n}.

From (2.26) it follows that the Malmquist—Takenaka system corresponding to the set
B is a complete orthonormal system in H?(C,).

From the completeness of the system {Uy,, ¢ = 0,1,---,2%* — 1, k = 0,00} in the
Hilbert space H?(C,), it follows that this system is also a closed system, consequently
the density property it is valid in norm, i.e.,

| vz = B(C)).

neN

From the previous section we have seen that the multiresolution in the Hardy space
of the unit disc is defined by a single function ¢ = 1 and the analogue of the dilatation
and translation as follows

V,, = span{pke, £ =0,1,--- ,2%—1, k=0,---,n},

where

i)
(1 —Zw2)

We observe that taking the image of ¢, , through the Cayley function

( _2ne

ne(2) = = Upney19)(2) = U i90)(€7F)), £=0,1,- 2% —1.

1 V172 ﬂne i(0 4+ ane) 1
‘ — = By Pn(w),
Vi +w) 1 anH_w V2i + | W — g ne()

T(@n,ﬁ) (w) =

where By, = % is a constant. From this we get that V! = T'(V,,). We have seen

that if a function f € V;,, then Uy, 1)-1 f € V,,11, because

U(Tlvl)‘l(gok,f)(eit) = U(rl,l)—l[(U(rk’l)—lgﬁﬂ(ei(tiﬁ)) =

i(t— 274l ok
[(U(Tk+1,1)7190)](6 22(k+1)) € Vn+1> k= 1a N, = 17 T 72 - L

Consequently we have that

TU(Tl’l)flT_IVA - V7:+1

The wavelet space W, is the orthogonal complement of V! in V,/_ ;. Analogously as in
the previous section it can be proved that

WVIL = Spa‘n{\lanrlf? (= 07 17 T 722n+2 - 1}

45



dc_1842 20

For an arbitrary f(z) = >/, szo_l ckedre € 'V, using the Cauchy formula for the upper
half plane we obtain that

n 22k

(Uyinj, [) = Z Z W15, Pre) =

k=1 (=0

> Z «/ 2m\1/n+u(zkg)_o j=0,1,---,2"%2 1

k=1 (=

[e=]

Consequently,
<f7 \Ijn+1,j> = 07 f € Vri

which implies that
U LV (j=0,1,---,22""2 - 1).

From
"*1 V @ span{éni1;, j=0,1,--- 722n+2 ~1

it follows that W/ is an 22**1 dimensional space and
W! = span{¥, 1, (=0,1,--- 22 1},

2.3.4 The projection operator corresponding to the n-th resolu-
tion level

Let us consider the orthogonal projection operator of an arbitrary function f € H?(C,)
on the subspace V! given by

= Z 2 (Fy Wre)Whe(2).

This operator is called the projection of f at resolution level n.

Theorem 2.3.1 (Feichtinger, Pap [67]). For f € H?(C,) the projection operator P! f
18 an interpolation operator at the points

amj (j=0,---,2°" =1, m=0,---,n).

In [67] it has been shown that the projection P, f is also the solution of a minimal
norm interpolation problem and

If = P, fla2c,y — 0, n— oo
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The computation of the wavelet coefficients in the wavelet basis {Uy,, £ =0,1,--- 22—
1, k=0,---,n} and of the best approximant P/ f can be made similarly as in the case
of the unit disc presented in the previous section (see Pap, Feichtinger [67]). Based on
the the results of Eisner, Pap obtained in [59] it can be proved the discrete orthogonality
of the obtained wavelet system (see [60]). It has been proved also that it is possible to
construct wavelets using the reproducing kernels of the multiresolution levels.

In [38] Coifman and Peyriére in the same spirit as the studies of hyperbolic wavelets
presented here considered orthogonal decompositions of invariant subspaces of Hardy
spaces, these relate to the Blaschke based phase unwinding decompositions. They proved
convergence in LP. In particular they build an explicit multiscale wavelet basis. They also
discuss the relation to various generalizations of the Takenaka—Malmquist bases, both for
the torus and the upper half plane. In particular they show that there is a multiscale
analysis of H2(R), and that, at each level, there is a function whose translates make an
orthonormal basis. The main difference is that they use different grids, which allows to
get a formalism very close to wavelets.

Soumelidis in [149] developed a new idea to find the poles of a linear dynamical system
without using further assumptions on system structure. He used the hyperbolic wavelet
transform. It has been shown that the Laguerre representations play significant role in
this theory, as the wavelets generated by them can analytically be expressed, hence special
attention was paid to them hereafter.

2.4 Connection between the hyperbolic wavelet trans-
form and Zernike polynomials. Applications

Zernike functions play an important role in expressing the wavefront data in optical
tests. In what follows we will present the relation between the Zernike functions and the
hyperbolic wavelet transform. More exactly the matrix elements of the representation
representation U of the Blaschke group on the Hardy space of the unit disc given by (2.3)
can be expressed by the Zernike functions. An important consequence of this connection
is the addition formula for Zernike functions. In this section we present these results
published in [123] by Pap, Schipp and in the survey paper by Pap [129]. We also include
the discrete orthogonality of Zernike functions published in [121] by Pap, Schipp and
connections with corneal topography.

2.4.1 The Zernike polynomials

The orthogonal system of Zernike functions was introduced by Fritz Zernike (a Dutch
physicist, winner of the Nobel prize for Physics) in [185] to model symmetries and aber-
rations of optical systems (e.g., telescopes). Zernike polynomials are used to express
wavefront data in optical tests, since they are made up of terms that are of the same
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form as the types of abberations often observed. The first order wavefront abberations
coefficients can be obtained as the coefficients of the Zernike polynomials expansion of
the wavefront, and they are called Zernike moments of the wavefront.

There exist an infinity of complete sets of polynomials in two real variables x, y which
are orthogonal regarding to the area measure of the unit disc. The circle polynomials of
Zernike are distinguished from the other sets by their invariance with respect to rotations
of axes about origin. A pure mathematical point of view, is better to consider the complex
Zernike polynomials in polar coordinates given by

Z(p,0) = \/2n + (| + 1Ry, (p)e™, L€ Z neN. (2.27)

The radial terms RM|

i +on(p) are related to the Jacobi polynomials in the following way:

l
Rlyl 5 (p) = p"1PO1D (202 — 1),

The orthogonality relation for radial terms and complex Zernike polynomials are given
by:

| Rl dp — 1 5 99
J R\e|+2n \e\+2nf(P)P P 2+ 2n+ 1) (2.28)

21
f f 220, ) 25> B)pdpdd = b (2:29)

To compute the wave-front data the real and imaginary part of the complex Zernike
functions are used, see for example in [173]. For our purpose we prefer the complex
Zernike functions, because the addition formula and the discrete orthogonality of this
function can be proved using this form. This is similar to the real and complex trigono-
metric system: we can take the real trigonometric system {1, cos nx, sin nz, n € N*} or the
complex trigonometric system {e™® = cosnx + isinnx, n € Z}. In the complex form we
can view them as the characters of the group (R, +). The addition formula for the trigono-
metric functions is a consequence of the properties of the characters e +¥) — einzeiny,
Also the discrete orthogonality of the complex trigonometric system, the base of the dis-
crete Fourier transform, is a consequence of the properties of the complex roots of the
unity. We will see that something similar happens in the case of the complex Zernike
polynomials too.

2.4.2 The matrix elements of the representation of the Blaschke

group
The matrix elements of the representation U with respect to the basis {¢, : n € N} are
by definition v,,,(a™') := {€,,Us-16,,y. They can be expressed using the trigonometric
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system €,(p) := €™ (n € Z,p € I = [-7,7]) and the associated Legendre polynomials
given by

[ = 2)a" )™ P () = (<1) P,(x) (e [0,1],n,(€N),
which are orthogonal on [0, 1] with respect to the weight function z¢ for a fix ¢:

1
1
P (x)Pl(z)2" dv = $pp——
L m(®) P (7)2" de 2n+ 0|+ 1

(n,meN,leZ).
For a = (re¥, e™) we have

V(@) i= lep, Ug-r€) =

—i(m+1/2) w\/i J —re zgo)m

1 — reil t+<p))m+1

e dt.
Performing the change of variables ¢t = s + ¢, we obtain that

—z(m+1/2 wez n—m)e /1 — 72 zns _ r)m

—1
mn dt =
Umn(a™) = 2m (1 —re- “’)m“
=1 - T2€—z(m+1/2) et(n—m)wamn(r)’
where
1 (T (e®—r)™ | 1 (" (1—res)™ .
- — ‘ ins g — : Z(n+1)8d )
« (T> 1t _ﬂ (]_ _ Te—zs)m-‘rl € § o . (ezs _ T)m+1 € s

In this last integral performing the change of variables ( = €** and applying the Cauchy
integral formula we get that

() = L J A ZrO™ e -

27t Jp (¢ — r)m+!

rn dm m " rfn+m dm mon
- dzm[(l —rz)"(rz)"].=r = — dx_m[(l — )" 2.
If n = m let us denote n = m + ¢, then a,,,(r) can be expressed by the associated
Legendre polynomials, namely:

U (1) = PL(r?) = (=)™ P09 (22 — 1).
Consequently,
vmn(afl) _ mefi(erl/Q)wei(nfm)@( )m ZP (27” . 1)
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_ V1—r? 6—i(m+1/2)w(_1)mzn—m(r S0)
vm+n+1 "oy

where Z"~™(r, ¢) are the complex Zernike polynomials. If n < m, then
Umn( ) - <€TL7 1€m> <U €n,s 6m> <€m; U €n> Unm(a) =

Vi—r?2
e L Y A (D)

vm+n+1

Analyzing these two cases we have that the matrix elements of the representation U are
given by the following formula:

L mams gl (re)
vm+n+1 memAnmi L

It is known that in general the matrix elements of any representation satisfy the following
so called addition formula:

Uy (@7) =

Umn (@1 © ag) = vak(al)vkn(ag) (ay,a9 € B).
k

From this relation we obtain the following addition formula for Zernike functions:
V1—r? o i(m+1/2)y ln—ml|

Vi +m+ (1 —r2)(1—2) minim.n}

(—1)kemilm+1/2)n o=ilk+1/2)z

= /(m+Ek+1)(n+k+1)

(r,p) =

k—m
Zann{'r‘n k} (7"1, gOl)ZT‘mn{]L n} (T27 902)7

where a; := (r;je'i, e™i), j € {1,2} and a := (re*?,e™) = a; o as.

It is not as simple like the addition formula for the trigonometric system, but we
can discover the analogies replacing the group (R, +) by the Blaschke group (B, o), the
characters by the representation U, the addition formula is a consequence of the properties
of the representation.

Starting from the Zernike functions and considering the congruence transformations
on the Poincare or Cayley-Klein models, in [108] Lécsi and Schipp constracted a more
general orthonormal system on the disc, the so called rational Zernike functions. In the
construction it is used the representation U, (2.3).

2.4.3 Discrete orthogonality of complex Zernike functions

Although the approximation of Zernike coefficients A, = X S So D) ZE (p, @) pdpde
of the wave front function f were obtained from measurements at dlscrete corneal points
and via discrete computations, the developers of the corneal measurement devices and
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shape-evaluation programs could not rely on the discrete of Zernike functions before it
was not proved. Not surprisingly, the discrete orthogonality of Zernike functions was
a target of research for some time. See for example the question formulated by Wyant,
Creath in [173]. In this subsection we prove the discrete orthogonality of Zernike functions.
This result was published in [121] by Pap, Schipp.

Let us consider the set of complex Zernike functions of degree less then 2N.

{Z8(p,0) = /20 + (] + 1Ry, (p)e™, Le Z neN, |(| +2n < 2N},

This set contains N(2N + 1) linearly independent two variables complex valued polyno-
mials of degree less than 2/V.

Pap, Schipp in [121] introduced a set of points in the unit disc and correspondingly a
discrete measure and proved that regarding to the discrete measure the complex Zernike
functions of degree less than 2N are discrete orthogonal. In order to present this property
we need the following notations and quadrature formula.

Let us denote by A\Y € (—1,1),k € {1,..., N} the roots of Legendre polynomials Py of
order N, and for j =1,..., N, let

() = (@ = AV)- (2 = Ay (@ = M) (2 = AY)
PO = A = AL = AN (A =A%)

be the corresponding fundamental polynomials of Lagrange interpolation. Denote by
1
Ag:f N (2)dz, (1<k<N)
-1
the corresponding Cristoffel-numbers. Then for every polynomial f of order less then 2NV
the following quadrature formula holds (see Szegé [162])

1

N
flo)de = ) FNDAY.
-1 k=1

In order to prove the discrete orthogonality of Zernike functions let us define the
following numbers with the help of the roots of Legendre polynomials of order N,

1+ AN —
pévzz 2’“, k=1,N.

Let us consider the set of nodal points in the unit circle on which the discrete orthogonality

holds: o
). _ (N 27 % . _ o
X {z]k : <pk’4N+1) , k=1,N, j 0,4N}, (2.30)

o1



dc_1842 20

and let us define a weight correspondingly to each nodal point:

Ay

v(zjg) = SN £ 1)

On the set of nodal points X let us consider the following discrete integral:

G = S5 (210 A 2.31

Theorem 2.4.1 (Pap, Schipp [121]). The Zernike functions with order less then 2N
are discrete orthogonal regarding to the discrete scalar product induced by the discrete
measure, t.e.,

f Zgl(p, ¢)Zg}l(p? ¢)dl/N = 5nn’5mm/7
X
ifn+n +m|<2N —-1n+n"+|m'|<2N -1, n,n" eN, m,m’ € Z.

Proof. Writing explicitly the orthogonality of the radial terms we get

1 Yol jm|
2@n + w1 fo R o) (P) Ry 4y (P) Pl =

1
f pAml polmh 252 — 1y pOIMD (952 — 1) pdp.
0

If in this last integral we perform the change of variables u := 2p? — 1, then we obtain
the following:

6nn’ = — P(07|m|) P(E)"m') du.
2(2n + m]| + 1) 4J1< 2 ) w ) By (u)du
Let us denote by f(p) i= (152)™ PO () PP () and g = /T, k = TN,

Then the order of f is n +n’ + |m|. We observe that Z%(pY,¢) = P (2(pN)2 — 1) =
Py(AY) = 0. If n+n' + |m| < 2N — 1, then it can be applied the quadrature formula
presented before:

1 1 1 N
5nn’ = | \m/\ dp = - )\N N

AYRY (oMY RE (o).

2n+|m)|

x>
Il
—

I
=~ =
1=

52



dc_1842 20

We obtain that

—_— 27j , 27j AN
Z™(p, 0) 27 (p, &)dvy = Z™(p Zm (py =
L w (0, )23 (p, d)dvy = 22 k’4N+1)"(p’f’4N+1>2(4N+1)

k=17=0

\2n + [m| + 14/2n + |m/| + 1 N ol - N AN o e
2(4N + 1) Z R2n+|m|( )RQn +|m|(,0k ) E e INTT |
k=1 =0

If m # m/, the first sum it is equal to 0, and if m = m’, then it is equal to 4N + 1.
Consequently

J;( Z:’Ln(p7 ¢)Z;—Z}l(pv ¢)dVN =

\/271 + |m| + 1\/271’ + |m| +1 N plm| |m| N
Ot 2 Z Ay R2n+|m|( )Rzn +\m\(Pk ) =
k=1

Smmr20/20 + |m| + 14/20' + [m| + 1 f Ry (VRS (0)pdp = GG

Theorem 2.4.2 (Pap, Schipp [121]). For all f € C(D),

Jim L i = fo K L  FlprD)pdpdo,

Proof. This theorem is a consequence of the Banach-Steinhaus theorem. Let us de-
note by C(D) the set of continuous functions on the closure of the unit disc and introduce
the bounded linear functionals Ax(f) = { fdvy, A(f) = %S So ®) pdpde. We will
check that all conditions of the Banach-Steinhaus theorem are satlsﬁed for the functionals
Ay : C(D) —» C and A : C(D) — C. Let us denote by Z the set of all Zernike circle
polynomials. It can be proved that Z is a dense subset of C'(D) on the base of Stone-
Weierstrass theorem, because of the points of C'(D) are separated by the functions in Z.
Namely, if (p,¢) # (¢, ¢'), p, 0" € [0,1], ¢, &' € [0,2¢], then Zj(p,¢) # Z5(p',¢'). As we
have mentioned in introduction, the product of two Zernike functions can be expressed
as a finite linear combination of Zernike functions. From [Szegd [162] pp. 48 (3.4.5)] it
follows that Ay is a bounded linear operator, namely

sl = 2300 s -

From the orthonormality property it follows that for all z = Z* € Z and for all N so that
2n + |m| < 2N — 1 we have Ay(z) — A(z) = 0, consequently limy_,o [An(2) — A(z)| =
0,z € Z. Applying the Banach-Stainhaus theorem we get that

—1<oo.

[An(f) — A(f)] — 0, forall feC(D),N — .
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In fact this theorem means that the limit of the (0, 0)—th discrete Zernike coefficient is
equal by the (0,0)—th continuous Zernike coefficient. In an analogous way can be proved
that in general the discrete Zernike coefficients of the function f from C(D) tend to the
corresponding continuous Zernike coefficients. Based on this theoretical results it can be
given a very efficient approximation algorithm for the Zernike moments, which has not
only good convergence properties, but in some cases gives the exact values of them.

2.4.4 Zernike moments, applications

The purpose of a cornea topographic examination is to determine and display the
shape and the optical power of the living cornea. Due to the high refractive power of the
human cornea, the knowledge of its detailed topography is of great diagnostic importance.
The corneal surface can be modeled as a surface over the unit disk and can be described
by a two variable function g(z,y). The application of the polar transform to variables x
and y results in x = pcos ¢, y = pcos ¢, where p € [0, 1] and ¢ € [0, 2¢] are the radial and
azimuthal variables over the unit disc. Using the polar coordinates for the description of
the corneal surface we have the function G(p, ¢) = g(p cos ¢, pcos ¢). Nowadays, the oph-
thalmologists are quite familiar with the ”smoothly waving” Zernike-surfaces. They use
these surfaces to characterize various symmetries and aberrations of an optical system:
those of human eyes. In case of corneal topography, the symmetries and the aberra-
tions of the corneal surfaces are examined with and computationally reconstructed by
corneal topographer devices. In case of wavefront analysis, the optical features of the
eye-ball is measured with a Shack-Hartmann wavefront-sensor. These characterizations
are given partly in the form of Zernike coefficients. As the optical aberrations may cause
serious accuracy problems, and are significant factors to be considered in planning of
sight-correcting operations, wide range of statistical data concerning the eyes of various
groups of people is available concerning the most important Zernike coefficients. This is
the reason why elaboration of measurement patterns are important. Although, Zernike
coefficients were obtained from measurements at discrete corneal points and via discrete
computations, the developers of the corneal measurement devices and shape-evaluation
programs could not rely on the discrete orthogonality before the discrete orthogonality of
Zernike functions was not proved. Not surprisingly, the discrete orthogonality of Zernike
functions was a target of research for some time. The meshes of points ensuring discrete
orthogonality of the Zernike functions presented in the previous subsection where used
to calculate the Zernike-based representations and their precisions for some test surfaces,
including three ”cornea-like” test surfaces, as well. These results were published and
analyzed by Soumelidis, Fazekas, Schipp, Pap in [155, 156, 157]. Experimental results
were reported concerning the precision of the Zernike-based surface representation over
the unit disk. The test surfaces considered herein include centrally positioned and shifted
cones, pyramids, and some cornea-like surfaces. With these spatial points as input points,
discrete Zernike transformation was carried out. The resulting Zernike coefficients were
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then used to geometrically reconstruction of the optically smooth corneal surface. Then,
the error-surfaces were compared to the ones resulting from the Zernike-based reconstruc-
tions of a cornea-like mathematical surface that had been properly fitted to the input
data.

The numerical computations, reconstructions and experiments are based on the ap-
proximation of the continuous Zernike moments of the corneal surface G. This is a
consequence of Theorem 2.4.2, which implies that the continuous moments

f f Zi(p, D)l dpldd’

are the limit of the discrete Zernike moments, computed based on the measurements on
the set X of the discretization defined by (2.30):

Ay = J G, ¢") 25 (0 ¢ )dvn (0’ ).
b'e
If instead of G(p, ¢) we take

TN(p, Qb) = Z AngrT(pv ¢)7

2n+|m|<2N—1

an arbitrary linear combination of Zernike polynomials of degree less than 2NV, then using
the discrete orthogonality and the continuous orthogonality property we obtain that the
coefficients A,,, can be expressed exactly by the discrete Zernike coeffitients:

Apn = = fﬂf Tn(p', &) Z3 (o, &) p'dpldgy,

Ay = f Tn (o, &) 20 )duw (¢, ).
X

This means that we can determine the exact value of the Zernike coefficients (moments)
of Ty if we can measure the values of Ty on the points of the set X. This means that
with the construction of the set X we give an answer to the question where the Placido
ring system is worth situated.

In this case we can reconstruct Ty exactly if we measure its values on the discretization
mash X:

Tu(p, ) = f JTN Zr(d )P AP A 77 (0, &) =

2n+\m\<2N 1
1 27 1 -
ey X mwazeesda
TJo Jo 2n+|m|<2N-1
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and

Tnpd) = Y | Tl T Dol )2, 0) -

2n+|m|<2N -1

LTN<p',<z>’> S 7 92 (o, (9, ).

2n+|m|<2N -1

Navarro and Arines in [114] studied three different aspects of complete modal rep-
resentation with discrete Zernike polynomials, critical sampling in non redundant grids,
including also the greed (2.30) where the discrete orthogonality holds. They concluded
that the type of sampling pattern has decisive influence on the quality of the reconstruc-
tions. For instance, orthogonal discrete ZPs are efficient for wavefront fitting. They
formulated that there are three different problems that one has to face when implement-
ing practical applications (either numerical or experimental): (1) Lack of completeness
of ZPs; (2) Lack of orthogonality of ZPs and (3) Lack of orthogonality of ZP derivatives.
To overcome these limitations, the general standard procedure is to apply a strong over-
sampling (redundancy) and reconstruct the wavefront by standard least squares fit. The
advantage of a strong redundancy is to minimize the reconstruction noise, but it has two
main disadvantages. When one reconstructs fewer modes than measures, then there is a
high probability of having cross coupling and aliasing in the modal wavefront estimation .
They studied these three problems and provide practical solutions, which are tested and
validated through realistic numerical simulations.

In [28] Carnicer and Godes analyzed the interpolation problem arising in critical sam-
pling, that is, using a minimal sample. The interpolant is expressed as a linear combina-
tion of Zernike polynomials, whose coefficients represent relevant optical features of the
wavefront. They studied the propagation of errors of the polynomial values and their
coefficients, obtaining bounds for the Lebesgue constants and condition numbers. They
proposed a node distribution leading to low Lebesgue constants and condition numbers
for degrees up to 20 is proposed. The weights of the quadrature rule can be determined by
imposing exactness for polynomials up to a given degree. The exactness condition leads
to a linear system. Unfortunately, the solutions of the linear system need not be posi-
tive. Only well distributed points in the circle will lead to nonnegative sets of weights.
They concluded that if the nodes have a particular distribution, for example it is the
set of nodes (2.30), proposed by us, it is possible to obtain samples leading to good
approximation properties. If N > (3n + 1)/2, then all polynomials of degree n can be
reconstructed from the corresponding discrete data by a formula based on the discrete
orthogonality of the Zernike polynomials on the given set of nodes and convergence of
the estimates of the coefficients can be ensured if N — oo. They remark that in this
case the number of samples is at least about 18 times the dimension of the space of
polynomials (n + 1)(n + 2)/2. Another choice with about n? points on the unit disk is
r,; = cos(l/n),0,; = ju/(n+1),l =0,...,n,7 = 0,...,n and good approximation proper-
ties has been proposed. Critical sampling, that is, using a minimal number of samples
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#I = (n+ 1)(n + 2)/2, has been recently proposed. A reason for proposing critical sam-
pling is that measuring too many data of a wavefront can be expensive. A critical sample
allows to reduce the least squares problem to a polynomial interpolation problem. If the
solution exists and is unique, it is independent of the choice of the weights. They pose
the polynomial interpolation problem corresponding to critical sampling and analyze the
stability of the solution and the propagation of errors through the introduction of con-
dition numbers and Lebesgue constants. They obtain bounds for the condition of the
Zernike basis and apply these bounds to relate the condition number of the problem of
finding the Zernike coefficients in terms of the data with the Lebesgue constant of the
interpolation problem. They also propose a choice of the nodes leading to low Lebesgue
constants and low condition numbers. The choice of the nodes is given explicitly by a
formula. They compare their results with choices suggested by the previous other au-
thors. They obtained also the Lebesgue constant for the sample (2.30) proposed by us
and weights associated to the discrete orthogonality formula. Finally they compare the
values of the Lebesgue constants for different choices. Oversampling tends to reduce the
Lebesgue constant. However, using too many data may lead to an increasing computa-
tional cost without a significative reduction of the Lebesgue constant. The advantage of
sample (2.30) is that it is associated to a discrete orthogonality formula, giving rise to an
explicit formula for the approximations to the Zernike coefficients.

Shi, Sui, Liu, Peng, and Yang in [146] studied the mathematical construction and per-
turbation analysis of Zernike discrete orthogonal points (2.30). As they formulated the
Zernike polynomials are discrete orthogonal over the constructed set (2.30) mathemati-
cally, which can be used to deal with the engineering problems. But we not analyzed the
locating tolerance of sampling points, since the actual sampling points will not coincide
with the ideal ones exactly in practice. They studied the locating errors by perturbation
analysis, and the requirements of the positioning precision are not very strict. Using
computer simulations they show that this approach provides a very accurate wavefront
reconstruction with the proposed sampling set.

Gray in [85] investigated the field dependence of the aberration functions of rotation-
ally nonsymmetric optical imaging systems. He pointed out that our result published
in [121] refers to complex number form of the Zernike polynomials and a finite set of
complex number on which the Zernike polynomials are orthogonal over a finite set of
discrete points across a unit radius disk. In Appendix III of [85] he provides a derivation
of the discrete orthogonality properties and equations for the real number form of the
Zernike polynomials used in this dissertation. The results were used as part of a Gaussian
quadrature (GQ) method for obtaining the Zernike expansion coefficients of the wavefront
aberration function expansion.

With the our result from [121] it is possible to select a finite number of data points
over the unit radius disk such that all the Zernike functions of order max n or less remain
orthogonal over these discrete data points, provided that the functions data values can be
exactly represented by a sum of Zernike polynomials of order less than or equal to max n
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. The number of data points needed is dependent on the maximum radial order max n of
the Zernike polynomials needed to exactly define the function over the unit radius disk.
One drawback to this result is that the value of max n that exactly defines the function of
interest over the disk is not in general known. With the discrete sampling and finite subset
of the Zernike polynomials, including the next higher order Zernike polynomial will change
all the lower order coefficients. However, the change is of the order of the coefficient of the
next highest order Zernike polynomial included. Then, assuming the function converges
for low values of max n, only a small number of Zernike polynomials need to be considered
for an acceptable approximation of the function expressed as an expansion in low order
Zernike polynomials. Another potential drawback is that the highest order Zernike needed
to accurately represent the function (to expand a given function) may be so large that the
number of data points across the unit disk is too large to be practicable. Additionally,
the higher the value of max n the more concern there is for the numeric accuracy of the
calculated Zernike polynomial values. On the other hand, a significant advantage of our
method from [121] is that there is no data fitting operation involved. The coefficients are
calculated directly from the equations by use of the Gaussian Quadrature (GQ) technique.
Gray in [85], using our result and incorporating an improvement pointed out by Shi, et al.
[146], derived for the real number Zernike form polynomials. Therefore, this derivation, in
terms of real number Zernike polynomials, was necessary in order to obtain the equations
needed for his research.

Kaye, Personen in [96] developed novel MRI tools for visualization of the focal spot
and for adaptive focusing of ultrasound. In this work, it is shown how using Zernike poly-
nomials, actively utilized in optics, can increase the efficiency of MR-ARFI-based adaptive
focusing, making it a more suitable technique for clinical applications. They construct
a simulation of non-iterative adaptive focusing algorithm based on Zernike Polynomials.
Discrete Zernike polynomials were calculated using the Matlab Zernike function (zern-
fun.m) (P. Fricker, MATLAB Central File Exchange, 2005) The novel adaptive algorithm
was sampled at the (z,y), taking in consideration also the discrete sampling (2.31) pro-
posed by us.
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Chapter 3

Hyperbolic wavelet transform,
atomic decomposition and
multiresolution in weighted Bergman
spaces

In this chapter we consider the case m = « + 2, when formula (2.1) defines a repre-
sentation of the Blaschke group on the weighted Bergman space. The properties of the
continuous voice transforms generated by representations (2.1) were studied in [125, 127].
Analyzing the question of discretization of these voice transforms it turned out that dif-
ferent techniques are required. In the first chapter we presented a short summary of the
theory introduced by Feichtinger and Grochenig, the so called unified approach to atomic
decomposition through integrable group representations in Banach spaces. For certain
weighted Bergman spaces, both square integrability and integrability conditions are sat-
isfied . Consequently, it can be applied the Feichtinger-Grochenig theory, and in this way
we can be obtained new atomic decomposition results is certain weighted Bergman spaces
(see Pap [127]). In the unweighted case and also in some weighted Bergman spaces the
Feichtinger-Grochenig theory cannot be applied, because the integrability condition is not
satisfied. In this case it is shown that, analogously to the case of the Hardy spaces, it is
possible to construct a multiresolution and analytic wavelets in weighted Bergman spaces
(see Pap [128, 133]).
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3.1 The representation of the Blaschke group on the
weighted Bergman space A2

In [125], [124] the voice transform induced by a representation of the Blaschke group on
the weighted Bergman spaces was studied. Let us consider the following set of functions

Fu(2) := —W (a=(be)eB,zeD).

For every power a (o = 0), F, induces a unitary representation of Blaschke group on the
space A%2. Namely, let define

Ulf:=[F,1]*"foB,' (aeB,a=0,feA?). (3.1)
The representation (3.1) has the following explicit form
. varay (1= b)) [ .y 2—D ;
(USa f)(z) =€z 1"((1 —BL))QH f <e 1"1 — Bz) (a = (be?)eB).

Let us consider the scalar product in the weighted Bergman space

Gy = ogpa = | SR dAL(:). (32)
D
Theorem 3.1.1 (Pap [125]). For all « = 0, U2(a € B) defined by (3.1) is a unitary
representation of the Blaschke group B on the weighted Bergman space A2,

For a € N in [125] Pap computed the matrix elements of the representation (3.1).
The computations follow the same line as in the case of the Hardy space presented in
the previous chapter. In this case the matrix elements can be expressed using the Jacobi
polynomials (see [125]).

Theorem 3.1.2 (Pap [125]). The representation U, (a € B) is irreducible on the weighted
Bergman space A%, (a=0).

3.2 Properties of the hyperbolic wavelet transform
induced by representation U

It is simpler to take the expression of the representation (3.1) for a=! € B, correspond-
ingly it is easier to study the induced voice transform, the so called hyperbolic wavelet
transform in the weighted Bergman space in a™! € B, (a = (b,e™¥) € B, f,pe A2):

(Val)a™) = (Vpf)(~be,?) = (U agha (3.3)
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Based on Theorem 3.1.1 and Theorem 3.1.2, the irreducibility and unitarity of the
representation, and the the general theory of the voice transform, we obtain the analogue
of the Plancherel formula for the hyperbolic wavelet transform defined by (3.3) and the
invertibility of this transform (see [94, 142]). In what follows we present these results and
we give a class of admissible elements.

Theorem 3.2.1 (Pap [125]). If (A%2)* denotes the set of admissible elements from A2,
then there is a symmetric positive bilinear map B : (A2)* x (A2)* — R such that

(Vo f1, Vo fo] = B(p1, p2){f1, fo)a  (fi, f2 € A2, p1, pa € (A2)%), (3.4)

where

(F.G] = JB F(a)G(a) dm(a)

and dm(a) is the Haar measure of the group B.

In unweighted case (a = 0), Pap, Schipp in [124] gave a direct proof of this result,
from which it turns out that every p form the Bergman space is admissible and the voice
transform induced by U, = U? satisfies

[‘/Plf7 Vp2g] = 47T<p17p2> <f7 g> (f7g7p17p2 € A(Q)(D))

For the unweighted case (« = 0) Pap, Schipp in [124] proved also the following two
admissible criteria:

Theorem 3.2.2 (Pap, Schipp [124]). Every p, = 2" (n € N) is admissible, namely:

J}B V.. pn(@)Pdm(a) < oo.

Theorem 3.2.3 (Pap, Schipp [124]). Every element p € H*(D) is admissible, namely:

| WntPam(a) <.

From the general theory (see [142], [94]) and Theorem 3.2.1 it follows that:

Theorem 3.2.4 (Pap [125]). The voice transform generated by representation U (a € B)
is one to one in A2.

The function V,f is continuous and bounded on B. Theorem 3.2.1 implies that for
a = 0 every element from A? is admissible. Moreover, taking in consideration that the
Blaschke group is unimodular Theorem 3.2.1 implies that for f,g € A% such that g # 0
and B(g, g) = |Cg||*> = 1 the following reproducing formula is valid:

Vof = Vol #Vog, ie Vof(y™) = f Vyf(a~Wg(w oy dm(x).  (35)
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3.3 Construction of orthogonal rational wavelets in
the weighted Bergman spaces

In this section we give an orthogonal rational wavelet system for « > 0,m = a+2 € N,
and we show that the Bergman projection operator can be expressed with this system
and the voice transforms as it was shown in [124, 125]. Let us consider the shift operator

(Sp)(2) = zp(2) (p € A7).
Denote by
['(n+m)
n!l'(m)
(a=(be)eB,meN,m=>2 pecAZ neN)

If we consider as mother wavelet ¢ = 1 € A%, then the corresponding rational wavelets
are :

Pan(2) = (U1 5"0)(2)

oo 2) = [Dln ) [l — p)E (- b>>"7 N

nl'(m) (1 —bz)m 1—bz
Taking into account the unitarity of the representation U, it follows that they form an
orthonormal system in A%, for every a € B.

We observe that if we consider the neutral element of the group a = e = (0,1) € B,
then we reobtain the classical orthonormal basis in A%, namely

On(2) = Pen(z) = %?F—E:nn;)z”, n € N.

Theorem 3.3.1 (Pap [125]). ForallzeD andae B, m = a+2 > 2,a € N the weighted
Bergman projection operator P, : L*(D,dA,) — A% can be represented as

Z pan(z) (aeB).

Consequences.
1. Every f from A2 can be represented as

Z cpan() (aeB, zeD).

2. For every a € B for m = a + 2, @ € N the functions

T +m) [e(1 b))% [e(z=b)\" c €
Qan(z) = WE(m)  (1—bey ( 15, ) , (2€eD, neN)
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form an orthonormal rational basis in AZ2.
3. We can deduce the following characterization of the poles. Let function f € AZ2.
Then f has n-tuple pole at % outside of the unit disc if and only if for a = (b, €) € B,

V. f(@a™") #0, and for all k, k>n, V, f(a™")=0.

3.4 The hyperbolic wavelet transform on the weighted
Bergman spaces and the coorbit theory

We have already mentioned in the introduction that H. G. Feichtinger and K. H.
Grochenig described a unified approach to atomic decomposition through integrable group
representations in Banach spaces generated by the voice transforms of certain groups.
They described a general discretization technique for the voice transforms induced by
irreducible, square integrable and integrable group representations, giving atomic decom-
positions for large families of Banach spaces, the so called coorbit spaces (see papers of
Feichtinger, Grochenig [64, 66, 65, 89]).

Studying the properties of a hyperbolic wavelet transform of the Blaschke group gen-
erated by the representation of this group on the weighted Bergman space, outlined by
the general theory, developed by Feichtinger and Grochenig, we obtain that every func-
tion from the minimal Mobius invariant space will generate an atomic decomposition in
the weighted Bergman spaces. These results were obtained by Pap in [127]. In order to
present these results, first we summarize their technique.

In the unified approach of the atomic decomposition a useful tool is the Q-density,
the V-separated property and the bounded uniform partitions of the unity of the locally
compact group.

Using the hyperbolic metric we can describe the ) density from right, and the sepa-
ration from right in the Blaschke-group. Using this we can give an example of bounded
uniform partitions of the unity from right. In the general theory of atomic decomposition
it is used the Q-density from the left, this is the reason why we will make a small modifi-
cation in the discretizing operator which corresponds to the Q-density from the right in
order to obtain atomic decomposition in the weighted Bergman spaces.

In what follows we will outline how it can be obtained atomic decomposition results
in H', defined by (1.10), following the exposition published in [64] for the case when the
weight function w = 1. Assume that U is an irreducible unitary representation of the
group G on the Hilbert space H which is integrable, i.e., there is a g € H\{0} such that
$c:1Veg(a)|dm(a) < oo, and which is continuous, i.e., U,g is a continuous map of G into H
for all a € GG. For certain spaces Y of functions on G for which the convolution operator
is defined and is continuous for g € A, the coorbit spaces are defined in the following way:

CoY)={feH"™: V,feY}, (3.6)
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and this is independent of the choice of g € A. Place on Co(Y) the norm | f|lcory) =
|V, flly. For example
H = Co(L*(@)), H'=Co(L'(G)).

At the same time it is defined an appropriate sequence space Y, corresponding to Y (for
example if Y = LP(G) then Y; = (P(Z)). Let us consider

S={FeY: F=V,f forsome feCo(Y)}. (3.7)

The convolution operator defined by (3.5), which is the identity on S, can be approx-
imated by a discrete operator, similar to a Riemann sum using the so called bounded
uniform partition of the unity.

Definition 3.4.1. Given a compact set () with non-void interior, a countable family
X = (x;) in G is said to be Q-dense if | Jx;,QQ = G. It is separated, if for some compact
neighborhood V' of the unity we have x;V nxz,V = &, j #i. We say that U = {¢y }en is
a bounded uniform partition of unity of size Q (Q-BUPU) if for an open neighborhood @
of unity in G with compact closure there exist points in x; in G such that

o 0<thi(x) <1,

e supp ¢; < z;Q,

b Zz Yi(r) =1,

o sup, s #{i e N:zex;Q'} <o for any Q' = G compact.

In order to approximate by a discrete sum V f let write the reproducing formula (3.5)
in the form

L V£ (0)Vag(ay)dm(z) = V, (),

which is a convolution operator on G, namely F' = V,f, and F' = F « V,g. Define the
operators T'F = F'«V,g and Ty on Y, associated to a particular bounded uniform partition
of unity W, by

Ty(y) = Z<F7 VinVyg(x;'y). (3.8)

From Lemma 4.3 of [64] it follows that if ' € L'(G) the sequence of coefficients
A = (\)ien, given by \; = (F, ;) belongs to (', more precisely, given a fixed compact
neighborhood @ of unity there exists a constant Cj such that the norms of the linear
operators F' — A are uniformly bounded by Cj for all Q-BUPUs. Conversely, if g € A
and A = (\)ieny € (' then F := >, \V,g(z;'y) € LY(G), the sum being absolutely
convergent in L'(G) and there is a universal constant C such that |F||; < Ci|Afx. As
a consequence, the set of operators {Ty}, where W runs through the family of Q-BUPUs
acts uniformly bounded on L'(G).
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Lemma 4.5 of [64] says that the net {7y} of Q-BUPUs directed according to inclusions
of the neighborhoods @ of unity is norm convergent to T as operators on L'(G). As a
consequence, it can be obtained the following atomic decomposition result for #H*

Theorem 3.4.2. (see [6/]) For any g € A\{0}, normalized by |Cg|* = 1, there exist
a small neighborhood Q) of identity and a constant Cy (both only dependent of g), such
that for any collection of points {x;} = G which is Q-dense and and V -separated and any
bounded uniform partition of unity ¥ associated to {x;} any f € H' can be written as

f :Z)‘i(f)Uxiga with Z|)‘z(f)| < Col fl2er

where the sum is absolutely convergent in H'. The coefficients Ni(f) = (Tg'V,f, )
depend linearly on f.

Thus this gives an atomic decomposition of f € H' with atoms U,,g which can be
viewed as generalizations of the frames to Banach spaces, other than Hilbert spaces. This
result has extension to coorbit spaces (see papers of Fiechtinger, Grochenig [64, 66, 65,
89]).

3.4.1 Bounded uniform partition on Blaschke-group

In what follows we present results published by Pap in [127], where it was shown
that in the Blaschke group there exist right bounded uniform partitions of the unity and
the question of the integrability of the hyperbolic wavelet transform given by (3.3) was
studied. It turned out that the constant function f = 1 and every function from the
minimal Mébius invariant space By (defined by (3.12)) satisfy the integrability condition.
It is shown that in the case of the weighted Bergman spaces, where the weight is generated
by a > 0, the general theory of atomic decomposition can be applied and in this way we
can find new atoms for these spaces.

As we have seen before, in the unified approach of the atomic decomposition the @)
density, the V-separated property and the bounded uniform partitions of the unity are
the basic starting points.

Our aim is to construct a ()-dense and V-separated sequences in the Blaschke group.
As we will see, it is easier to show and see the geometrical interpretation, of the ()-density
from right, i.e., there is a sequence (z;);en in B such that | Qz; = B, and separated from
right (for some compact neighborhood V' of the unity we have Va; n Va, = &, j # i)
and there exist also bounded uniform partitions of the unity.

The @) density from the left is, in general, not the same as the ()-density from right,
if the group is non commutative, as it is the case of the Blaschke group.

Recall that the hyperbolic and pseudo-hyperbolic distance of two points from the unit
disc is given by

1. 1+ p(zw)

Blz,w) = ) logm

Z—w

= |Bluw.)(2)

, p(z,w) = : (3.9)

1—wz
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and the hyperbolic disc or Bergman disc of radius » > 0 and center b is
D(b,r) ={zeD: p(z,b) <r}. (3.10)

Lemma 3.4.3 (Pap [127]). Let consider r > 0 and QQ = Q1 x T, where Q1 = {z € D :
|z| < tanhr}. Then there ezists a sequence x,, = (b,, —1) € B which is Q-dense from the
right, i.e., | JQx, = B and V-separated from right, i.e., Vx, NV, = &, n # m, and
there is also a corresponding right bounded uniform partition of the unity corresponding
to {x,}.

Proof of Lemma 3.4.3. Due to Lemma 2.13 from [93] pp. 39, for every fix r,
0 < r < 4+, and N positive integer there exists a sequence {b,}.en € I such that the
disc is covered by the hyperbolic discs {D(by,,7)}nen, and if m # n then 3(by, by,) = § and
every z € D belongs to at most N hyperbolic discs D(b,,, ). We observe that z € D(b, )
is equivalent with z € {z € D : p(2,b) < tanhr < 1} = B _1)({z € D : |2]| < tanhr}) =
B,-1)(Q1) (see [56] pp. 40). Then for

Qu, ={row,: 2= (be)eQ} ={(Bp,-1)(b), B (-1)) :beQ, e T}
= {D(b,,r)} x T,

from this we obtain that | JQz, = B. If we take V =V} x Twith V; = {z e D : |z| <

tanh 7}, then Vi, NV, = ¢ for m # n. Now we are ready to give an example of right
bounded uniform partition of unity. Due to Lemma 2.28 from [187] pp. 63, there exists
a Borel set Dy, satisfying the following conditions:

o D(b,7) © Dy < D(by, ),
e D,nD, =0,

Then By, —1y({z € D : |2| < tanhj}) © Dy < By, —1({z € D : |2] < tanhr}). Let
consider 1, = xp,x1 the characteristic function of the set Dy x T. Then ¥ = {4 }ien is
a bounded uniform partition of unity from right of size (). Indeed, for all 7 € N,

e supp ¢; < Q;,
o > . Yi(x)=1, zeB.

o sup, .z #{i € N:ze Q'z;} < oo for any ' = B compact.
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We shall consider the set of @-bounded uniform partitions of unity from right (Q-
RBUPUSs) as a net directed by inclusion of the associated neighborhoods, and write ¥ —
o0 if these neighborhoods run trough a neighborhood base of identity. In the general theory
of atomic decomposition it is used the ()-density from the left, this is the reason why in
the next subsection we will make a small modification in the discretizing operator which
corresponds to the ()—density from the right in order to obtain atomic decomposition in
the weighted Bergman spaces.

3.4.2 Integrability of the hyperbolic wavelet transform induced
by representation U

We observe that the hyperbolic wavelet transform given by formula (3.3) can be ex-
pressed by the weighted Bergman projection operator in the following way:

a+2 —

Vof(a™') = {f, Uprgha = €2 P (1= [b]") 3" Pu(f - 9(Ba)), (3.11)
(a=(be")eB, f.ge A7)

First we will study the integrability of the voice transform, i.e., we show that there exists
an element g € A2, g # 0 such that

[ Wastaidmia) < =

Theorem 3.4.4 (Pap [127]). If a > 0, then the representation U, is integrable.

Proof of 3.4.4. Let us consider g = 1 € A%. Using (3.11) we get:

at2 iy e——_——

Vogla™) = €59 (1 [b?) 5 Pa(g - 9(Ba))

_ atzy o\ at2 1 _ atzy g\ at2
= S | e mddae) = - )
Then

. Wastaimi) = [ (0= ) G —mzaa -

Thus we have that
Al={ge A2 Vyge L'(B)} # {0},

From Theorem 3.2.1, (3.5) and the connection with the weighted Bergman projection
it follows that in B(g,g) = C|g|? the value of the constant C'is 4/7/(ca + 1).
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We will show that the integrability condition is also satisfied by every ¢ from the
minimal Mobius invariant space of analytic functions (see [8], [9]), denoted by By, which
contains exactly the analytic functions on the unit disc which admit the representation

= ZAjl b_f Col <1 )Nl < (3.12)
j=0 — 0= =0

It is easy to prove that for 1 < p and —1 < a the space B; is included in AP.

Theorem 3.4.5 (Pap [127]). For a > 0 every g from the minimal Mébius invariant space
of analytic functions satisfies the integrability condition, i.e., the space By is a subset of

AL

Proof of Theorem 3.4.5.
In order to prove this theorem we will use the following result (see [93]). For any
—1 < a < 400 and any real [3, let

(1 —Jwf*)
Ia,ﬁ(z) = o md/mw), z e D.

Then we have the estimates

1, 8 <0,
Ia,ﬁ(z) ~ lOg ﬁ7 B = 07
e £>0

as |z| — 1.
For g € B; we have the following estimate:

a+2

Vagla™)| =

(- [bP)"

< (1o MJ (ZP\ !) —b|a+2d‘4 a(2) =
=(1- )= <Z|>\j|> La,o(D).

J

P.(9-9(B,))

N

When [b] — 17 we have I,,0(b) ~ log ;7. For a >0,

S — = [ =) ol — i =
=10 08 = s A) = = | (1= hos(1 — 1)
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= - [%(1 —y)% log(1 —y) — <2>2 (1- y)%“]l B %'

From this it follows that
| Wagta™)jamia) < -+
B

From now on we choose the parameter function g always from the space B; u {1}, we
also restrict the domain of the definition of the voice transform for a = (b,1) € B. We
show that the voice transform V,f can be defined not only for f belonging to A2 but
under some assumptions on the parameters V, f has sense for f € A, and we will study
some growth properties of the voice transform.

Theorem 3.4.6 (Pap [127]). Let fix the function g from By v {1}. If —1 < a, f < 400,
1<p, (B+1)<(a+1)p, then for every f € A’B’ the voice transform is well defined. If
= (b,1) € B, then

Vof(a™) = Vo f(=b,1) = (1 — [b*)*F Fy(b),
where Fy(b) € A%, and

lim (1 (o) % V£ (0)] =
[b]—1
Proof of Theorem 3.4.6. In the proof we will use the following result (see for
example in [93]): suppose —1 < o, f < +0 and 1 < p < +o. Then P, is a bounded
projection from LP(ID, dAg) onto A} if and only if (8 + 1) < (a + 1)p.
From this result and the connection of the voice transform with the weighted Bergman
projection (3.11), for g = 1 the proof is immediately.
If g € By, then

0
7=0

Z—b a0 e¢]
=Z (), <1 YNl <o
j=0 =0

This implies that
ee}
Z bloa EBb Z|/\|<OO

We show that if f e A}, then f - g(B,) € LP(D,dAz). This follows immediately from the
following inequality:

[f(2)9(Ba(2)I" < [f(2)]° (Z IAijj,l)oa(Z)I) < |f)P (Z WI) :

Jj=1 Jj=1
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From here it follows that if —1 < o, < +00, 1 < p and (5 + 1) < (a + 1)p, then P, is
a bounded projection from LP(ID,dAp) onto A%, which implies that, for every g € B; and
f € A the voice transform

a+2w a+2 —

Vof(a™) = e 2P (1—[b]*) = Pa(f - 9(Ba)),

is well defined. If we consider a = (b, 1) and denote by

Fi(b) = Po(f - g(Ba-1)),
then Fy € AL For all F € A}, if =1 < 8 < +0, p > 0, we have (see [187])

I1FilLa

Fi(b) < ——20s,
(=)

beD, (3.13)

the exponent of (1 — [b]?) is best possible, and it can be obtained the following improved
behavior of F} near the boundary:

lim |Fy(b)|(1 - [B]2)> =o0.

[b]—>1—
This implies that
. B+2_at2
i (1 o) 5 Y 0)] = 0,

For a = 3 and p = 2 it follows that, if f € A2, then

lim [V, £(b)| = 0.

|b]—1—
The next theorem gives information about the simplest Banach space where the

Feichtinger-Grochenig theory can be applied in order to obtain new atomic decompo-
sition results for the set defined by

H' = {fe A’ V,fe L'(B)). (3.14)

Theorem 3.4.7 (Pap [127]). Letge By u{l}, a >0, p=>1 andp > max{g—ﬁ, 4225}.

Then for every f € Ag the voice transform V,f is integrable, i.e., V,f € L'(B).
As an immediate consequence we get that for o« = > 0, p > 2 + % we have that

AP < HL.

Proof of Theorem 3.4.7 We have to show that if the assumptions of the theorem
are satisfied, then

JB]ng(alﬂdm(a) < +o0.
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Using Theorem 3.4.6 and (3.13) we obtain that

‘&H@fm‘Udmhw-f(l—w!) Iy (1)l dA() <

a2 248
<Fm%Lu—wm2 FaA() -

= HFlHAp J (1—r?)"7 2= ordr = HF1HAP 755 < T

2 D

3.4.3 New atomic decomposition results in weighted Bergman
spaces

Now we are ready to apply the general theory of Feichtinger and Gréchenig in order to
obtain atomic decompositions in weighted Bergman spaces. From this result, as a special
case, we reobtain some well known atomic decompositions in the weighted Bergman spaces
obtained by complex techniques, but also we get new atomic decompositions for these
spaces. As we have mentioned earlier in the Blaschke group, it is easier to give Q-RBUPU,
it is more convenient to compute the voice transform given by (3.3) in a=! € B. Taking
into account that the Blaschke group is unimodular, the reproducing formula (3.5), can
be written as follows

Vof(y) = ij< YWog(z oy dm(x), fge A g#0, [Cgl=1.  (3.15)

From Theorem 3.4.7 fora = 5 >0, p > 2 + % , g € By U {1} we have the inclusion
AP < H', where H' = {f € A2 : V,f € L'(B)}, and ||z = VoSl < OQHFlHAg. Let
denote F'(y~') = V,f(y™), Gly™') = V,g(y 1), then the reproducing formula (3.15) is a
convolution operator T, TF = F » G. To discretize this for F,G € L*(B) by means of
Q-RBUPU we will use the modified version of the operator (3.8) given by

TyF Z<F UL, G(y™"), F,GeL'(B), (3.16)

which is composed of a coefficients mapping F' — (\;)en with

5 = (B = | Fl)(w)dmly)
B
and a convolution operator
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Our aim is to approximate the convolution operator TF' = F'x G by the modified operator
(3.16). Analogous to Lemma 4.3 from [64] it can be proved that:

i) For F' € L'(B) the sequence of coefficients (\;);en given by \; = (F, ;) belongs to
¢, and the norms of the linear operators F' — ();)ien are uniformly bounded.

ii) Given G € L'(B) , (Aj)ien € €' and any family X = (z;)sy in the group one has

Fly™) = 2 ML Gy e L'(B),

the sum being absolutely convergent in L!(B), and there is a universal constant C; such
that [ F[y < C1[[(A)ien]1-

There is valid also the analogue of Lemma 4.5 from [64], the only differences in the
proof arise because of (-RBUPU.

Lemma 3.4.8 (Pap [127]). The net set {Ty} of Q-RBUPU, directed according to inclu-
sions of the neighborhoods @ to {e = (0,1)}, is norm convergent as operators on L'(B):
limy o |||Ty — T|||1 = 0.

Proof. The proof follows the steps of the proof of Lemma 4.5 from [64], the only
difference occurs when we decompose the integral over the group using the R-BUPUs.
For a given F € L'(B) we can give the following estimate:

N

ITF —TyF|, = H (Z(F% —(F, %‘>5x;1) * G)

1

<
1

<
7

<y fQ Pl (LG — LGy <

' JQ Py WLy G — LGy

PRI

<sup [(Lu1 G = G) 1 D F] ) < wo(G)Co| 1,

where wo(G) = sup,eq [|(Ly1G — G)[1. Since Q = @y x T is invariant under the inverse
operationi.e., u € Q if and only if u™" € @, we have that wq(G) = sup,cq [(L,1G—G)| =
SuP,eq |(LuG — G)|1 is the modulus of continuity of G with respect to [.|;. Thus from
G € L'(B) we have that

1Tw = Tl[y < Cowe(G) =0 for Q@ — {e}.

72



dc_1842 20

Now, taking in consideration that

‘/‘Q(Ugflf) = La—l‘/gf7

from Lemma 3.4.8 we get in analogous way as in [64] the Theorem 4.7 that Ty has an
inverse and we get the following atomic decomposition result:

Theorem 3.4.9 (Pap [127]). For any ge A', g # 0 and |Cg| = 1 there exist a neigh-
borhood Q) of the identity and a constant Cy > 0, both depending only on g such that for
every Q-dense family (z;)ien from right of the Blaschke group any f € H' can be written
as

Z)\ Sag)(z)  with DA< Gl flh, (3.17)

the series z's absolutely convergent in H'. The coefficients depend linearly on f, namely

A= 5o Ty (Vo (y™))Wily)dA(y).

Thus this gives an atomic decomposition of f € #' with atoms U ,g, g € A'. For

example one good choice is g € By U {1} = A'. From Theorem 3.4.7 it follows that for
p>2+ % we have A? < H!, consequently the previous atomic decomposition is true also
for AP under the mentioned restrictions to the parameters.

The @Q-density from right of the set {z; = (b;, —1)}ieny in the language of the complex
analysis is equivalent to the e-net property of {b;};en, with € = tanhr (see [93] pp. 172).

From Lemma 8 ([56] pp. 188) for the lower density of the set {b;} we have
(1 — tanhr)?
2tanh®r

Df({bi}) =

Using Theorem 5.23 from [93] pp. 161, we have that a separated sequence {b;} is a
sampling sequence for A? if and only if

a+1

D=({b:}) >

Let choose r so small that

(1 — tanhr)? _atl
2 tanh?r D

Y

then {b;} is a sampling sequence for A?.
Then for the special case ¢ = 1 we obtain the following atomic decomposition: if
feAr, a>0andp>2+ 2,

b a+2
f = YADUT = YA #L;w (3.18)
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holds, which is very similar to the atomic decompositions obtained with complex analysis
techniques (see [187], pp. 69). The difference is that in our case we have ¢! information
about the coefficients instead of 7 information and the convergence is in #! norm instead
of AP. Using the classical techniques of the complex analysis in the atomic decomposition
of a function f € A}, the atoms are of form (see [187], pp. 69)

(1= Jai )"
-z

Applying the Feichtinger — Grochenig theory we obtain more general atoms for the
weighted Bergman spaces, for example every function g € By generates an atomic decom-
position for f e AP with atoms of the form

U;X__Lg.

3.5 Multiresolution in weighted Bergman spaces

In the previous subsection we presented atomic decomposition results in weighted
Bergman spaces. It turned out that in the proofs of the results it was essential the
integrability of the hyperbolic wavelet transform defined by (3.3). Consequently, these
results are valid only for some weighted Bergman spaces. But what does happen when
the integrability condition is not satisfied?

For example the unweighted case a = 0, in the Bergman space, the integrability
condition of the representation is not satisfied. Consequently, in this case the presented
atomic decomposition results are not valid. In [128] Pap showed that, it is possible to
construct a multiresolution analysis, using localized Bergman kernels in special sampling
points. Later in [133] the result was extended for weighted Bergman spaces. In this
subsection we present these discretization results. Pap showed that, as in the case of the
Hardy spaces presented in the second chapter, an analogue of MRA decomposition can
be constructed also in the weighted Bergman spaces.

Based on the MRA constructions in the Hardy and weighted Bergman spaces (see
[126, 128, 133]) Nowak and Pap in [116] summarized the main idea of these constructions,
describing a new method of construction of analytic wavelets which is applied in both of
Hardy and weighted Bergman spaces. This method should be applied in the more general
setting of reproducing kernel Hilbert spaces.

Although the main idea is similar to the case of the Hardy space, the construction of
the MRA in the weighted Bergman space is more complicated than in the Hardy space.
The first step is the construction of a new example of sampling set for the weighted
Bergman space, which is related to the Blaschke group operation. This step is difficult in
general. If once we have this, then the construction of the multiresolution levels are similar
to the case of Hardy space. The next difficulty is to describe the orthogonal wavelets on
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the resolution levels, because in the case of the weighted Bergman space, they cannot be
given explicitly in closed form. But we can give an algorithm to generate them, and using
this we can prove that the projection to the resolution levels has similar interpolation
properties like in the case of Hardy space. This projection operator gives opportunity of
practical realization of the hyperbolic wavelet representation of a function belonging to
the weighted Bergman space, if we can measure the values of the function on a given set of
points inside the unit disc. We also studied the convergence properties of the hyperbolic
wavelet representation.

In the construction of the MRA in weighted Bergman spaces we use frames obtained by
localization of the weighted Bergman kernel. The localization is made in a set of sampling
points connected to the Blaschke group. In this way we obtain so called hyperbolic wavelet
frames. Recently, tight affine wavelet frames derived by the multiresolution analysis
are used to open a few new areas of applications of frames. The application of tight
wavelet frames in image restorations is one of them that includes image inpainting, image
denoising, image deblurring and blind deburring, and image decompositions [10, 47, 158].
An up to date monograph in this domain is [104], where are collected the most important
one- and multivariate results connected to affine wavelet frames (framelets) and the related
MRA-s and their applications. In the recovery of missing data from incomplete and/or
damaged and noisy samples, application of wavelet methods based on frames is more
advanced due to the redundancy of frame systems. In the context of the introduced
hyperbolic wavelet frames it would be interesting to study similar properties.

The plan of this section is as follows. We introduce a discrete subset of the Blaschke
group, which is a sampling set for the weighted Bergman space. Using this special sam-
pling set, we consider hyperbolic wavelet frames and we construct an analogue of MRA
decomposition in the weighted Bergman space. First the different resolution spaces will
be defined using the introduced non-orthogonal hyperbolic wavelet frames. Applying the
Gram-Schmidt orthogonalization we consider the rational orthogonal basis on the n-th
multiresolution level V,,. This system is the analogue of the Malmquist-Takenaka system
in the Hardy spaces, possesses similar properties and is connected to the contractive zero
divisors of a finite set in Bergman space. We prove that the projection operator P, f(z) on
the resolution level V}, is convergent to f in A2 norm, and is also interpolation operator on
the set the | J,_, A, where Ay, is defined by (3.23) with minimal norm and P, f(z) — f(z)
uniformly on every compact subset of the unit disc.

Compared with the classical affine multiresolution, according to the obtained results,
we can conclude the following advantages of the constructed hyperbolic multiresolution
in AP.

1. The levels of the multiresolution are finite dimensional, which makes easier to find
a basis on every level, but at the same time the density condition remains valid.

2. We can compute the wavelet coefficients exactly measuring the values of the function
[ at the points of the set A = | J;~, A = D defined by (3.23). We can write exactly the
projection operator (P, f, n € N) on the n-th resolution level.
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3. At the same time P, f(z) is the best approximate interpolation operator on the set
the | J,_, Ay inside the unit circle for the analytic continuation of f.

3.5.1 Special discrete subsets in B and their sampling property

Let us start with the definition of the main concepts. For 0 < p < o0, a sequence of
points I' = {z; : k € N} in the unit disc is sampling sequence for A? | if there exist positive
constants A and B such that

Al < D 1F P = |2 < BIIfIF,  f e AL
k=1

For p = 2, this inequality can be expressed in an equivalent form, using the localized
weighted Bergman kernels in z;. If

(1= =)™

or(2) = K(z,21) /| K (2, 21) | = A=z

is the localized and normalized weighted Bergmen kernel, then the previous inequality is
equivalent with the following

ANFIP < DK el < BIIFIP,  fe A%
k=1

However, this last inequality shows that, {¢x(2), k € N} will constitute a frame for A2 if
and only if I' = {z; : k € N} is a sampling set for A%2. The Bergman spaces A? do have
sampling sequences, but their construction is a difficult task. Some explicit examples are
due to Seip, Duren, Schuster, Horowitz, Luecking (see for ex in [56]). An AP sampling
sequence is never an AP zero-set, consequently a sampling set is a set of uniqueness (the
values of the function in the sampling set determine uniquely the function). A total
characterization of sampling sequences can be given with the uniformly discrete property
and upper and lower Seip density of the set (see [56]). But the computation of the upper
and lower density of a set is, in general, difficult. Duren, Schuster and Vukotic in [57]
gave sufficient conditions based on the pseudo-hyperbolic metric which can be applied
in the construction of the sampling sets without computing the Seip density. Using this
sufficient condition it is easier to verify, if a set of points from the unit disc is sampling set.
We remind that he pseudo-hyperbolic metric in the unit disc is defined by the formula

(y,z € D).

_ 1Y

A sequence of points I' = {z;} in the unit disc is uniformly discrete (separated), if

oI = }I;£p(2j,zk) =0 > 0.
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For 0 < € < 1, a sequence of points I' = {z; : k € N} in the unit disc is said to be e-net, if
each point z € D has the property p(z, z;) < € for some z;, in I'. An equivalent statement
is, that D = | J,—, A(2x, €), where A(z, €) denotes a pseudo-hyperbolic disc.

In [57] it is shown that, if I' is e-net, then its lower density satisfies the following
inequality
(1—e¢)?

2¢z
If I is separated (uniformly discrete), and D~ (') > (o + 1)/p, then is a sampling set for
AP (Theorem 5.23 of [93]). We will use this last sufficient condition in order to construct
a sampling sequence in AP.

Question: Is it possible to find a discrete subset {axy = (zxe, 1) € B} of the Blaschke
group, a function gy € A%, and to generate an adapted version of the multiresolution in
the weighted Bergman space A? using the images of this single function {U, o oo} trough
the representation?

In order to answer the formulated question first we construct a sampling set in the
weighted Bergman space A2(ID), which is a discrete subset of the Blaschke group. Let us
consider the following one parameter subgroups of the Blaschke group:

D-(I) >

By :={(r,1):re(—=1,1)}, By :={(0,¢):ece T} (3.19)
These subgroups generate B, i.e.,
a=(0,e)0(0,€1)0(r,1)0(0,€) (a= (re;,e0) €B, re0,1),e1,e0€T).

The subgroup B, is the analogue of the group of dilation, By is the analogue of the
group of translation (see Schipp [139]).
The group operation (r,1) = (r1,1) o (re,1) in By can be expressed using the tangent
hyperbolic and its inverse (ath) in the following way
1+ 7o

r= = th(ath r1 + ath r5) (r,79 € (—=1,1)). (3.20)

N ]_+’I“17”2

Let denote r = tha,r; = thay, © = 1,2. Then from
(ri,1) o (r9,1) = (thay, 1) o (thas, 1) = (th (ag + as), 1),

it follows that (By, o) is isomorphic to (R, +). It is known that (Z, +) is a subgroup of
(R, +), hence By = {(thk,1), ke Z} is an one parameter subgroup of (B, o) (see [154]).
Let a > 1, and let us consider the following subset of (B, o):

a’ —a

k k
Bs = {(Tku 1) RS m7 ke Z}~ (3.21)

7



dc_1842 20

It can be proved that (B3, o) is a discrete subgroup of (B, o), where we have the following
composition rule: (ry, 1)o(rp, 1) = (rg4n, 1). The pseudo-hyperbolic distance of the points
r%, Tn has the property:

| | ak_a—k‘ a®—q~ "
Tk —Tn a*¥a=F T anyam
P\Tk,Tp) = — = — — = |Tk—n]|-
e T ] T |

This property implies that the sequence (1, k € N) forms an equidistant division of the
interval [0, 1) in the pseudo-hyperbolic metric.

Let N(a,k),k = 1, N(a,0) := 1, be an increasing sequence of natural numbers. Let
us consider the following set of points zgg := 0,

274

A={zgpy=me'~, £=0,1,...N(a, k) -1, k=0,1,2,...}. (3.22)
For a fixed k € N, let
A = {20 = mee 58 00,1, ..., N(a, k) — 1} }. (3.23)

be the set of uniformly distributed points on the circle with radius r,. This set of points
will generate the level k£ of the multiresolution.

The question is how to choose a and N = N(a, k) such that A to be a sampling set
in the weighted Bergman space AP (D). The question was answered by Pap first for the
unweighted case, for o = 0 in [128], then extended in general in [133]. It was proved that
for a convenient choice of a and N (a, k) one has

1. A is uniformly discrete,

2. A is an e-net set for some 0 < € < 1.

Theorem 3.5.1 (Pap [133]). Let a > 1 and let (N(a,k) = a**b,k > 1). Choose 0 <
b < oo such that N(a,k) € N, and consider the set of points A defined by (3.22). Let us

denote by K =1 + W + %W? If

«/1—1/K<;

2(a+1)
1+ =

then A is a sampling set for AP.

Proof of Theorem 3.5.1.

In [128] Pap proved that, if there exists b = limy,_,, N(a, k)a=2*, and if (N (a, k)a=2* k >
1) is increasing sequence and b is finite, then A is uniformly discrete and the separation
constant satisfies

. 1
5 2 mln{rl,ﬁ} .
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In [128] it was also proved, that if (N(a,k)a=2*,k > 1) is decreasing and 0 < b < o0,
2

then the set A is €p-net, where ¢y = 4/1 — 1/K, with K :=1+ W + prﬂ?.
Indeed, for given z = re? € D we take k and j € {0,1,--- N(a, k) — 1} such that

. or(it1 .
rk <r < rk+1, 6 c |: 27T] 7T(]+ )>’ ek’] — QL Then

N(a,k)’ N(a,k) N(a,k)
1 (L =rr)? + drry sin? —9729’”' 14 (r —14)% + 4rry, sin® —9729’”'
=G 2) G—1-7) G— =)

7T2
(7“ _ Tk)2 + 47’rkm .y (a o a—1)2 N <a2k:+2 _ a—2k—2)(a2k _ a—2k,’> 2
(1—72)(1—1r?) 4 4 N2(a, k)
If (N(a,k)a=2,k = 1) is decreasing and b = limy_,, N(a, k)a=2* € (0,00), then the last
term in the previous inequality is upper bounded by

1+

(a—a™')? o ,
Ki=14+—"+—7".
+ 1 + 4b27r
Then for ¢g = 4/1 — 1/K, we have p(z, z;) < €o.

If N(a,k)a=2* = b, for k> 1, and 0 < b < o0, then A is in the same time uniformly
discrete and ep-net. In [57] it is shown that if A is ep-net, then the lower density of the

set satisfies
(1 — 60)2

22
If A is separated (is a uniformly discrete) and D~ (A) > (a + 1)/p then it is a sampling

set for AP (see Theorem 5.23 of [93]).
Using this results we get that if

€0=/\/1—1/K<;

D (A) =

then . )
P Ly
2¢;
which implies that A is a sampling set for A2.
Remarks

1. As it was showed in [128], for @ = 0, from this theorem we obtain that if A is a
sampling set for the Bergman space AP, then

(a—a1)? < 2p,

therefore @ must be in the interval (1, */%JFT V221)  Then we can always choose N = N(a, k)
big enough, such that the sampling condition to be satisfied.
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2. From the point of view of computations and to have on every circle the less possible
points, for p = 2, = 0 a convenient choice is a = 2, and N (2, k) = 2%+ for k > 1 with
B a fixed integer. Then b = 27, and the smallest value for 3 for which the sampling
condition is satisfied is 3 = 3. Also, on the k-th circle we will have N;(2,k) = 22++3
equidistant points corresponding to the roots of order 223 of the unity. If @ = /2, then
for sampling we need N;(v/2, k) = 2¥*2 points.

3. For p = 2,a > —1 in order to have A a sampling set for A2 we have to choose a
and the number of the points N(a, k) = a*b on the level k such that

(a—a1)?  a® , 1
— + =1 < .
W T Ve
From now on we will concentrate on this case and using this special sampling set we will
construct multiresolution analysis in the A2.

3.5.2 Multiresolution analysis in the weighted Bergman space
A

For p = 2 using the set (3.22) satisfying the conditions of the Theorem 3.5.1 we
define multiresolution in the weighted Bergman space. To show the analogy with the
affine wavelet multiresolution, we first represent the levels V,, by non-orthogonal frames
associated to the set (3.22), then we construct an orthonormal bases on the V,,. We give
also an orthogonal basis in W,, which is orthogonal to V,,. We will show that the analogue
of the Malmquist-Takenaka systems for weighted Bergman space will span the resolution
spaces, and the density property will be fulfilled, i.e., | J;_; Vi = A% in norm.

We show that the projection P,f on the n-th resolution level is an interpolation
operator in the unit disc until the n-th level, which converges in A2 norm to f.

Let us consider a > 1, denote by r; = Z’,:;—Z::, k € N, and the concentric circles with
radius 7. On the circle with radius ry let us consider Ny, = N(a, k) equidistantly situated
points zpy = rkei%, such that N(a, k) = a®*b € N satisfies

NG 1

— <4 .

b? Va+1
If these conditions are satisfied then, due to Theorem 3.5.1 the set A given by (3.22) is
a sampling set for A2. This implies that the set of normalized and localized weighted
Bergman kernels in these points

0O<b<ow, (a—a)?+m

(L)
@kﬁ(z)zma 9000:1>k:0717"'7620717""]\[(&7}6’)_1
— <k
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will constitute a frame system for A%. This frame system can be derived from a single
function using the representation and the discrete subset A of the Blaschke group in the
following way:

wre(2) = (Ulypn)-100)(2)-

Due to this observation, we can consider them as an analogue of affine wavelet frames,
and we call them hyperbolic wavelet frames.

From the frame theory (see for example in [90]), it follows that every function f from
A? can be represented as

f(2) =) crepn(2)

(k,0)

for some {cpe} € ¢, with the series converging in A2 norm. The determination of the
coefficients is related to the construction of the inverse frame operator (see [90]), which is
not an easy task in general. In [128, 133] Pap constructed a new approximation process
for f € A%, and gave an exactly defined algorithmic scheme for the determination of the
coefficients.

Let us consider the function pgy = 1 and let define Vy := {cpgo, ¢ € C}. Let us
consider the non-orthogonal hyperbolic wavelets at the first level

— (U _ =D o N -1

p1e(z) = ( (zu,l)—ﬂﬂoo)(z) = W, =0,1,---,N(a,1) - 1.

They can be obtained from ¢qy using the analogue of translation operator which in the
unit disc is a multiplication by a unimodular complex number, and from g using first
the representation operator Uy, 1y-1 followed by the translation operator

27mil 2mil

p1e(z) = pro(ze” ¥@) = (UG, 1y-1p00) (26 VD).

In order to define the levels of the muliresolution let us define the first resolution level as
follows:

1 N(ak)—1
V13={fiD—’C> f(z)=Z Z CrePke; Ckéec}'
k=0  £=0

Let us consider the nonorthogonal wavelets on the n-th level

a+2

ont2) = (U0 (2) = el

me, EZO,]_,...,N(G,,TL)—]., (324)

which can be obtained from ¢, using the translation operator, and from ¢y, using the
representation U (CEM_I Do(r,1))~17 and the translations

_ i 2ml

Pre(2) = U, 1pors 1)-1P00) (267 @),
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Let us define the n-th resolution level by

n N(a,k)—1
V, = {f D> C, f(z2) = Z Z Crepres Cre € C } . (3.25)
k=0  £=0

The closed subset V,, is spanned by
{ore, £ =0,1,....N(a,k) =1, k=0,...,n}.

Continuing this procedure we obtain a sequence of closed, nested subspaces of A2 for
z e D,
VocVicVyc ... V, ... A%

Due to Theorem 3.5.1 the normalized kernels
{or(2), k=0,1,---  £=0,1,---N(a, k) — 1}

form a frame system for A%. This implies, that this is a complete and closed set in norm,
consequently the density property is satisfied, i.e.,

V. =42

neN

From now on, for simplicity, we consider a = 2 and N (2, k) = 2%b,b € N satisfies the
following conditions:

22 1
O<b<ow, (2-2"Y04+712 <4——0.
( J A b? va+1
For a = 0 a good choice is N(2,k) = 2%%3. In general on the circle k-th we will have
N(2,k) = 2%b points.
We show that, if f € V,,, then U(@‘;hl),lf € V,4+1. This is the analogue of the dilation.
For this it is sufficient to show that, for £ = 0,1,..,n, £ =0,1,...,2%b — 1, we have

_ s 2nL

U(o;’hl)*l(@kf)(z) = U(O;l,l)*l[(U(?ﬂk,l)fl@oo)](ze ’221%)) _

- 274l

= [(U(?“kﬂ,l)*lﬁooo)] (ze” 2E400 ) = @py1p € Vi,
for ¢ = 40 € {0,1, ..., 220:+Dp — 1},
Summarizing we have constructed a sequence of subspaces (V;, j € N) of A2 with
following properties:
1. (nested) V; < Vj,1 < A2,
2. (density) UV; = A2,
3. (analog of dilatation) Ug. 1,-1(Vj) < Vi,
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4. (basis) There exist {pge, k = 0,1,..,n, £=0,1,...,22%b— 1} (orthonormal or frame)
bases in Vj.

This is the adapted definition of the multiresolution analysis in the weighted Bergman
spaces. These four properties are required for (V;, j € N) to form a hyperbolic wavelet
multiresolution analysis (MRA) in the weighted Bergman spaces.

Because A is a sampling set, it follows that it is a set of uniqueness for A%. This means,
that every function f € A2 is uniquely determined by the values { f(2x¢), 21 € A}. In [186]
Zhu described in general, how can be recaptured a function from a Hilbert space, when
the values of the function on a set of uniqueness are known, and developed in details this
process in the Hardy space. At the beginning we will follow the steps of the recapturation
process, and we will combine this with the multiresolutin analysis. The elements of the
set A are different numbers, which implies that the localized weighted Bergman kernels

1
{W, g = O,l,,N(Z,k) — 1, k = O,l,...,n.}

are linearly independent, and constitute a non-orthogonal basis in V.

Using Gram-Schmidt orthogonalization process they can be orthogonalized. Denote
by e the resulting functions. They form a system, which can be viewed as the ana-
logue of the Malmquist—Takenaka system in the Hardy space. These functions can be
obtained using the following two methods. The first method arises from the orthogo-
nalization procedure. To describe this, let reindex the points of the set A as follows:

a1 = 200,02 = 210,a3 = 211, """ ,AN(2,1)+1 = RIN(2,1)=15" " " sam = 2k """ k=0,1,....0 =
0,1,...,N(2,k) — 1, and denote by K,(z,zx) = W = K(z,a,). The resulted
orthonormal system is
Ka('zaal)
Poo(2) = ¢(ay, z) = ma

Pre(2) = P(ar, az, ..., am, z) =

(K(.,an), dlar,as, ...;a;,.))
|p(ay, ag, ..., a;, .)||? '

m—1
= K(z,am,) — Z o(ay, ag, ..., a;, 2)
i=1

Thus the normalized functions

_ Ore(2)
{wld(/z) - HgkaH )

become an orthonormal system. Applying similar construction in Hardy space, with the
Cauchy kernel as reproducing kernel, the result of the orthogonalization process can be
written in closed form using the Blaschke products, and in this way we get the Malmquist-
Takenaka system. Unfortunately, in our situation the result of the orthogonalization
cannot be written in closed form, and the properties of the system cannot be seen from
the previous construction.

k:1,2,---,€=0,1,---,N(Z,k)—l}
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Another approach for the construction is given by Zhu in [186]. He proved that, the
result of the Gram-Schmidt process is connected to some reproducing kernels, and the
contractive zero divisors. Let denote A,, = {aj,as, - a,} a set of distinct points in the
unit disc. Let Hy,, be the subspace of A2 consisting of all functions in A2 which vanish
on A,,. Hy, is a closed subspace of A% and denote by K4, the reproducing kernel of
H, . These reproducing kernels satisfies the recursion formula

KAm (27 aerl)KAm (aerla U))
KAm (am+17 am+1>
1

(1 _ @2)2+a'

The result of the Gram-Schmidt process gives the orthonormal hyperbolic wavelet system
in the weighted Bergman space and can be expressed as

K4

(z,w) = Ka,,(z,w) - m =0, (3.26)

m+1

Ka, = Kqo(z,w) =

K(zaal) KA1<Z>a2) KAm—1(ZaGM)
\/K(Gh%)’ \/KAl(a2,a2)7 \/KAm_l(a'maam)’

One element of the constructed orthonormal system corresponding to zx; = a,, and de-
noted by

(3.27)

_ KAmfl (Z’ am)
\/KAmfl (am7 am) 7

Vre(2) (3.28)

is the solution of the problem

sup{Ref(am) : f € HAm717 HfH < 1}'

These extremal functions in the context of the Bergman spaces have been studied by
Hedenmalm [92]. The main result in [92] is that the function

KAmfl (Z7 a'm)
\/KAm,l (amu am)

is a contractive divisor on the Bergman space, vanishes on A,, 1, and if A is not a zero
set for A2, as is in our case, the functions converge to 0 as m — co. In Hardy space the
partial products of a Blaschke product corresponding to a nonzero set own all these nice
properties.

From the Gram-Schmidt orthogonalization process it follows, that

Vo = span{tpge, £ =0,1,....,N(2,k)—1, k=0,--- ,n}.
The wavelet space W,, is the orthogonal complement of V,, in V,,;1. We will prove that

W, = span{t,i10, £ =0,1,....,N(2,n+ 1) —1}. (3.29)
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Indeed if f € V,,, one has f(z) = >,_, Zévz(g’k)_l crepre © A2, then using that ¢y is a
localized property reproducing kernel and

Ka,, (260, Gms1)

=0
\/KAm(amHa Um+1)

¢n+1e(2k4) =

(because K, is the reproducing kernel of H,  consisting of all functions in A% which
vanish on A,,). We obtain that

n N(2,k)—1
Wnsin Y=, D, cutltnrry, Pre) =
k=0 =0

’k_

Z Z (1 =125 Ppire(ze) =0, j=0,1,..,N(2,n+1) — 1.

We have proved that for f eV,
<f7 Q/)n-i-lj> =0

which is equivalent with
@anjJ_Vn, (]:0,1,,N(2,n+1>—1)

From
Vn+1 = Vn@span{(pn+l,j7 j = 07 17 7N<27n + 1) - 1}
it follows that, W), is an N(2,n + 1) dimensional space and

W, = span{ty1e, €=0,1,...,N(2,n+1)—1}.

3.5.3 The projection operator corresponding to the n-th resolu-
tion level

Let us consider the orthogonal projection operator of an arbitrary function f € A2 on
the multiresolution level V,, defined by (3.25), given by

n N(2n)—
Z Z <f, Vre)Pre(2). (3.30)

This operator is called the projection of f at nth scale or resolution level.
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Theorem 3.5.2 (Pap [133]). For any f € A2 the projection operator P,f is at the same
time an interpolation operator in the points

2 = rkeiN%g»Zk’), ((=0,...N(2,k)—1, k=0,...,n).
For any f € A2 the projection operator P, f is norm convergent in A% to f i.e.,

and uniformly convergent inside the unit disc on every compact subset.

Proof of Theorem 3.5.2. Let us consider N =1+ N(2,1) 4+ -+ N(2,n), and the
corresponding kernel function of the projection operator

n N(2k)-1

Kn(z,8) =), Do tul&)thml(z) =
(=0

k=0 =

N

Z KAm—l (Z,CLm) KAm—l (gvam) _ i KAm—l (Z7am)KAm—1(am7€)
m=1 \/KAmfl (am7 am) \/KAmfl (am7 am) KAm_l (am> am)

From the recursion relation (3.26) it follows that

m=1

N

KN(Z7€> = Z (KA'm—l(Z7€) - KAm(Zvé)> = K(Zvé) - KAN(Z7€)' (331)

m=1

From this relation and K4, (zxs, &) = 0 for 2y, (¢ =0,...., N(2,k)—1, k=0,...,n) it fol-
lows that the values of the kernel-function Ky (z, £) in these points zx (¢ = 0,...., N(2,k)—
1, k=0,...,n) are equal to the localized weighted Bergman kernels

1
Kn(zm,8) = ———=5—-
(1 — zge§)*
As a consequence we get that
f(w)

Pof(2re) = JD f(w) Ky (20, w)d Ao (w) = JD i wzkdﬂadf‘la(w) = f(2re)

for ¢ =0,..,N(2,k) =1, k=0,...,n. We obtain that P, f is an interpolation operator
for every f e A2 on the set U}_,Ag.

Because {¢pe, k = 0,---,00, £ = 0,1,..., N(2,k) — 1} is a closed set in the Hilbert
space A2, we have that ||f — P,f| — 0 as n — oo. Since convergence in A2 norm
implies uniform convergence on every compact subset inside the unit disc, we conclude
that P,f(z) — f(z) uniformly on every compact subset of the unit disc. From Theorem
5.3.1 of [134] there exists a unique f, € V;, with minimal norm such that

(2.32) Folze) = f(zee), (0=0,.....N(2,k) =1, k=0,...,n),
fn is uniquely determined by the interpolation conditions and is equal to the orthogonal

projection of f on V,,, thus f,(z) = P, f(2).
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3.5.4 Reconstruction algorithm

In what follows we propose a computational scheme for the best approximant in the
wavelet base {¢gs, £ =0,1,...., N(2,k) —1, k=0,....,n}.
The set of coefficients of the best approximant P, f

{bre = {f,Yge), £=0.1,---  N(2,k)—1 k=0,1,--- ,n} (3.32)

is the (discrete) hyperbolic wavelet transform of the function f € A2. Thus it is important
to have an efficient algorithm for the computation of the coefficients.

The coefficients of the projection operator P, f can be computed, if we know the values
of the functions on [ J;_,Ax. For this reason we express first the function v, using the
bases {ppe ¢ =0,1,---  N(2,k') —1, ¥ =0,--- ,k}, i.e., we write the partial fraction
decomposition of 1y, :

k—1 N(2,k")—

¢u Z Z Crt T —~oam 1 —

Using the orthogonality of the functions {¢pp ¢/ =0,1,--- | N(2,k')—1, k' =0,--- |k}
and the properties of the reproducing kernel we obtain that the coefficients of the pro-
jection operators can be computed exactly if we know the values of the function on the
sampling set, i.e.,

k—1 N(2,k") 1
ke = Z Z e <f 1_ZW 2+a> Zo@<f(§)aw> =

(3.34)

3.33
Zor )2t t Z kil Zz—¢)2ta (1— ﬁé )2ta’ (3.33)

k—1 N(2’kl)_1

l
= Z Z Ck/g/f(zk%/) + Z %f(z;w)
k'=0 ¢'=0 7=0

In [33] Christensen, Grochening, Olafsson derived atomic decomposition and frames for
weighted Bergman spaces of several complex variables on the unit ball. Theorem 1.2. of
this paper is a generalization for n dimensional weighted Bergman spaces of the theorem
obtained by Pap in [127]. They also obtain frame expansions for the n dimensional
Bergman spaces, which is related to the existence of sampling, analogous tho the results
presented in this section for the one dimensional unit disc.
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Chapter 4

Equilibrium conditions for the
Malmquist—Takenaka systems

In Chapter 2 in the construction of analytic wavelets appeared the Malquist -Takenaka
system with a special localization of poles. In this chapter we will present results connected
to these systems in generality. We give an overview of the discretization results connected
to Malmquist-Takenaka systems for the unit disc and upper half plane. We prove that
the discretization nodes on the real line have similar properties like the discretization
nodes on the unit circle: they satisfy some equilibrium conditions and they are stationary
points of some logarithmic potential. The problems whether they are the minimum of
a logarithmic potential was formulated and solved in a special case. These results were
published by Pap and Schipp in [137, 118, 119, 130]. The formulated problem was solved
in generality recently in [79] by Marcell Gadl, Béla Nagy, Zsuzsanna Nagy-Csiha, Szildard
Révész.

4.1 Malmquist—Takenaka systems

The first mention of rational orthonormal systems in the Hardy space of complex
variable functions seems to have occurred in the work of Takenaka and Malmquist [110,
163]. These systems can be viewed as extensions of the trigonometric system on the unit
circle, that corresponds to the special choice when all poles are located at the origin.

This orthonormal system is generated by a sequence a = (ay, as, ...) of complex num-
bers, a, € D of the unit disc D and can be expressed by the Blaschke functions

zZ—a

By(z) := (aeD, zeC, 1 —bz #0).

C1-az

On the unit circle, B, can be written in the form
B,(e) = @ (teR,a =re' e D),
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where

t 1
Ba(t) =T +7s(t —7), s(t) := 2arctan (stan 5) (t €[-m ), s:= . hi T)
—r
and 7, is extended to R by ~,(t + 27) = 27 + v5(t) (t € R). For the detailed description
of the 8 functions see [20].
The Malmquist-Takenaka system (M-T) ®,, = ®% (n € N*) is defined by

3y (z) = Y0P g )2 Vl"a“P 5 =2 (4.1)

)
1—a1z 1—a,z

When all the parameters are equal, i.e., a,, = a, n € N*, we obtain the so called discrete
Laguerre system and particularly, when a,, = 0, n € N* we obtain the trigonometric
system. These functions form an orthonormal system on the unit circle i.e.,

1 27 o
(B, By — —f By (B {eVdt = O (m,m € N¥),
2 Jo
where 0, is the Kronecker symbol. If the sequence a = (a1, as,...) satisfies the non-
Blaschke condition
D= an]) = +oo,

n=1

then the corresponding M-T system is complete in the Hardy space of the unit disc.

In system theory the M-T systems are often used to identify the transfer function
of the system. Fridli, Lécsi and Schipp in [76] used the M-T system in ECG signal
processing. Recently Fridli, Gilian and Schipp in [77] introduced the analogue of the M-T
system which is orthogonal on the unit disc regarding to the area measure. In [75] the
construction of biorthogonal rational systems was studied.

Using the transforms given by (2.20) and (2.21) we can make the transition to the
upper half plane. The system

U, (2) = (TD,)(2) = (TF)(2) = \/LEH%%(C(z)) (32> 0, neN),

which is an analogue of the Malmquist-Takeneka system for the upper half plane, is
orthonormal in L?(R). It is easy to check that for a € D with a* := 1/a,

1— - 1—|af?
Ag 1= C_l(a) =1 - € (C-H Ao = )\aa W SA (42)

ll?

1+a 1+al
and \ .
Bu(2) = ba(=1)222% F(2) = ra(—1) 22— (2€T,). (4.3)
Z — )\a z = >\a
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This implies that the functions ¥,, = T®,, (n € N*) are of the form

1 ®y(—1 1 ®,(—1) 72— A
0y(2) = L2ED g oy 2 L2l T2 (4.4)
VT 2= Ag, ﬁz—Aank:lz—)\ak
Moreover, if the following non-Blaschke condition for the upper half plane is satisfied

i SN
k:11+|)\k|2 ’

then (¥,,, n € N*) is a complete orthonormal system for H?(C,).

4.2 Discrete orthogonality of the Malmquist-Takenaka
systems

First let us recall the discrete orthogonality of the Malmquist—Takenaka system for
the unit disc. The Blaschke product By = vazl B,; on the unit circle can be written as

N
By(e") = [ [ Bay () = /Par@t#fax @) (1 e R, N = 1,2...).
j=1
This implies that the solutions of the equation

W — a4 w — a2 w—an 27is
. = ’eR 4.
l—aqw 1—aw 1—ayw © ( c ) ( 5)
are given by
wk = eiTk’ Tk = H&I(QW((]{? — 1) —|— (5)/N) (]{ = 1, 2, N), (46)

where 9;,1 is the inverse of the function

1
On(t) = 57 (Bay (t) + -+ Bay(t) (tER).
Let us consider
Ty :=T% = {wp = €™ : k=1,2,..,N} (N=1,2,..), (4.7)

the set of solutions of the equation (4.5). We name Ty the set of discretization nodes on
the unit circle. Let us consider the weight function py given for w € T by

! D L Jaif (weT,N=1,2,.)
=Y ——— (weT,N=1,2,..).
pn(w) A1 = auw/?

The discrete orthogonality of the Laguerre, Kautz was investigated by Schipp [137],
and later for Malmquist—Takenaka systems was investigated by Pap and Schipp in [118],
where it was proved the following theorem:

90



dc_1842 20

Theorem 4.2.1 (Pap, Schipp [118]). The finite collection of functions ®,, (1 <n < N)
forms a discrete orthonormal system with respect to the scalar product

[F’ G]N = Z F(w)mpN(w)>

a,é
weTy

namely

Lécsi in [107] analyzed the efficiency of numerical methods, as the bisection method
and Newtons method, in the case of calculating non-equidistant discretizations (4.7) gen-
erated by Blaschke products. In the case of Blaschke products, the inverse of the argument
function has no explicit form, numerical methods are needed to solve the arising non-linear
equations. We have as many equations as the number of points in the discretization to
generate. He made several experiments concerning the calculation of non-equidistant dis-
cretizations generated by Blaschke products and the associated argument functions. He
managed to reduce the time needed for the calculation (using the bisection method) to
about 50-70 percent of the original time by introducing a better order of the discrete
points to calculate. Further improvements have been measured by applying Newtons
algorithm combined with the above.

Kovégcs, in his PhD thesis [98], provides subroutines for evaluating Blaschke functions,
MT and biorthogonal rational systems along with continuous and discrete implementa-
tions, implementations of the real valued MT systems, of the continuous and of the dis-
crete biorthogonal systems, and signal processing applications with experiments on ECG
recordings. These results were published also in journals [99, 100] by Kovécs and Lécsi.
They introduced a fast algorithm to compute the non-uniform discretization points for
discrete rational orthogonal and biorthogonal systems. In order to do that, they needed
new concepts for constructing an effective numerical solution. Namely, a good estima-
tion process is developed for the sampling points based on the monotonic behavior of
the argument function. Then, a sequence of fixed-point iteration is executed starting
with appropriate initial values. Furthermore, they perform tests for the convergence of
some root-finding algorithms in order to achieve the best accuracy. These methods are
compared in terms of evaluation time and step number. A new Matlab toolbox has been
introduced together with signal processing methods which can be useful in a wide range
of applications. For instance, these systems are capable of representing different types of
discrete-time series. Both equidistant and non-uniform discretizations can be used. Four
types of signal representations are available due to different classes of rational function
systems. Moreover, two Matlab GUIs were implemented for educational purposes.

The first GUI is called blaschke-tool. It can be used to visualize the connection
between the position of the inverse pole and the values of the argument function. In
order to demonstrate the properties of the MT systems, they build up the GUI called
malmquist-tool. Here, the user can change the positions, the number and the multiplicities
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of inverse poles, interactively. The argument function is also displayed on the unit disc.
Furthermore, all the members of the MT system can be visualized according to the selected
inverse poles. It is not only the complex case, but the real valued MT-Fourier expansions
are implemented as well. Moreover, both the real and the complex discretizations are
available for interpolation purposes.

The analogue of the previous theorem for the Malmquist—Takenaka system of the
upper half plane was proved by Eisner and Pap in [59]. The transformation formulas to
the upper half plane imply that

By(z) := By(C(2)) = By(-1) | | -

k=1 Ak

>

ag

z —

>|

Let us consider the set of discretization points and the weight for the Malmquist-Takenaka
system on the upper half plane

R = {CHw) s we T} = CHTY), pn(t) = n(1+ 2)pn(C(t)) (t € R).
Then by Theorem 4.2.1 we get that
Omm = Y, Pu(C(2))Bm(C(2))pn(C(2)) =7 Y, W(2)Tm(2)]i + 2pn (C(2)).
zeC—l(’]I‘}‘\’,‘;) ZER?\}(S

Thus we get that the Malmquist-Takenaka system of the upper half plane is also
discrete orthogonal, i.e.,

Theorem 4.2.2 (Eisner, Pap [59]). The finite collection of functions ¥,, (1 <n < N)
forms a discrete orthonormal system with respect to the weight function py:

D W(2) U (2)pn(2) = Opn (L <m,n < N).

a,é
2€RY;

We mention that, based on the discrete orthogonality of the Malmquist—Takenaka
systems, Szabé, Eisner, Kiraly, Pilgerméjer, Pap in [161, 59, 97] introduced new rational
interpolation operators and studied their properties. In the case of the upper half plane
the introduced interpolation operator gives an exact interpolation for the Runge test
function.

4.3 Equilibrium condition on the unit circle

The set of the discretization nodes on the unit circle satisfies an equilibrium condition
and is a stationary point for a logarithmic potential function. These results were published
first for the discrete Laguarre case by Schipp in [137], and in more generality for M-T
system by Pap and Schipp in [119, 118]. Here we present a short overview of them.
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Let us consider the following notations: for any complex number z € C\{0} set z* :=
1/Zz and introduce the polynomials

N

wiw) =] J(w—ar), ww):=]]01—auw),

w(w) = wi(w)wa(w) — wy(w)wi (w) (2 € C).

It is clear that w is a polynomial of degree 2N — 2. It can be proved (see [118]) that if ¢
is a root of w with multiplicity m then ¢* is also a root of w with the same multiplicity.
Denote by ¢y, cf, ...,cn—1, Cy_; the roots of w.

Theorem 4.3.1 (Pap, Schipp [118]). For every § € R the numbers w, = ™ € ']I‘j‘\’,‘s,
7w =05 27((n — 1) +8)/N) (n=1,2,...,N) are the solutions of the equilibrium equa-

tions N Nt
1 1 '« 1 1
> f=52( — + —— ) (n=1,..,N). (4.8)
et hzn Wn = Wk o1 \Wn =6 Wn —C;

The electrostatic interpretation of (4.8) is the following: if negative unit charges are
placed to the points ¢; and ¢j, then n positive unit charges places to the points w; will
be in equilibrium in the external field generated by the negative charges.

In the case of discrete Laguerre functions a; = -+ = ay = a and w(w) = N(1 —
la]?)(w —a)¥ 71 (1 —aw)N~t. Thus the roots of w are a and a* with multiplicity N —1, i.e.,
¢ =---=cy_1 = a. In the case of Kautz system N =2M, ay =a3 =--- = aspy_1 = a,
ay = ay = +++ = asy = b :=a and consequently

w(w) = Qw)[(w - a)(w = b)(1 — aw)(1 — dw)]*,

where Q(w) = M[(1 — |a]?)(w — b)(1 — bw) + (1 — [b]?)(w — a)(1 — @w)]. Thus in this case
c1, ¢} are the roots of €, co = -+ = ¢y = a, cpr41 = -+ = coy—1 = b. In the special case
a; = ay = ... = 0 from the Malmquist— Takenaka system we reobtain the trigonometric
system, the corresponding sets of discretization are

TY, := {2 1H/N .y — 12 ... N} (0<d<1).

In this case the equilibrium condition becomes:

N
1 N-1 1

Z =5 (n=1,..,N).
k=T sn Un — Wk Wn

This special case can be found for example in the book [7] p. 425, moreover for this case
the following minimum property is true: the potential energy

W(vy,--- ,vy) = —log H v, —v;| (v1,--- ,uy €T)

1<j<k<N
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attains its minimum when vy = wy € T2 (k= 1,..., N).

This special case is the so called Stieltjes problem on the unit circle and has the
following interpretation: if IV freely moving unit charges lie on thin circular conductor of
unit radius, then the potential energy of the system is W (vy, -+ ,vy) and this is minimal
if the charges are located in T%;, and this minimum is equal to —% log N.

This motivates the interest in the examination of similar minimum property in general
for the discretization points of M-T system given by (4.7):

wy = €™ e T 7 = 03 27((n — 1) + 0)/N)  (n=1,2,...,N).
In [119] the following theorem was proved:

Theorem 4.3.2 (Pap [119]). The point (wy,ws, ...,wy) € ’]I‘?\’,(S is a stationary point of
the logarithmic potential

N-1 N
W(vy,...,un) = —log ( IT li=o TTT 0w = crllv; - cz|)1/2> (4.9)
1<j<k<N k=1 j=1
(Ul = 6it1, ., UN = eitN € T),
1.€.,
oW (€™, ..., e~
(€ ™) =1, ). (4.10)
ot
For v; € T we have
vj = cpl = U5 — Vel = [1/v; = 1/ew| = |vj — cil/|exl,

and consequently replacing in (4.9) ¢ by ¢ we get a function which differs from W by an
additive constant. Thus if negative unit charges are placed to the points ¢, the n positive
unit charges places to the points w;, will be in equilibrium in the external field generated
by the negative charges.

In a natural way the following question arises for the general case: is the stationary
point (wq, ws, ..., wy) a minimum point for the potential function W? The transition to
the upper half plane of these results permitted to answer this question.

4.4  Equilibrium condition on the real line

In this section we present the transition of the equilibrium condition to the upper half
plane. In what follows we prove that the discretization nodes on the real line satisfy an

analogue equilibrium property. For Ay, -+, Ay € C, let us consider the polynomials
N N B
$1(2) = [(z= M), da2) == [ [(z = M),
k=1 k=1

94



dc_1842 20

$(2) = ¢ (2)2(2) — d5(2)¢1(2) (2 € C).
It is clear that ¢ is a polynomial of degree 2N — 2. It is easy to prove that if d is a root of

¢ with multiplicity m then d is also a root of ¢ with the same multiplicity. Let us denote
by dy,dq,...,dy_1,dyN_1 the roots of ¢, i.e.,

6 = [ [~ )z~ ) (z€0) (111)
The numbers ay, := C(\g) (k=1,---,N) are in D and by (4.3)

By(C()) = By(-) [ = ;z = Bu(= &8

The functions wy, ¢1,ws, @2 and w, ¢ can be expressed by each others:

(i + 2)Ywi(C(2)) = wi(=1)¢n(2), (i + 2)"wa(C(2)) = wa(—1)ga(2)

(i + 2" w(C(2) = —wi(=1)wa(=1)0(2) (4.12)
and consequently w(C(d;)) = 0, if d; # —i.
Denote w?,--- ,wd € T the N (pairwise distinct) solutions of the equation By(w) =

e*™_ Then the numbers t; 1=t := C~Y(w) e R (k= 1,---, N) are the solutions of

z;gz; —q:= ¥ /By(~1)eT (4.13)

and we have the following equilibrium condition for the discretization points of the
Malmquist-Takenaka system of the upper half plane:

Theorem 4.4.1 (Pap, Schipp [130]). Let ¢ € T and denote by t, = t° € R (n =
1,2,...,N) the solutions of (4.13), where § € [0,1). Then the following equilibrium
conditions are satisfied:

N

3 :%Z(t = tic_l-) (n=1,---,N). (4.14)

k=1k#n tn =tk

Proof of Theorem 4.4.1. By the definition of ¢; it follows that g(z) := ¢1(2) —
qoo(2) = 0if and only if z =t (k=2,...,N). Set

N

) =T -t

k=1

The polynomials f and g have the same degree and roots, therefore f = A\g with A € C,
a constant.
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It is easy to see that

By the definition of ¢,

223 =q (n=1,2,...,N).

On the other hand we get that:

g'(tn) _ ¢(tn) —q95(tn) _ G2(tn)P1(tn) — d1(tn)d5(tn) _ ¢'(En)
g(tn)  G(tn) —qdh(tn)  Gatn)Pi(tn) = G1(tn)Ps(tn)  S(tn)

From (4.11) we have
o) _ N ( ! ! )
o - 2 \ima e

k=1
and our claim is proved.
In the special case, when a; = -+ = ay =a =r € [0,1), we have by (4.2),
1-— 1-—
/\jzzC_l(a)zi1+:=ip,p:— 7“>0(j=1,2,...,]\7).

1+
By the definition of 5, and 0y in this case we have

1+r
1—7r

On(t) = B.(t) = vs(t) = 2arctan(s tan(t/2)), O3 (t) = v1/s(t), s =
By (4.6) the solution of By (w) = €™ are wy = '™, where
Te = Y1s(2m(k =1+ 9)/N) (k=1,2,...,N),
consequently for ¢, = C~1(e'™) we get
1 T m
tr, = tan(7y,/2) = gtan (N(k’ -1+ 5)) = ptan (N(k: -1+ 5)) :

Thus in the case Ay = Ay = ... = Ay = ip (p > 0) the corresponding nodal points are
t, =ptan((n — 1+ 0)7/N) (0 < § < 1). In this case the equilibrium condition becomes:

N
k

k=1

1 N-1 1 . 1
ty —te 2 th —ip  t, +ip

) =1

#n
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Let us introduce the analogue for the upper half plane of the potential function W given
by (4.9) :

N-1 N

V(w1 ...,xy) = —log ( [T 25—l (lzj — dlla; — 81c|)_1/2> (4.15)
=1

1<j<k<N k=1 j

(I’l, ...,iL'N) € RN, (d17 ...,dN_l) € C]_,'\_f_l.
Obviously (4.14) is equivalent to
OV (ty, ..., t
% -0 (n=1,..,N), (4.16)

i.e., (t1,ta,...,tx) is a stationary point of the potential function V. The function V' can

be expressed by
|s — 1]

(s = d)(t — d)|
2=z —d|™! (xeR,de C,) we get

Va(s,t) := (s,teR,deC,).

Namely, using the identity (|2 — d||z — d|)~

1 N—
V(331,96’2,"',96’N)=—N_110g< H H x],xk). (4.17)

1<j<k<N £=1

In a similar way the potential W in (4.9) can by expressed by the functions

v = w|

(v = ¢)(w =]

We.(v,w) := (ceD,v,weT).

Namely,

N-1
W(vl,--~,vN)=— log( H HWCZUJ,U;.C).

1<j<k<N (=1

The functions V and W are closely connected. It is easy to see that

2

We(K(21), K(22)) = m

“1e)(T1,22) (71,22 € R, ceD).
This implies
Theorem 4.4.2 (Pap, Schipp [130]). Ifd, € C;, ¢, =C(dg) (k=1,...,N —1) then
W(C(z1),...,Clzn)) = V(2y,...,xn5) + const ((x1,---,zy5) € RY),
consequently (ty,--- ,tx) € RY is a minimum position for V, if and only if
wy =C(t1),...,wuy =C(ty)eT

s a minimum position for W.
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For the function V' we can give a geometrical interpretation. Let us consider the
triangle in the complex plan with vertices s,t € R,d € C, and denote by « the angle at
the vertex d. Then by the area formula |s — ¢|Sd = |d — s||d — t|sina ,

sin «
Sd

Vd(S, t) =

Instead of V' we investigate the maximum of the function

N-1

T(x) :=T(x1,29, - ,xN) i= H H Va, (2, 7) (z € RY).

1<j<k<N (=1

Theorem 4.4.3 (Pap, Schipp [130]). In the special case of discrete Laguerre-system

i.e., if

AM=-=Ayv=ip (p>0) (4.18)
the function T attains its mazimum at t° = ptan((n — 1+ 8)7/N), where (0 < J < 1,n =
1,...,N).

Proof of Theorem 4.4.3. Let 1 < x5 < --- < xy, P = ip and denote the angle
xjPxj1% by a; (1 <j < N). Then the function T is constant times of

S(a) := 1_[ sinajg, ajpi=a; + -+ g,
1<j<k<N
a=(a,...,ay1)eA:i={aeR" " 0<q;, aj+ - +ay_ <7}

The function S does not depend on the position of z;. In addition S is continuous and
non negative and vanishes at the boundary of A. Thus S has a maximum position in
A. In addition, this position is uniquely determined. To show this, let us suppose that
af,...,ay_jandaf, ..., afy_; are two position of this kind. Denote o := (aj+0a5)/2 (j =
1,...,N —1). Since

s+t
2

sinssintésirf( > (0 < s,t <),

we have

S()S(a”) < S*(a),
the equality sign being taken if and only if o) = o = a; (j = 1,...,N — 1). This
establishes the uniqueness. The maximum position & is the solution of

05(&)

ﬁozj

=0 (j=1,...,N—1).
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It is easy to see that &; = n/N (j = 1,...,N —1). Fix x; and denote by §; the
angle at vertices x; of the triangle Pz;0. Then in the maximum position of S we have
dj =0 1+7/N(j=2,...,N),ie,d;=0+G—-1n/N (j =1,2,...,N). Consequently,

Tn_jr1 = ptan(m/2 — dn_j41) = ptan(n/2 — 6 — (N — j)n/N) =
=ptan(—7/2 — 6 + /N + (j — 1)n/N) = ptan(én/N + (j — 1)n/N)
(j=1,2,...,N),

where ém/N := —71/2 — 0y + 7/N. Thus xy_j;1 = ¢ (j = 1,2,....N) and we get the
equilibrium positions in the Theorem.

We note that Totik in [165] following the ideas of the presented proof gave an elemen-
tary proof for the transfinite diameter of the unit circle.

In [130] Pap and Schipp solved the question connected to minimum for a special case
of M-T system, for the discrete Laguarre system, and formulated the problem in general
for M-T systems as an open problem.

Problem. Does the function V' defined before in the position ty,%s,...,txy € R attain
its minimum ?

The formulated problem was solved in generality recently in [79] by Marcell Gadl, Béla
Nagy, Zsuzsanna Nagy-Csiha, Szilard Révész. The question was answered positively using
a recent result given by Semmler and Weger [145]. They showed that the equilibrium
condition satisfied by the discretization nodes (see Theorem 4.3.1 and Theorem 4.4.1)
are equivalent that they arise from critical points of a logarithmic potential energy. In
[79] the authors first studied on the unit circle a quite general logarithmic energy which
is determined by a signed measure, and prove that after inverse Cayley transform the
transformed energy on the real line differs only in an additive constant. Next using the
result of Semmler and Wegert they could give an affirmative answer to the question posed
by Pap and Schipp. The a positive answer given to this question in general is proved with
different method than the proof of the presented special case.
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Chapter 5

Quaternionic extension of some
results

Quaternions play an important role in modeling the time and space dependent prob-
lems in physics and engineering. For example in engineering applications unit quaternions
are used to describe the three dimensional rotations. In the last years quaternions gained
a new life due to their applicability in signal processing. This is due to the applicability of
quaternion-valued functions to color-coded images as well as the link to new concepts of
higher-dimensional phases, like the hypercomplex signals of Biilow or the monogenic sig-
nals by Larkin and Felsberg (see [27, 71, 106]). Another important field, where quaternions
play an important role is quantum theory. Adler, a world-renowned theoretical physicist,
in his book Quaternionic Quantum Mechanics and Quantum Fields [2], provides an in-
troduction to the problem of formulating quantum field theories in quaternionic Hilbert
space. This well-written treatise is a very significant contribution to theoretical physics.
Bernardo Vargas in the review of this book mentioned that the quaternionic formalism
is to improve some treatments of theoretical physics. But the full power of quaternions
would be even more important by using quaternionic analysis.

This motivates to extend the results of modern harmonic analysis, like the wavelet
theory, to quaternion variable function spaces.

A first step in this direction is to give the quaternionic analogue of the Blaschke group.
The main obstacle in the study of quaternion-valued matrices and functions, as expected,
comes from the non-commutative nature of quaternionic multiplication.

Cerejeiras, Ferreira and Kéhler [30] constructed monogenic wavelet transforms for
quaternion valued functions on the three dimensional unit ball in R®. The construction
is based on representations of the group of Mobius transformations which maps the three
dimensional unit ball onto itself.

In section 5.2 we introduce the four dimensional quaternionic analogue of the Blaschke
group and we list the main subgroups of this groups. The results were published by Pap
and Schipp in [131].
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Beside the monogenic quaternionic function theory, where many difficulties appear
when we want to make analysis, the theory of slice regular functions and the analysis
on this field would be an alternative tool for the quantum theory. To introduce new
orthonormal systems in the slice regular Hardy space, is therefore an interesting topic
that is worthwhile to be studied.

In [120, 135] Pap, Schipp and Qian, Sprossig, Wang respectively, following two different
ways, introduced two analogues of the M-T systems in the set of quaternions. While in
the complex case both ways give the same M-T system, in the quaternionic setting this
is not anymore true. The drawback of both constructions is that these extensions will
not inherit all the nice properties of the before mentioned complex M-T system, e.g., the
system introduced by Pap and Schipp is not analytic in the quaternionic setting. The
system introduced by Qian, Sprossig, Wang, is monogenic but can not be written in closed
form.

Pap in [132] introduced a new generalization of the complex Malmquist-Takenaka sys-
tem in the quaternionic slice regular Hardy space, which is slice regular and in same time
can be given in closed form. In Section 5.3 results connected to slice regular Malmquist-
Takenaka system are presented. We proved that, similar to the complex case, under
certain conditions of the parameters of the system this is a complete orthonormal system
in the slice regular Hardy space of the unit ball. We also proved that the associated
projection operator (P, f, n € N) is convergent in H*(D) norm to f, and B,f(z) — f(z)
uniformly on every compact subset of the unit ball. In the same time the restriction of
P, f(2) to a slice Dy is an interpolation operator of f.

5.1 Quaternions

Quaternions are extensions of complex numbers. In order to introduce the quaternionic
analogue of the Blaschke group it is convenient to use the matrix representation of the
quaternions, because it makes possible to use the properties of the matrices at different
computations.

Let us denote by

10 0 0 1 0 ¢
E = Ey:= (0 1), E, = (8 —i)’ Es = (_1 0)’ E; = (Z (Z)) (5.1)

the quaternion units, where ¢ € C is the complex imaginary unit. Similar to the property
i? = —1 of the complex unit, the quaternion units satisfy the following equations: EJ2 =
—F (j = ]., 2, 3) Since E1E2 = —E2E1 = Eg, E2E3 = —E3E2 = El,EgEl = —E1E3 = EQ,

the set {+FE; : j =0,1,2,3} is closed with respect to multiplication. Let us denote by

3
Q:= {Z = 2 2Bz = (20,21,%2,23) € R4} (5.2)

§=0
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the set of quaternions, which is a non-commutative field with the unit element £ and null
element the null-matrix © € C2*2. Let us denote by

B 3 3 1/
Z = 2By~ Y 5B = 7%, |2] = (Z Z?) L Z7* = |Z]B,

J
j=1 J=0

the analogue of the conjugate which in matrix representation is Z*, the adjoint matrix of

Z € C**2, and the absolute value of the Z = Z?:o ziE; € Q. The map Z — |Z| defines a

multiplicative norm:

|Zl + Z2| < |Zl| + ‘Z2|, |Zl : ZQ‘ = ’Zl| |ZQ| (Zl,ZQ € Q)

The multiplicative inverse of a nonzero quaternion Z € Q in matrix representation is
Z=1 = Z*/|Z|?. The analogue of the complex torus and unit disc in the set of the
quaternions are defined by T := {Z € Q : |Z| = 1}, and D := {Z € Q : |Z] < 1}
respectively. From the property of the norm it follows that T is a multiplicative subgroup
of the multiplicative group of Q, which can be identified by the matrix group SU,.
Taking into account that RE and R are isomorphic (RE = R) and CE = C, the field
(Q, +, ) can be considered as an extension of R and C, respectively. The purely imaginary
quaternion I, := Z?:I ¢;E; (¢ = (c1,c2,c3) € R3) satisfies the equation I? = —|c|*E. The
map ¢ — I, is a linear isomorphism between R? and the set of purely imaginary quaternion
J={Z=1.:ceR ={ZeQ:spur(Z) = 0}, consequently R® and J can be identified.
The two dimensional subspace

Qe ={Qc(2)i=aFE+yl.:z2=2+weC}lcQ (ceR’|c/=1) (5.3)

of Q is called the slice of Q in the direction of the vector c. The map Q)¢ : C — Q. is a
linear isomorphism. From I? = —F (|c| = 1) it follows that

Qec(21 + 22) = Qe(21) + Qel22), Qc(2122) = Qec(21) Qe(22) (21, 22 € C), (5.4)

and obviously Q.(Z) = Q%(z) (z € C). This implies that the map Q. is an isometric
isomorphism between the fields C and Q..

In the literature it is used also the algebraic representation of the quaternions. Let 7, j
and k satisfy the following identities: i* = j2 = k*> = -1, ij=—ji=£k, ki= —ik=j,
named as Hamilton’s rules. A quaternion ¢ can be represented as q = 2o + 217 + 227 +
z3k, (2, € R, n=0,1,2,3). Let the set of quaternions be denoted by

H:={q=2+zi+2j+z2k: zeR n=0,1,23}

The conjugate of a quaternion ¢ is given by ¢ = 29 — 211 — 257 — 23k, and the quaternion
norm is |l¢| = /q.¢ = v/3q = /23 + 2} + 23 + 23. We mention that the product of
quaternions is not commutative in general and a.b = b.@. The multiplicative inverse of ¢
is ¢! = @/qq and (H, +,.) is a noncommutative field (skew field).
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Comparing the algebraic representation with the matrix representation, FEy corre-
sponds to 1, E; to i, Ey to j, E3 to k, Z to ¢ and Z* to § respectively. The two
representations are equivalent. We use both representations, depending on which is more
convenient for our purpose.

As we have mentioned the complex numbers and their extensions, the quaternions are
very useful in the description of many problems in geometry and physics. For example the
rotations in the Euclidian plane C can be described using the map z — ez where €,z € C
are complex numbers and € = €' € T (« € R). In this case « is the angle of the rotation.

If instead of complex numbers we use quaternions, we can describe the rotations in R?
with a relatively simple map. In order to illustrate this, we use the analogue of the Euler
formula e = cost +isint (t € R):

e’ = Ecost + I sint (teR,ceR? |c|=1). (5.5)
From this it follows that, similarly to unit complex numbers, every unit quaternion S =
20E + 1, (z = (21, 29,23) € R3),|S| = 1 can be represented as S = e'’e, where cost =
20, ¢ = z/|z|.

The relation spur(SZS*) = spur(Z) (S € T, Z € Q) implies that the map Z — SZS5*
takes the subspace J, which is isomorphic with R?, in itself and can be interpreted as a
rotation around the axis ¢ of the space R? with angle 2¢t. The image of the slice Q. trough
this rotation will be the slice Qy, for which I, = SI.S* (S € T), i.e., Qp = SQS*. The

polar representation of the quaternion Z € Q can be written as

Z =pele (p=|Z|,teR,I.€J). (5.6)

5.2 The Blaschke group over the set of quaternions.

Pap and Schipp in [131] introduced the quaternionic analogue of the Blaschke group.
The Blaschke functions can be defined also among quaternions. The formulas are very
similar to the complex case:

BuA(Z):=(Z—-A)(E—-A*Z)"' (AeD,ZeD:={ZeQ:|Z|<1)}). (5.7)

It can be proved that these quaternionic Blaschke functions have many analogous prop-

erties of the complex Blaschke functions (see [13]). One of this is:

1-JAP)(1—|ZP)
|E — A*Z|?

1—|BA(2)]? = ( (AeD,ZeD). (5.8)
From this it follows that, similar to the complex case, for any A € D the function By

takes the quaternion unit disc D into D, and the quaternion unit torus T into T.
Because of the non commutativity of the product operation in Q, in order to generate

the quaternion analogue of the complex Blaschke group, we have to introduce a right and
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left unit quaternion factor from T in (5.7) instead of the multiplication by complex € € T.
We consider in Q the following function:

E— ZA* —
Ca(Z):=(F—ZA%)yg:=——— (AeD,ZeD). 5.9
A(Z)i= (B =24 = =0 (A€D.Z<D) (5.9
It is obvious that C4 takes D into T, and Cz(A) = C%(Z) (A, Z e D).
First we show that for the extended quaternion Blaschke functions, given by (5.7), an
analogous rule of composition holds.

Theorem 5.2.1 (Pap, Schipp [131]). For every A;, Ay € D and Z € D we have
BAl(BAz(Z)) = UBA(Z)V*7

where
A=DB_4(A), U=C_n(A), V= C—A§<AT)~ (5.10)

We observe that for the complex unit parameter €, in the quaternion case it corresponds
a right and left unit quaternion. The product of these two factors in the complex case,
where we can interchange the order of the terms, gives the analogue of the € factor.

To get a collection of functions closed with respect to the composition operation o it
is convenient to introduce the parameter set B := T x D x T and the function set

B :={B,:=UBAV*:a=(UAV)eB}L (5.11)

For the extended quaternion Blaschke functions we have

B(2)] = |Ba(2)| < 2212

S T 5 D 1
1+ 1A)1Z] (AeD,Z e D) (5.12)

and B, takes D into D. Applying formula (5.10) for A, = A, Ay = ~Aweget U =V = E
and
BA(B_a(Z)) = B_a(Ba(2)) = Z (ZeD,AcT)

This implies that By : D — D, B, : T — T is bijective and BZl = B_4.
The set of functions B is closed with respect to the inverse operation. In order to
prove this we will use the formula

U*BA(UZV*)V = Bysay(Z) (AeD,U,V eT). (5.13)

Let us introduce the map a = (U, A,V) — a := UAV* from B to D. Based on the
previous relation it follows that any function of the form

B, =UBAsV* (a=(UAV)eB)
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has an inverse given by

B Y(Z) = U*B_yav«(Z)V = U*B_3(Z)V. (5.14)

a

Indeed, B,(X) = UB4(X)V* = Z is equivalent to, B;'(Z) = X = B_A(U*ZV).
From this we get
B Y (Z) = U*B_yav«(Z)V = U*B_3(Z)V.

a

It can be proved that the set of functions B is closed with respect to function compo-
sition, consequently (2B, o) is a transformation group on D and T respectively, called the
quaternion Blascke transformation group.

Theorem 5.2.2 (Pap, Schipp [131]). For any two functions By, , Bs, € B
(aj = (UjaAj>V}) € B?] = 1?2)7
we have
By, oB,, =B, (a=(UAYV)eB),
where

A =B NA), U=UCgy(A)ls, V= ViC_ (AT, (5.15)

The unit element of this group is B,, where ¢ = (E,0, F).

The bijection B 3 a — B, € B induces in the set of the parameters B an operation,
a;Oay = a for which By, 0B,, = B,. The set of the parameters with the induced operation
(B,®) is the quaternionic Blaschke group. In the set of the parameters the inverse a~ of
an element a = (U, A, V') is the element for which B,- = B where a~ = (U*, —a, V™).

If instead of a; we put 3 and instead of ay we put a™, then a; = —UjU, AV,*Vy = — A,
and in the set of the parameters the right translations 3 — 3 ® a~ can be described as

follows:
50 = (1CAZ)UZ. UsBA(Z)Vy', ViCas(Z9)V5). (5.16)

Proof of Theorem 5.2.2.  We use that B, (UsZV5") = UsByg a,1,(Z) V5" with the
parameters Us = Uy, Vi = Vo, U A3Vs = Ay, Then Az = UsAVy = Uy AsVyF, and the
following relation is true:

Baz(Z) = U2BA2(Z>‘/2* = BUQAQVQ*(U2ZV2*) = 362 (3)7
where ay = U AV, 5 = Uy ZV,¥. Using the previous relation and Theorem 5.2.1 we get
Bq, (B, (2)) = UrBa, (Bs, (3)) V7"
Applying again Theorem 5.2.1 for the parameters A, as, 3:

Ba,(B3,(3)) = U'Ba(U2ZVE)WV"™ = U'UsByg any, (2)V5V",
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where

A" = B, (A1), U" = O, (A1), V' = Cgs (A7),

From here we get the formula

Ba, © Bo, = Bo = UBAV*,
A=UiB g (A)Ve, U=U1Cg,(A)Us, V =ViC g (AD)Va.

In papers [168, 169, 170, 72, 73], for the complex case, and also for higher dimension,
using C'_,(z), B,(z) were introduced and studied the operations

0®2 = B(2), gyrla, 2] = Ca(2),

and using them it was defined the gyro group. Our description makes possible to avoid
the complicated gyro group description, and is more useful also from the point of view of
the extensions for higher dimension.

In what follows we list some subgroups of B. The set {B,p : pe 1:=(—=1,1)} is a
subgroup of B, satisfying B, g 0 B,,g = B op,, Where

pP1+ p2

= —= I 5.17

P10 P2

is the real Blaschke group operation on I.

Another subgroup can be generated if we choose the parameters and variable Z on
the same slice. First let us observe that if A; = Qc(a;) (j = 1,2) and Z = Q.(2) belong
to the same slice, then

Ba;(Z) = Qc(Ba,(2)), Ba,(Ba,(Z)) = Qc(Bay (Bay(2)), Bi(Z) = Qe(Bg'(2)). (5.18)
These imply

BAl(BAz(Z)) = QC<BG1(BG2(Z)))7 B21(2> = Q(:(B;l(z)),
A=Qcla),Aj = Qclay), Z =Qc(2) (a,a;€D,zeD,j=1,2).

Set Dc =D n Q¢, Tc = T n Q¢. Then it follows that the collection
B, :={UBAV*: AeD., UV eT.}

is a transformation group on D, and T respectively, isomorphic to the complex Blaschke
transformation group.

Another interesting subgroup of the quaternion Blaschke group is induced by the
following subset.
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Theorem 5.2.3 (Pap, Schipp [131]). Let ¢(A) := (E — A*)/|E— A| (A€ D). Then the
subset
A:={Ay =€(A)Bse(A): AecD}cB (5.19)

is an one parameter subgroup of B. Moreover,

i) As(E)=E (AeD),
i) Ay = Ax, AT = —e(A)Ae(A), (5.20)
ZZZ) AAl o .AA2 = .AA, A= ‘AA; (Al);

5.3 Slice regular Malmquist-Takenaka system in the
quaternionic Hardy spaces

Pap in [132] introduced a new generalization of the complex Malmquist-Takenaka
system in the quaternionic slice regular Hardy space, which is slice regular and in same
time can be given in closed form. In this section we present results connected to this
system.

5.3.1  Slice regular functions

The theory of slice regular functions of a quaternionic variable (often simply called
regular functions) was introduced in 2006 by Gentili, Stoppato, Struppa [80, 81] and repre-
sents a natural quaternionic counterpart of the theory of complex holomorphic functions.
This recent theory has been growing very fast and was developed in a series of papers,
including in particular [40, 43, 44, 160], where most of the recent advances are discussed.
The detailed up-to-date theory appears in the monograph [82]. The theory of regular
functions is presently expanding in many directions.

Set S = {ge H: ¢* = —1} to be the 2-sphere of purely imaginary units in H, and for
I € S let L be the complex plane R + R/. We have

H = UresLy.

To recall the definition of slice regular functions we will first describe the natural
domains of definition for such functions (for the definitions and main results see the
monograph [82] and the reference list therein).

Definition 5.3.1. Let €2 be a domain in H that intersects the real axis. Then:

1. Q is called a slice domain if, for all I € S, the intersection 2y with the complex
plane Ly is a domain of Ly ;

2. Q) is called a symmetric domain if for all x,y € R, x + yl € Q implies x + yS < €.
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Definition 5.3.2. Let Q < H be a slice domain. A function f : Q — H is said to
be (slice) reqular if, for all I € S, its restriction f; to Qr is holomorphic, i.e., it has
continuous partial derivatives and satisfies

orf(z +yl) :=%<%+I%) fr(z +yl)=0. (5.21)

Lemma 5.3.3. (Splitting Lemma). If f is a reqular function on a slice domain, then for
every I € S and for every J € S, J orthogonal to I, there exist two holomorphic functions
F.G:Q; — L, such that for every z = x + yl € I, we have

fi(z) = F(z) + G(z)J. (5.22)

As shown in [81], if we consider the open unit ball D of H, the class of regular functions
coincides with the class of convergent power series of type >, _,¢"a,, with all a,, € H.

The direct extension of the Blaschke function, presented before, is not slice regular.
In general the product of two slice regular functions is not slice regular.

Definition 5.3.4. Let f,g : D — H be regular functions and let f(q) = > ¢ n
and g(q) = X.en ¢"bn be their power series expansions. The reqular product of f and g
(referred as their =-product) is the reqular function defined by

frgle) =) q" Zn] arbp—r (5.23)

neN

on the same ball D.
We can define two additional operations on regular functions.

Definition 5.3.5. Let f : D — H be a regular function and let f(q) = >, yq"an be
its power series expansion. The reqular conjugate of f is the reqular function defined
by f(q) = Xenq"Gn on the same ball D. The symmetrization of f is the function

fP=r=f=f=r

Definition 5.3.6. Let f be a reqular function on a symmetric slice domain 2. If f # 0
on §2, the regular reciprocal of f is the function

f—* _ (fs)—lfc‘

One way to generalize Blaschke functions over the set of quaternions would be the
direct extension of the before mentioned formula over the quaternions, i.e., let define the
quaternionic variable Blaschke function like in the matrix representation by

Bu@)= (1@ (g a) = s —a@lg—a) = (1 —anlg—a),  (524)

a‘?q Aa?q
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Aag = (1 —qa)(1 —qa) = (1 —ag)(1 - qa),aeD,qeD,

where D denotes the quaternionic unit ball. This function is not slice regular.
Recently in [5, 14, 160] it was introduced and studied another quaternionic extension
of the Blaschke functions, the so called slice regular Blaschke functions.

Definition 5.3.7. The slice reqular Blaschke function is defined by
B.(q) = (1 —qa) *+(qg—a),aeD,qeD. (5.25)

This function inherits all the nice properties of the complex Blaschke functions, i.e., is
a regular fractional transformations (regular Mobius transformation) that maps the open
quaternionic unit ball D onto itself and the boundary of unit ball T onto itself bijectively
(see [5, 6, 14, 160]).

The classical and regular Blaschke functions are related in the following way:

B.(q) = (1 —qa) " = (¢ — a) = Ba(Ta(q)),

where T,(q) = (1 — qa)'q(1 — ga) is a diffeomorphism of D.
It can also be proved that the factors in the definition of the regular Blaschke product
commute, that is

Bu(q) =(1—qa) ™ +(qg—a)=(g—a)+(1—qa) "

One of the most fertile chapters of the theory of complex holomorphic functions con-
sists of the theory of Hardy spaces. In the papers [5, 6, 63] the quaternionic counterpart of
complex Hardy spaces was introduced, and their basic and fundamental properties were
investigated.

Definition 5.3.8. Let f: D — H be a reqular function and let 0 < p < +00. Set

1 27 1/p
|fll, = sup lim —— |f(re’®)Pde ) (5.26)
JIes T—1- 2T 0
and set
| £l = sup | f(q)]- (5.27)
qeD

Then, for any 0 < p < 4+, we define the quaternionic Hardy space H?(D) as
HP(D) = {f : D — H|f is slice reqular and ||f|p < +oo}. (5.28)

In [5, 6, 63] the main properties and features of the quaternionic HP-norms were
studied, and the initial properties of the quaternionic H? spaces were established. It
turned out that many properties of the complex Hardy spaces have their quaternionic
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analogs. The boundary behavior of functions f in H?(D) is very similar to the complex
case, i.e., for almost every 6 € [0, 27), the limit

Tim f(re) = (") (5.29)
exists for all T € S and belongs to LP(0D;). The properties of the boundary values of the
#-product of two functions, each belonging to some HP?(D) space was investigated. The
classical H? kernels, and in particular the Poisson kernel, to the quaternionic setting was
extended and the Poisson-type and Cauchy-type representation formulas for all f € H?(D)
were deduced. Analogues of outer and inner functions and singular factors on D were
given, whose definitions (when compared with those used in the complex case) clearly
resent of the peculiarities of the non commutative quaternionic setting. Factorization
properties of H? functions were established. The Blaschke factors of a function f in
HP(D) are built from the zero set of f using the regular Blaschke functions; it can be
obtained also a complete factorization result, in terms of an outer, a singular and a
Blaschke factor, for a subclass of regular functions, namely for the one-slice-preserving
functions.

It is valid the following:

Theorem 5.3.9. (Splitting Formula) If f € HP(D) for some p € (0,+], then for any
I €S, the splitting of f on Ly with respect to J € S, J orthogonal to I, is fi(z) =
F(z) + G(z)J, and the holomorphic functions F and G are both in HP(Dy).

In analogy with the complex case, the space H?(D) is special. Indeed the 2-norm
turns out to be induced by an inner product. Let f e H*(D) and let f(q) = >},-0¢"an
be its power series expansion. Then the square of the 2-norm of f coincides with

1717 = 2 lanf. (5.30)
n=0
This result permits a way to define an inner product on the space H?(D). In fact, if
frg € H¥D), let f(q) = >},207"an, 9(q) = 2,504 bn be their power series expansions,
based on previous result, then their inner product is defined by

Sy =tim o [ G e )0 = Y B (5.31)

r—1
g 27T 0 n>0

for any I € S.
Thanks to the existence of the radial limit it is possible to obtain integral representa-
tions for functions in H?(D) for p € [1, + 0] (see [82, 42]).

Theorem 5.3.10. If f € HP(D) for p € [1,+], then for any I € S, fr is the Poisson
integral and the Cauchy integral of its radial limit fr | i.e.,

fr(re®) = 1 J ” 1" fr(e)dt (5.32)
! o)y 1—2rcos(0—t) + 2" '
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and

56 = 5p | 50 (5.33)

The next result, on the other hand, is a more powerful Cauchy Formula, which allows
the reconstruction of f on the entire open set of definition, by using its values on a single
slice.

Theorem 5.3.11. (Cauchy Formula). Let f be a regular function on a symmetric slice
domain 2. If U is a bounded symmetric open set with U < Q, I € S, and if 0U; is a finite
union of disjoint rectificable Jordan curves, then, for q € U,

1 —x
f0) = 5= [ (5= dsins) (5.39)
T Jouy
where ds; = —Ids and (s — q)™* denotes the reqular reciprocal of (s — q).

Theorem 5.3.12. (Zero set structure). Let f be a reqular function on a symmetric slice
domain. If f does not vanish identically, then its zero set consists of the union of isolated
points and isolated 2-spheres of the form x + yS with z,y € R,y # 0.

Spheres of zeros of real dimension 2 are a peculiarity of regular functions.

Let f be a regular function on a symmetric slice domain. A 2-dimensional sphere
x4+ yS < Zy of zeros of f is called a spherical zero of f and is represented by an element
x +yl of such a sphere, called a generator of the spherical zero x +yS. Any zero of f that
is not a generator of a spherical zero is called an isolated zero (or a non spherical zero or
simply a zero) of f.

Theorem 5.3.13. Let p € (0,400], f € HP(D), f # 0 and let {b,}nen be its sequence of
zeros. Then {b,}nen satisfies the Blaschke condition

N (1 |bal) < +eo.

n=0

Holomorphic functions defined on a domain €2;, symmetric with respect to the real
axis in the complex plane L;, extend uniquely to the smallest symmetric slice domain of
H containing €2;.

Theorem 5.3.14. (Extension Lemma). Let Q2 be a symmetric slice domain and choose
IeS. If fi : Q — H is holomorphic, then setting

flx+yJ) = %[f[(m +yl) + fr(x —yI)] + %[f;(a: —yl) — fr(z + yI)] (5.35)

extends fr to a reqular function f : Q — H. Moreover f is the unique extension and it is
denoted by ext(fr).
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5.3.2 The regular quaternionic Malmquist-Takenaka system

The extension of the M-T systems for quaternions (see Pap [120]) was described as
follows: let us consider a sequence a = (aj,as,---) of quaternions, |a,| < 1, (n € N¥)
and the classical quaternionic extension of Blaschke-functions B,. The functions &, =
®¢ (n € N*) are defined very similarly to the complex case by the quaternionic product

1(2) = V1~ a1 —za) ",
D, (2) = /1 — |an|? <]_[ Bak(2)> (1—za,) ™" (zeB,n=2,3,..). (5.36)

Unfortunately, they are not regular functions anymore. But still for their Dirichlet kernel
it was possible to prove the analogue of the Darboux-Christoffel formula (see Pap [120]).
When all the parameters are equal, that is a,, = a = 7€t = r(cos§ + Isin ) (n € N*), we
obtain the quaternionic analogue of the discrete Laguerre system. Even in this special
case the orthogonality is not yet proved, but a discrete orthogonality property of this
particular case can be proved(see [120]).

In [135] Qian, Sprossig, Wang studied the decompositions of functions in the quater-
nionic monogenic Hardy spaces into linear combinations of the basic functions in the
orthogonal rational systems, which can be obtained in the respective contexts through
Gram-Schmidt orthogonalization process on shifted Cauchy kernels. While in the com-
plex case, following these two ways we get the same system, here in the quaternionic case
it has not been proved yet, that the two methods give the same.

In this section we will consider the slice regular analog of the Malmquist-Takenaka
system and we will investigate the properties of this system. The results were published
in Pap [132].

Let us consider a sequence a = (ay, as, ...) of quaternions in the unit ball, i.e., |a,| <
1, (n € N*). The slice regular analogue of the Malmquist-Takenaka system can be ex-
pressed by the slice regular quaternionic Blaschke-functions B,, (¢) = (1 — qa,)™* * (¢ —
a,) = (¢ — an) = (1 — qa,;)~*. Namely, the functions ®, = ®2 (n € N*) are defined very
similarly to the complex case, but here we use the slice regular product of the factors:

‘I>1(z) = /1 — |ai2(1 = zap) %,
®,(2) = 1—\an|2< HB% ) (1—za;)™ (z€B,n=23,..), (5.37)

where = [ [ means the =-product of the factors. Because B,(q) is a slice regular function
and the =product of two slice regular functions is slice regular, in this way we generate a
slice regular system.

When all the parameters are equal, namely a,, = a = 7! = r(cos + Isin @) (n € N*),
then we get the slice regular analogue of the discrete Laguerre system,

Li(z) = /1 —|a]?(1 — za) ™",
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L,(z) = /1 —|a? ( ]‘[3 ) (1—za)™ (zeB,n=2,3,..),
When all the parameters are 0, i.e., a, = 0(n € N*) we obtain ®,,(z) = 2", the quater-

nionic analogue of the trigonometric system.

Lemma 5.3.15 (Pap, [132]). The slice reqular analogue of the discrete Laguerre system
can be written in the following form:

Lo(2) = /1 —a]?2(z —a)™« (1 — za) *"V(ze B, n=23,..).

This can be proved by induction, using the commutativity property of the factors in
B.(z)=(1—za) *=(z—a)=(z—a)*(1l—za)™*

Theorem 5.3.16 (Pap [132]). If all the parameters of the slice reqular Malmquist -

Takenaka system given by (5.37) are on the same slice, i.e., there exists I € S such that

an = rpeft =1, (cos@, + Isinb,) (r, < 1, n € N*), then ®,, (n € N*) is a slice reqular

orthonormal system in H*(D).

Proof of Theorem 5.3.16. Recall the definition of the inner product on the space
H?*(D): if f(q) = 2,50 4¢"an and g(q) = >},-0 ¢"by, then their inner product is

_ 1 (—
oy = Y B = lim o | GG f(re g

1
n>0 r— 27T 0

for any I € S. Let I be the direction fixed by a, = r,e’! = r,(cosf, + Isind,). On
D; = D n L; the regular Blaschke product is slice preserving i.e., if a € D; we have

B.(D;) c D;.
Moreover, an easy computation shows that for a,q € D;:
(1-qa)™ =(1~qa)", Bulg) = Balg)-

Indeed, if @ € D; and ¢ € D; taking in consideration the commutativity of the product
on the slice Dy it follows that:

(1—qa) = (1 —qa) = (1 — ga)(1 — qa),

which implies that

(1—qa)™ =[(1 —qa) = (1 — ga)] (1 — qa) = [(1 — q@)(1 — ga)] (1 — qa) = (1 —qa)~".

The classical and regular Blaschke functions are related in the following way:
Ba(q) = (1 — qa)™" » (¢ — a) = Ba(Ta(q)),
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where T,(q) = (1 —qa)"*q(1 —qa). If a € D; and g € D taking again in consideration the
commutativity of the product on the slice D; it follows that T,(¢) = (1—ga)'q(1—qa) = ¢
and B,(q) = Bu(Tu(q)) = Ba(q).

From the slice preserving property and the Splitting Lemma of slice regular functions
it follows that for every z = x+ Iy € D; we have B,(z) = F(z), where F(z) is holomorphic
in D;. This implies that the slice regular *product on this slice is equal to the point-wise
product of the factors, moreover on the slice D; we have:

P®,(2) =~/1- |an|2 < HBak ) (1=2@,)" = /1 |a,]? (1:[ Bak<z)> (1 _Za_n)_la
k=1

and the order of the factors, can be interchanged, because the pointwise product is com-
mutative on the slice D;.

Slice regular Blaschke functions and classical Blaschke functions map the unit ball into
the unit ball, and the boundary into itself, consequently |B,(e!?)B,(e!?)| = 1. Taking
into account these properties, the commutativity of the product on the slice Dy, and the
Cauchy formula, in the proof we can follow the same line as in the complex case:

2m
(®,,®,) = lim LJ &, (rel?)®,, (re!?)do =

r—1_ 27T 0

1 21
(1- |an|2)%L (1— e%,) (1 — ') ~'do = 1.

For m > n we have:

1 21
(P, ®,,)= lim —J &, (rel?)®,, (re’?)do =

r—1_ 27 0
1 27
2 Jo

VT Tal? (f[ Bak<ew>> (1= %) /1= fa P (

®,, ()P, (")db =

m—1

B, (e ) (1—e'%ay,)~tdh

k=1

m—1
= \/1 - |an|2\/1 — |am/|? H Ba, (an)(1 = )" =0,
k=n

Theorem 5.3.17 (Pap [132]). If all the parameters of the slice reqular Malmquist -
Takenaka system are on the same slice satisfying the non-Blaschke condition Y (1
lan|) = +00, then the system ®,,, (n € N*) is complete in H*(D).
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Proof of Theorem 5.3.17. To prove that the system is complete in H?(D) we need
to prove the following implication: if for an f € H?(D) we have that {f, ®,) = 0, n € N*,
then f = 0. According to the Splitting Lemma there exist two holomorphic functions
F,G :D; — Ly, such that for every z = x4yl € Dy, we have f;(z) = F(z)+G(z)J, where
J is orthogonal to I. Moreover F, G € H*(D;). Then from {f, ®,) = 0, n € N we get that
(F,®,)=0and (G, ®,) =0, n e N. Because on the slice D; the functions F, G are slice
preserving holomorphic functions, analogue as in the case of the complex M-T, which is
complete under the assumption of the theorem, we get that F(z) = G(z) = 0, z € Dy.
Consequently f;(z) =0, z € Dy.

According to the Extension Lemma holomorphic functions defined on a domain €2y,
symmetric with respect to the real axis in the complex plane L;, extend uniquely to the
smallest symmetric slice domain of H containing €2;. We apply this to the unit ball D
and his slice D;. Then for f € H*(D) we have

Flo 0y = LU+ D) + fule —yD)] + 2 e — 1) — oo+ D)

extends f; uniquely to a regular function f : D — H. Taking into consideration that
fr(z) =0, ze Dy, we have f(z) =0, z€ D.

The theorem says that although we consider all the parameters of the slice regular
Malmquist-Takenaka system on the same slice, i.e., if there exists I € S such that a, =
et =1, (cosO,+Isind,) (r, < 1, n € N*), and they satisfy the non-Blaschke condition,
then the function f € H?(D) is determined uniquely by the coefficients ({f, ®,), n € N*).

5.3.3 The properties of the projection operator

For f € H*(D) according to the Splitting Lemma, there exist two holomorphic func-
tions I, G : Dy — Ly, such that for every z = x4yl € Dy, we have f;(2) = F(2)+G(2)J,
where J is orthogonal to I. Moreover F,G € H?(Dj). Let us consider the boundary limit
of functions f in H?(D). Similarly to the complex case, for almost every 6 € [0, 27), the
limit

Tim f(re'”) = fi(e") = F(e) + G(")]
exists for all 7 € S and in this case fr(e!?), F(e!?), G(e'?) belong to L*(dB;).

If all the parameters of the slice regular Malmquist-Takenaka system are on the same
slice, i.e., there exists I € S such that a, = rp,e’! = r,(cosf, + Isinf,) (r, < 1, n € N*),
let us consider the orthogonal projection operator of an arbitrary function f € H*(D) on
the subspace V,, spanned by the functions {®;, k =1,--- ,n}

k=1
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where the value of the scalar product (f, ®;) is

{f, @) = lim iﬂ J% (I)k(rele)f(rew)de =

7‘—)17 0

2 27
lim %J ®,.(rel?)F(re’?)dd + lim %J . (rel9)G(re'?)do .

0 r—1_ 27 0

— za,) ! = ®,(2),

B
/1 _ |an|2 (H ak )
consequently the coefficients of the projection operator can be expressed by

2

<f;@k>=%f

S — 271' S —
Oy (el?)F(e')dh + L f D (el)G(e")db.J.
0 2m Jo

If 3,-0(1 = |an|) = 400, then the system ®,,,(n € N*) is complete in H*(D), this
implies that for every f € H?(D) the projection of f on V, converges in norm to f, i.e.,
we have

If = Puf =0, n—co

Since convergence in norm implies uniform convergence inside the unit ball D on every
compact subset, we conclude that P, f(z) — f(z) uniformly on every compact subset of
the unit ball.

Theorem 5.3.18. If the parameters of the slice reqular Malmquist- Takenaka system are
on the same slice, i.e., there exists I € S such that a, = m,e! (r, < 1, n € N*), then for
all f € H*(D) the restriction of the projection operator P,f to the slice Dy of the unit
ball is an interpolation operator in the points ay = ree®! (€€ {1,---  n}).

Proof of Theorem 5.3.18. The restriction of the projection P, f to the slice D; can
be written in closed form as follows:

(P)rf(2) = D (i) 1(2){f, ®r) =
k=0

1 2T N 2r N

L S @0 ()l F ()0 + = [ (@0)1(2)Ba(e)G ()b

2r o =2 21 J
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For the Dirichlet kernel of the classical extension over the set of the quaternions of the
M-T system we have an analogue of Darboux-Christoffel formula (see [120]):

n n N
D> (z,w) Z (1 —2w0)Pp(w) =1 — HB(IZ nBan z+1

/=1 /=1

for all z,w € D, z # w. Taking the restriction of the Dirichlet kernel to the slice Dy,
where the product is commutative, and using the slice preserving property of ®,(z) on
Dy we get that the restriction of the projection operator on the slice Dy can be expressed
very similar to the complex case:

(Po)1f(2)
1 2m n n
=5 . (1—ze 191 ( HBW HBan i (€19) ) F(e")do+
=1 =1

L[ —10\—1 - 16
o) (1—ze71) HBM HB% b (e19) ) G(e)ah..

From here using the Cauchy formula we get that the restriction of the projection P, f to
the slice Dy is an interpolation operator for the points z = ay, £ = 1,--- ,n. Indeed we
have:

27 27
(Py)rf(ap) = if (1 — ae YT E (%) db + L f (1 —ae )G (e")dhT =
2 0 27 0

F(ap) + G(ag)J = fr(as).
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