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1. Introduction

In the case of any scientific research field, the key to success lies in interdisciplinary. Espe-
cially by taking into account nowadays complex coupled systems and the approaching era
of the cyber-physical world. In recent years, a new viewpoint, the cyber-medical systems
came into the focus of research in the domain of biomedical engineering. This means
that the medical treatments and issues should be handled by using strong cybernetical
background, which means that the decisions should be supported in a computer-aided
way. This includes the design of simple or unique therapies or even the development of
complex medical devices.

From this viewpoint, medical treatments are in the front of this fast-evolving field.
The processes which lead to a successful therapy are so complex that professionals of
physiology, biology, engineering, and other fields have to work together, to find more
effective ways of healing and helping the recovery of the patients. Such problems also
require a strong background in complex cyber-medical systems so that a satisfactory
result can be obtained.

Applying appropriate modeling and control is crucial in the regulation of physiological
processes [1]. A serious problem is that handling such processes is highly non-trivial
with several notoriously difficult challenges: most of the problems are nonlinear, coupled
with complex effects and there may be significant time delay present in such systems
[2]. From the modeling perspective, another challenge is where should we draw the line
between accuracy and complexity. Complex models are hard to handle mathematically,
but simple models might be inaccurate or inadequate.

In the recent years of my research activities, I have focused on two prominent and
ubiquitous illnesses: diabetes mellitus (DM) and cancer. Both of them are serious diseases
that are the leading cause of death around the globe. I am interested in the research of
DM and the related problems for many years. During my investigations, I have found
that most of the concepts that are employed in the case of DM can be adapted to tackle
the tumor growth regulation issue.

During the course of my career, I always hoped that I will be able to provide better
therapeutic solutions by applying advanced methods of control engineering so that the

1
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quality of life of the patients can be significantly improved. In this thesis, I will show the
results related to control of DM and tumor growth which have been born in this spirit.

1.1. Motivation and background

Diabetes mellitus is a chronic disease that can endanger the lives of those who suffer
from it in both the short and long term. The disease affects the metabolic system of
the body. More precisely, DM connects to given conditions of glycemia and the insulin
hormone. It occurs when the production or the effect of the insulin is insufficient [3].
The insulin hormone is produced by the pancreas in its β-cells which can be found in
the islets of Langerhans [3]. The main rule of the hormone in the metabolic system is to
allow the glucose molecules to enter into cells. Most of the cells use glucose as a primary
energy source, but there are cell types that do not require insulin to take the glucose
from the bloodstream. Such an example are cells that belong to the neural system [4].

According to the latest estimation of the International Diabetes Foundation (IDF), the
number of diagnosed and undiagnosed diabetic patients is around 425 million, and it is
expected to reach 629 million by 2045 [5]. These numbers indicate that further progress
must be achieved in the domain of DM research to cope with these numbers. One can
see the worldwide distribution of DM patients in Figure 1.1.

One can distinguish between different types of DM. Besides T1DM and T2DM, which
are the most infamous versions of DM, one can also mention Genetic DM, Gestational
DM, Double DM, and other types of this disease. The most dangerous condition is
T1DM in short term, but T2DM and other types can result in life-threatening conditions,
especially in the long term [5, 6].

T1DM occurs when the patient’s pancreas is not able to produce insulin. This condition
emerges after an intense autoimmune reaction in which the β-cells are destroyed by the
immune system of the patient. The reasons for this reaction are still not completely
understood, unfortunately. The occurrence of T1DM is around 10% in the diabetic
population [6]. The glucose influx will be very limited in those body cells for which
the insulin induces the glucose uptake. This means that the cells of the patient are in
serious need of energy, while the concentration of glucose in the plasma is high. This
state can lead to life-threatening conditions even in the short term which makes it the
most dangerous type of DM.

T2DM is the most common type of DM [5]. The evolution of the disease in the body
takes a longer time compared to other DM types and it is highly dependent on the
lifestyle of the patient. In this case, the body can produce insulin, but the sensitivity to
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Figure 1.1.: Estimated number of diabetic patients worldwide between 2017 and 2045
(20-79 years) [5]
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the hormone decreases over years. Thus an elevated level of insulin is needed to reach
the same blood glucose (BG) level as years earlier, which causes higher blood glucose
levels eventually.

In this thesis, I mostly investigated methods applicable in the case of T1DM, since this
is the most dangerous condition and it requires robust, accurate, and (possibly) optimal
insulin administration to maintain the diabetic state of the patient in short term and
prevent the serious side-effects in long term. The required therapies that handle the
diabetic state are dependent on the type of DM. In the case of T1DM, the patients need
exogenously administered insulin due to the lack of internally produced hormones. In the
case of T2DM, the regular therapy starts with gluconeogenesis inhibitors, which obstruct
the daily glucose production of the liver and decrease the insulin resistance [4]. Although,
over time externally administered insulin can be required to keep the blood glucose level
in a healthy range.

The common therapy is external insulin administration, which is delivered via subcu-
taneous injections. There are different devices with which diabetic patients can manage
insulin delivery. Usually, it is done by using an insulin pen, which is a small pen shape
mechanical device that consists of a dispenser, insulin reservoir, injection mechanics,
and thin needle parts. With this device, the patients can manage their blood glucose
levels on their own. The dosage is manual and based on preliminary rules laid down by
the doctors, which is dependent on the food intake, physical activities, or other factors.
During the self-administered therapy, the patients can use rapid-acting insulin (bolus
insulin to handle the food intake) and slow-acting insulin (to keep the basal insulin rate),
as well [6, 7].

Another solution for insulin administration is the semi-automatic or automatic insulin
pump or Continuous Subcutaneous Insulin Infusion (CSII) devices, which can be used in
both DM cases as well [8–12]. The pump or injection system contains an insulin reservoir
that connects to the subcutaneous regions by a thin catheter. These electromechanical
devices can deliver insulin boluses automatically based on predefined rules. The pumps
use rapid-acting insulin and the delivery protocols are varying based on the state of the
patient. The long term goal from an engineering perspective is to develop the so-called
Artificial Pancreas (AP) concept. This development consist of three major parts [13–19]:

1. An insulin pump or insulin pump completed with external insulin injection system,
which stores and injects the rapid-acting insulin;

2. A Continuous Glucose Monitoring System (CGMS) for continuous blood sugar
level measurement and transmit;
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Figure 1.2.: The AP concept and its physical components [21]

3. Appropriate software components including control algorithms, user interfaces, and
drivers.

The CGMS system is used in parallel with the insulin pump. The operation of CGMS
is based on various principles. In practice, the most widely used systems are external
devices fixed on the abdominal skin surface and connected to the subcutaneous level
through a thin catheter. The most frequent measuring principle is enzymatic based which
uses Glucose Oxidase (GOx) for detection. Besides its several benefits, CGMS has also
some disadvantages which arise mostly from the control engineering perspective; the
sensor measurements are provided only every 5 minutes. Implantable CGMS have also
been developed, but these are not available on the market, yet [20].

The leading AP solutions integrate the benefits of the available smart devices, smart-
phones for example [17]. In this way, the control algorithms which may need high
computational capacity can be exported to the smart device instead of the compact
insulin pumps. Figure 1.2. shows the schematic representation of the latest AP concept.
As mentioned earlier, the third necessary component to realize the AP is the appropriate
software elements, which includes the control algorithm. Since insulin pump therapies are
used mostly in the case of T1DM, the advanced control algorithms developed inside AP
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researches focus on this DM form. The main expectation from an AP control algorithm
is the automatic glucose regulation to keep the blood glucose concentration in the normal
glycemic range, i.e. 70-110 mg/dL (3.9-6 mmol/L). The ultimate goal is to avoid the
dangerously low blood glucose levels that could directly endanger the life of the patient.

Besides my research on DM, I have also focused on the optimization of cancer therapies.
In the EU, the total estimated number of cancer casualties for 2021 is 1.267 million [22].
In clinical practice, there are general protocols for cancer therapies (such as chemotherapy,
radiotherapy). However, these treatments have many side effects and tumor cells can
become resistant to chemotherapy drugs which on the one hand makes the usage of
new drugs necessary, and on the other hand, increases the treatment cost. That is the
reason why a new dynamically developing therapeutic group called Targeted Molecular
Therapies (TMTs) has emerged [23]. These therapies have gained significant attention
as they specifically fight against different cancer mechanisms, being more effective and
having limited side effects compared to conventional cancer therapies.

Nevertheless, protocols for cancer treatments are determined empirically which could
hinder their effectiveness. Physiological modeling and control aim to study, understand
and model biological processes, then apply identification and control strategies to them.
By designing closed-loop control systems, the treatment protocols could become tailored
to individual patients. Model-based design enables the automated treatment of cancer
diseases by the personalized administration of TMT drugs. In this way, more effective
solutions can be found in healing and offering individualized treatment for the patient.
Optimizing cancer treatments would improve efficiency, decrease treatment cost and
minimize the side effects of cancer therapy (i.e. improves the patient’s quality of life),
thus analysis and synthesis of cancer therapies from an engineering point of view are
beneficial.

A promising targeted molecular therapy that arose in the last decade is antiangiogenic
[24, 25], which aims to stop tumor angiogenesis (i.e. forming new blood vessels). By
blocking the formation of new blood vessels to the tumor, it stops growing since it has no
nutrients to do so. A clinically validated tumor growth model under angiogenic inhibition
was developed at Harvard University by Hahnfeldt et al. [26]. The model describes the
evolution of tumor volume based on endothelial reduction. The Hahnfeldt model and its
simplified form have been used by most researchers working in the field of antiangiogenic
control to design controllers and perform simulations.

The original theoretical concept of angiogenesis was endothelial sprouting which
means that new blood vessels sprout from existing ones [27]. Endothelial cells undergo
disorganized sprouting, proliferation, and regression, and become dependent on the
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vascular endothelial growth factor (VEGF), one of the most important proangiogenic
factors in tumor growth. Hence, by inhibiting VEGF in tumors, one can stop sprouting
angiogenesis. Most of the angiogenic inhibitors act in that way and this is the key point
in angiogenic inhibition studies. However, later on, it has become clear that VEGF
inhibition leads to apoptosis (the process of programmed cell death) only in newly-built
vessels in tumors, but does not have an effect on vessels that have already existed [28].
This implies that there is a strong need to revise the existing tumor growth model, since,
according to the Hahnfeldt model, every blood vessel can be eliminated by the drug.
Nevertheless, controllers that work on the Hahnfeldt model could be readily adapted to
other kinds of treatment options (chemotherapy, radiotherapy) which makes its control
scientifically plausible.

The solution of this tumor control problem was actually the primary goal of the ERC
grant, ’Tamed Cancer’, that was carried out by my research group and myself [29]. The
ultimate goal of the grant was to theoretically prove the possible benefits of creating
optimal therapies for antiangiogenic treatment options in cancer.

1.2. Relevant control engineering methods in the domain of
DM and tumor control

In this section, I introduce the most important control design techniques from the DM
literature and the field of tumor therapy optimization. The soul of the AP concept
is the usage of appropriate control algorithms. Over the last decades, most of the
available control concepts have been tested in this field, but no de-facto standard has
been evaluated. Figure 1.3 shows the AP concept completed with the most frequently
used control algorithms. The most important directions focus on model predictive control
(MPC), fuzzy rule-based and other soft computing techniques, classical, robust and
fractional Proportional-Integral-Derivative (PID) control techniques [13–16, 19, 30].

It can be said that every control algorithm considers similar principles which is the
fulfilment of prescribed quality and quantity properties. The first attempts in this
area were related to PID control which is still being the most widely used classical
control technique in the industry. Although the basic principle of PID control is not
too sophisticated, highly advanced variants like robust PID [13, 31] or switching PID
[32, 33] have been applied for the AP concept aside from the basic algorithm. There is
also an example regarding the application of fractional PID in the research field, [34] for
example, but the usage as a common technique is not dominant.
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Figure 1.3.: Schematic representation of the AP concept [13], including each practical
subsystems

MPC-based approaches have been successfully used in physiological controls, reported
in [35–37], which is a more advanced approach than PID control. Since it can handle
processes with large time delays and constraints, it is better suited for such biological
systems. This entails that MPC represents probably the mostly used advanced control
method in the AP concept, but it is susceptible to intra- and inter-patient variabilities and
external noises. MPC is a model-based approach which means that an appropriate model
that describes the physiological process is essential for its operation. In particular, MPC
algorithms produce the best results in individual therapy if the model parameters are
known beforehand. Several, highly developed MPC based control solutions appeared in
the recent years like Robust MPC (RMPC), Nonlinear MPC (NMPC), Robust-Nonlinear
MPC (RNMPC) [38–41]. A significant issue in the MPC literature is the tuning of the
controller, which is not well understood at the present. One possible solution to overcome
this issue is the MPC design by using soft computing tuning tools [42]. Soft computing
alone has also been applied several times in the AP concept, but only in recent years
have been investigated in clinical trials [43–45].

Modern robust control methods like L2- or H∞-based ones were introduced in the
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AP researches to tackle the parametric uncertainties coming from inter- and intra-
patient variability. Supplemented by the Linear Parameter Varying (LPV) methodology,
modern robust control successfully deals with the quality and quantity requirements
[46–49]. Another useful direction in this domain proved to be the combination of LPV
methodologies with concepts from the Linear Matrix Inequalities (LMI) based principles
[49–51].

The idea of the optimization of cancer therapies has been around for the past century.
Initial approaches considered the optimization of chemotherapy, and radiotherapy using
PID controllers and simple logistic models [52, 53]. The problem with such approaches
was that the size of the tumor must be measured continuously, which is yet infeasible
since there is no such device that can provide measurements with such frequencies
(as opposed to the CGMS sensor in the AP concept). While continuous dosage could
be solved by using a similar device as the insulin pump, it is still not present in the
market. These issues have hindered the interest in tumor control until the emergence
of antiangiogenic therapy, which provided an additional basis for further research. The
Hahnfeldt model was a foundation for many control strategies that were designed for
antiangiogenic therapies and is still popular in the field [54–56]. While the measurement
issue is still unsolved, recent developments aim to overcome this by using techniques
from estimation with less frequent measurements, and discontinuous dosing [57, 58].

1.3. Aims of the thesis

The thesis aims to provide state-of-the-art control techniques in the domain of physiological
control. Moreover, the presented methodologies are also illustrated on DM and tumor
control problems:

• Robust control of physiological systems. The sensitive tuning of H∞ control
is presented that can handle parametric uncertainties, which is crucial in designing
successful control strategies for physiological systems due to the inherent variability
between each individual. The controller is based on the LPV representation of a
well-known T1DM model, which is then validated in an FDA-approved simulator.
The goal is to show the validity of this combined LPV-H∞ approach in the case of
complex systems.

• Robust Fixed Point Transformation based control. A novel nonlinear control
strategy is also presented, which can adapt to the individual dynamics of each
patient over time by using an approximate model. The approach is not only able
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to handle the parametric uncertainties but is also capable of handling considerable
disturbances acting on the model as well. My goal here is to show how this
novel method can be beneficial in controlling physiological systems since the most
application of the method concerns mechanical or electrical models.

• Tensor Product based LPV control with LMI constraints. A general
description of the TP approach is also presented which utilizes a number of reference
models to ensure safe operation in every dynamical region of the presented models.
The use of LMI conditions is also illustrated which can ensure that the poles of
the closed-loop system lie in a feasible domain. Based on the fundamentals of the
method, the goal is to show how its applicability can provide a robust alternative
to conventional techniques.

1.4. Structure of this thesis

Chapter 2 presents the development of a new quality marker (”metric”) for LPV modeling
and control based on a given norm, that is interpreted on the LPV parameter space.
Further, a novel completed LPV controller and observer scheme for nonlinear systems is
proposed, which can be used in the control of biomedical systems. Their applicability
is demonstrated on nonlinear DM models. In Chapter 3, I introduce the latest results
on the RFPT control method. The application of the controller is also illustrated on a
T1DM, and a tumor regulation problem. Chapter 4 details the TP modeling possibilities
regarding DM to realize control-oriented LPV-TP models, which will be the subjects
of the controller design later. LMI based design is also shown as an alternative way to
characterize safe zones for the closed-loop poles of a system. In Chapter 5, the results
of the work are summarized and the thesis group points are formulated. There are two
Appendixes that contain information on the biological background of the DM and tumor
control problems. Appendix A.1 shows the pathophysiology of DM, while Appendix A.2
describes the scientific background of TMT-s.
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2. Robust Control of Diabetes Mellitus and
Tumor Growth

In this chapter, I introduce a robust control approach that can handle the parametric
uncertainty that is present in the control of T1DM. The design steps of the approach are
shown, and the ideas are validated on a benchmark system. I used MATLABTM during
the design and simulation phase.

2.1. Robust control of T1DM

2.1.1. Modern robust control for T1DM

Most available T1DM models are complex nonlinear systems with slowly changing patient
parameters over time. This means that the robustness of the controller must be guaranteed
so that it can operate in every possible parametric configuration. Moreover, there are
various constraints and specifications which the controller must address, complicating
the design even further [59]. Modern robust control methods seek to provide safety and
generalized usability in worst-case scenarios by providing guarantees on specific domains
of parameters. Nevertheless, increasing the robustness can hinder tracking properties of
the controller, hence a robust controller would be inferior to other model-based methods
if one is in the possession of the true parameters of the patient [60].

For this reason, modern robust control, e.g. H∞ robust controller design can be
most effectively used when working with uncertain linear systems. In particular, the
applicability of this methodology in the T1DM problem has been investigated in [59,
61–63] and the advantages have been highlighted in comparison with other control design
methods [64–66]. However, a generally applicable method does not exist for nonlinear
models, where even proving stability can be a difficult task, and the problem gets more
complicated under parameter inaccuracies, uncertainties, and unmodeled dynamics.
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2.1.2. The investigated model

The 11th order model introduced by [39] at Cambridge, UK, represents one of the most
used T1DM model in the domain of artificial pancreas research. Later it was updated
by [67] leading to the University of Cambridge SimEduTM simulator, which is used in
the current research as well. The model can be described by the following system of
differential equations:

Ċ(t) = −ka,intC(t) + ka,int
VG

Q1(t)

Q̇1(t) = −
(

F s01
Q1(t) + VG

+ x1(t)
)
Q1(t) + k12Q2(t)

−Rclmax{0, Q1(t)−RthVG}

+ EGP0max{0, 1− x3(t)}+ UG(t)− Phy(t)

Q̇2(t) = x1(t)Q1(t)− (k12 + x2(t))Q2(t)

ẋ1(t) = −kb1x1(t) + SITkb1I(t)

ẋ2(t) = −kb2x2(t) + SIDkb2I(t)

ẋ3(t) = −kb3x3(t) + SIEkb3I(t)

İ(t) = ka
VI
S2(t)− keI(t)

Ṡ2(t) = −kaS2(t) + kaS1(t)

Ṡ1(t) = −kaS1(t) + u(t),

(2.1)

where the state variables are:

• C(t) the glucose concentration in the subcutaneous tissue [mmol/L];

• Q1(t) and Q2(t) the masses of glucose in accessible and nonaccessible compartments
[mmol];

• x1(t), x2(t) and x3(t) remote effect of insulin on glucose distribution, disposal and
endogenous glucose production respectively [1/min];

• I(t) insulin concentration in plasma [mU/L];

• S1(t) and S2(t) insulin masses in the accessible and nonaccessible compartments
[mU].
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The u(t) injected insulin flow of rapid-acting insulin [mU/min] is the input of the system,
while the UG(t) glucose flux from the gut [mmol/min], and the Phy(t) effect of physical
activity [mmol/min] are considered as disturbances. The parameters of the model are
the following:

• ka,int transfer rate constant between the plasma and the subcutaneous compartment
[1/min];

• VG distribution volume of glucose in the accessible compartment [L];

• F s01 parameter of the total non-insulin dependent glucose flux [mmol/min];

• k12 transfer rate constant from the non-accessible to the accessible compartment
[1/min];

• Rcl renal clearance constant [1/min];

• Rth glucose threshold [mmol/L];

• EGP0 endogenous glucose production extrapolated to the zero insulin concentration
[mmol/min];

• kb1 and kb2 deactivation rate constants [L/(mU · min 2)], kb3 deactivation rate
constant for the insulin effect on endogenous glucose production [L/(mU · min )];

• SIT , SID and SIE insulin sensitivities for transport, distribution and endogenous
glucose production [L/(mU · min )] and [L/(mU)];

• ka insulin absorption rate constant [1/min];

• VI volume of distribution of rapid-acting insulin [L];

• ke fractional elimination rate from plasma [1/min].

There are time-varying parameters of the model, in particular ka,intF
s
01, k12, EGP0, kb1,

kb2, kb3, SIT , SID, SIE , kaandke can be regarded non-constant [67, 68]. Six parameter sets
representing six different virtual patients were available in the SimEdu in-silico simulator
version 2.2, and have been used in the paper for controller design and simulation. SimEdu
represents one of the reference in-silico simulators in the artificial pancreas (AP) domain,
and it was developed in accordance with FDA regulations [67].
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2.1.3. Controller design

H∞ control is a standard robust control technique in control engineering which has a
well-established basis for linear systems. As T1DM models are nonlinear, an important
issue is the direct applicability of the control scheme taking the parameter inaccuracies
into consideration as well on the nonlinear system.

LPV modeling related to robust control

In this section, a brief introduction can be found regarding the LPV modeling which is
related to the applied robust control techniques [59]. There are several ways to handle
nonlinearity in the model equations. The classical nonlinear methodology focuses on the
differential geometric approach which includes coordinate transformations, while a more
recent methodology is the application of LPV systems, where nonlinearity is handled
through the time-varying parameters [69, 70]. LPV is an acceptable compromise between
the model’s complexity and the developed control algorithm, as LPV systems can be
seen as an extension of LTI systems. In the case of the LPV systems, the relations of the
states are considered to be linear, but model parameters are assumed to be functions of
time-varying signals [69]:

ẋ = A(ρ(t))x(t) + B(ρ(t))u(t)

y = C(ρ(t))x(t) + D(ρ(t))u(t),
(2.2)

from which

A(ρ(t)) =
m∏
i=1

ρi(t)Ai B(ρ(t)) =
m∏
i=1

ρi(t)Bi

C(ρ(t)) =
m∏
i=1

ρi(t)Ci D(ρ(t)) =
m∏
i=1

ρi(t)Di.

(2.3)

It can be observed that (2.2) is an LTI system in the ρ(t) scheduling parameters, thus
nonlinearity can be hidden in the A,B,C,D matrices ((2.3)). One approach could be the
linearization around stable working points in the state-space, then creating a polytopic
region of possible linear models, and using this information to determine the nominal
model and uncertainty weighting functions. The current investigation can be considered
as a rigorous and more complex extension and continuation of the article presented in [62].
In the original paper, only one particular scenario was analyzed to present the capability
of LPV-modeling for T1DM control (i.e. for a given parameter set a robust controller
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was designed), here I give a complex roadmap of the nonlinear robust control design
for T1DM, analyzing different parameter possibilities and highlighting the sensitivity
of uncertainty weighting function selection. Based on the gained knowledge from real
patient data collected from insulin pump centers, (clinics and hospitals affiliated to the
Hungarian Diabetes Association and considered the only legal entities in Hungary to
work with CGMS and insulin pumps) one could formulate the weighting functions of the
neglected uncertainties of the model.

Beyond the polytopic representation, which is applied in Chapter 4, the other most
widely used LPV modeling approach exploits the affine representation (similar to quasi-
affine LPV (qALPV)) of the nonlinear model [71]. Given a bounded vector ρ(t) with
bounded time-derivatives, the model can be treated as a linear model with parameter
inaccuracies. For the model (2.1) all candidates ρ(t) (named as scheduling parameters)
are given in (2.4), being bounded by constants in (2.5)–(2.6) with additional bounds on
their time-derivatives as well [66]. Numerical values were determined analytically and
validated with Monte-Carlo simulations [66]. The scheduling parameter is given as

ρ(t) =
(
Q1(t) F s01

Q1(t) + VG
Q2(t) x1(t) x2(t)

)T
, (2.4)

with bounds

ρmin =
(
Q1,min

F s01 −∆F s01
Q1,max + VG

Q2,min x1,min x2,min

)T
(2.5)

ρmax =
(
Q1,max

F s01 + ∆F s01
Q1,min + VG

Q2,max x1,max x2,max

)T
. (2.6)

The existence of a qALPV model would make LPV-based control possible [59]. However,
from the proposed members of ρ(t) parameters none can be measured, therefore, an
LPV-based controller cannot be implemented directly. Instead, the bounds should be
used as parameter inaccuracies of a linear model leading to the two possible approaches:

• Define an uncertain model directly;

• Create input and output multiplicative uncertainties.

For the current T1DM model the latter option was chosen so that no further unstruc-
tured uncertainties must be introduced. Furthermore, the decision was influenced by
the twelve aforementioned time-varying parameters of the model. Nevertheless, the
choice of parameters for the qALPV-like description is not a trivial task. Finding the
correct model can greatly reduce the burden on the controller while choosing the wrong
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configuration could lead us to an overly complicated problem, where the performance
of the controller could be similar to the performance of a classical control strategy.
Introducing µi ∈ [0, 1](i = 1, ..., 4) parameters to investigate different configurations,
while δi ∈ [0, 1] represent parameter inaccuracies, including the changing of scheduling
parameter candidates, the state-space model of the system is given in (2.7).

Here ∆ reflects the variation of the parameter uncertainties (a variation of 5% was
considered in each case as suggested in [67]). After evaluating all possible scenarios the
configuration (µ1, µ2, µ3, µ4) = (0, 0, 0, 0) was chosen. This means that state variables
x1(t) and x2(t) are not considered to be a part of ρ(t), while the switching effect of the
endogenous glucose production (x3(t)) is just a disturbance only. There are a few number
of reasons which motivate such a choice:

• Although all of Q1(t), Q2(t), x1(t) and x2(t) states of the model (2.1) are bounded,
the bounds of Q1(t) and Q2(t) only depend on the performance of the controller.
If the controller can maintain a smaller glucose level region, that would lead to a
smaller parameter inaccuracy in the model. On the other hand, x1(t) and x2(t) are
bounded by the amount of injected insulin flow. Higher the maximal value of the
possibly administered insulin, the faster the controller disturbance compensation.
Moreover, to avoid hypoglycemia, zero insulin flow is a possible scenario as well.
For better control properties, wider limits for the input are needed, but at the same
time the effect of parameter inaccuracies will also grow;

• It can be easily demonstrated that µ1 = 0 will slow the dynamics of Q1(t) in the
nominal model, but would lead to higher input commands. On the other hand,
µ1 = 1 would mean that the insulin concentration has no direct effect on the plasma
glucose levels;

• The reason behind choosing µ3 = 0 and the effects of insulin on Q2(t) is the same
with µ1 and Q1(t) as discussed previously;

• In case of µ2, choosing Q1(t) as parameter over x1(t) will leave the insulin dynamics
having an opposite effect on Q2(t) (the rise in I(t) would increase the value of
Q2(t)). Choosing a nonzero value for µ2 however will lead to complex conjugate
pair of poles in the nominal model, with possibly unstable dynamics depending on
the actual value of the ρ(t) vector;

• Choosing µ4 = 1 would raise the effect of the injected insulin on the controller, but
the inaccuracy of the model would also increase. Moreover, the controller has no
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A1,1 =− ka,int − δ1∆ka,int

A1,2 =ka,int
VG

+ δ2
∆ka,int
VG

A2,2 =ρ4,max + ρ4,min
2 µ1 −

ρ2,max + ρ2,min
2 − Rcl

2
− δ3

ρ4,max − ρ4,min
2 µ1 − δ4

ρ2,max − ρ2,min
2 − δ5

Rcl
2

A2,3 =k12 + δ6∆k12

A2,4 =ρ1,max − ρ1,min
2 (1− µ1)− δ7

ρ1,max + ρ1,min
2 (1− µ1)

A2,6 =− µ4
EGP0 + ∆EGP

2 − δ8µ4
EGP0 + ∆EGP

2
A3,2 =ρ4,max + ρ4,min

2 µ2 + δ3
ρ4,max − ρ4,min

2 µ2

A3,3 =− k12 − δ6∆k12 −
ρ5,max + ρ5,min

2 µ3 − δ9
ρ5,max − ρ5,min

2 µ3

A3,4 =ρ1,max + ρ1,min
2 (1− µ2)− δ7

ρ1,max + ρ1,min
2 (1− µ2)

A3,5 =− ρ3,max + ρ3,min
2 (1− µ3)− δ10

ρ3,max + ρ3,min
2 (1− µ3)

A4,4 =− kb1 − δ11∆kb1
A4,7 =SITkb1 + δ12(∆SITkb1 + ∆SITkb1 + ∆SITkb1)
A5,5 =− kb2 − δ13∆kb2
A5,7 =SIDkb2 + δ14(∆SIDkb2 + ∆SIDkb2 + ∆SIDkb2)
A6,6 =− kb3 − δ15∆kb3
A6,7 =SIEkb3 + δ16(∆SIEkb3 + ∆SIEkb3 + ∆SIEkb3)
A7,7 =− ke − δ17∆ke

A7,8 =ka
VI

+ δ18
∆ka
VI

A8,8 =− ka − δ18∆ka
A8,9 =ka + δ18∆ka
A9,9 =A8,8

B2,1 =B2,9 = C1,1 = 1, and the other non-defined elements are 0.

. (2.7)
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Figure 2.1.: Considered structures of the H∞ controllers.

information on the fact that the state variable ξ3(t) and the endogenous glucose
production are connected.

Weighting functions

Weighting functions and unstructured uncertainty blocks represent effective tools to
incorporate our apriori knowledge of the controlled process into the model that is used
for controller design. Unstructured uncertainty blocks represent linear systems with
bounded norms (H∞ norm ≤ 1) and unknown but stable and minimal phase dynamics [60].
Furthermore, various constraints can be represented with weighting functions, such as
control signal limitations, tracking performance, and disturbance rejection. Once a model
has been constructed in such a manner, computing the parameters of the corresponding
controller becomes a convex optimization problem. This is one of the greatest advantages
of modern robust controllers and it requires a deep understanding of the process dynamics
(in our case the T1DM) obtained mostly from measurements. In our case, the gained
knowledge and hence, the understanding of the diabetic patient behavior came from 83
patients’ more than 200-week continuous glucose datasets analyzed throughout the years
and collected from the insulin pump centers of the Hungarian Artificial Pancreas Working
Group created in collaboration with the Hungarian Diabetes Association [69, 72].

Using the parameter inaccuracy information and the LPV-model constructed above,
uncertainty weighting functions can be determined. There are altogether four of these
functions: Win(s),W1(s),W2(s) and Wout(s). The transfer functions were determined

18

               kovacs.levente.adalbert_43_22



Table 2.1.: Parameters of performance weighting functions.

Controller T τ K

Regular (low γ) 300 9.6774 0.031
Regular (high γ) 350 7.7778 0.045
Integral (low γ) 400 40 0.01
Integral (high γ) 300 30 0.05
2DoF (low γ) 400 16 0.025
2DoF (high γ) 300 30 0.05
Integral 2DoF (low γ) 400 40 0.01
Integral 2DoF (high γ) 300 30 0.05

Table 2.2.: Parameters of performance weighting functions for switching controllers.

Controller T τ K

Regular (4.5 < Q1(t)/VG ≤ 5.5) (low γ) 300 37.5 0.04
Regular (5.5 < Q1(t)/VG ≤ Rth) (low γ) 300 50 0.03
Regular (Rth < Q1(t)/VG) (low γ) 300 33.33 0.045
Regular (4.5 < Q1(t)/VG ≤ 5.5) (high γ) 300 6 0.05
Regular (5.5 < Q1(t)/VG) (high γ) 300 5 0.06
Integral (low γ) 400 40 0.01
Integral (4.5 < Q1(t)/VG ≤ 5.5) (high γ) 300 30 0.05
Integral (5.5 < Q1(t)/VG ≤ Rth) (high γ) 300 25 0.06
Integral (Rth < Q1(t)/VG) (high γ) 300 21.43 0.07
2DoF (4.5 < Q1(t)/VG ≤ 5.5) (low γ) 300 9.375 0.032
2DoF (5.5 < Q1(t)/VG ≤ Rth) (low γ) 300 10 0.03
2DoF (Rth < Q1(t)/VG) (low γ) 300 8.57 0.035
2DoF (high γ) 300 12 0.05
Integral 2DoF (4.5 < Q1(t)/VG ≤ 5.5) (low γ) 300 30 0.01
Integral 2DoF (5.5 < Q1(t)/VG ≤ Rth) (low γ) 400 40 0.01
Integral (Rth < Q1(t)/VG) 2DoF (low γ) 300 12 0.025
Integral 2DoF (4.5 < Q1(t)/VG ≤ 5.5) (high γ) 300 30 0.05
Integral 2DoF (5.5 < Q1(t)/VG ≤ Rth) (high γ) 300 7.5 0.04
Integral 2DoF (Rth < Q1(t)/VG) (high γ) 300 23.077 0.065
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based on a gridding technique and upper approximation of the frequency responses
obtained, similar to [62]. The results are based on the simulations of six patients in the
in-silico simulator of SimEdu. Win(s) represents the uncertainty of the dynamics of the
subsystem (denoted as G1(s) later) of (2.1) consisting of the state variables S1(t), S2(t)
and I(t). Its transfer function is presented in (2.8). At smaller frequencies, the uncertainty
remains 5.5%, while it rises up to 22% for frequencies larger than 0.1 rad/min [62].

Win(s) = 0.055101.01s+ 1
25.31s+ 1 (2.8)

W1(s),W2(s) represent the uncertainty of x1(t)Q1(t) and x2(t)Q2(t) output of the sub-
system containing state variables x1(t), x2(t) and x3(t) (referred to as G2(s)). This
includes the effect of the changing parameters and the change of the selected scheduling
parameters. The chosen transfer functions of these weights are presented in (2.9). All
values were determined by the same gridding technique [62], except that here both model
parameter and scheduling parameter changes were considered. W2(s) is significantly
larger than W1(s) since x2(t) varies in a wider range. Furthermore, the parameters of
W2(s) are different for each of the six patient, while one common W1(s) is used. K,T
and τ are additional parameters.

W1(s) = 0.536714s+ 1
624s+ 1

W2(s) = K
τs+ 1
Ts+ 1

(2.9)

Finally Wout(s) was chosen as presented in (2.10). In the subsystem (G1(s)) consisting
of state variables C(t), Q1(t) and Q2(t) there are various uncertain parameters, including
a scheduling variable, as well as a kind of switching effect because of renal clearance:
Rcl = max{0, Q1(t)−RthrVG}. The other switching component representing endogenous
glucose production (EGP0 = max{0, 1− x3(t)}) is treated as noise in accordance with
what was presented earlier as gained knowledge about the nominal model. On higher
frequencies, the amplitude goes up to one, which represents 100% uncertainty. This
represents the assumption that no reliable information on the behavior of the system is
present on frequencies close to the sampling frequency.

Wout(s) = 0.15100s+ 1
15s+ 1 (2.10)

The disturbances also require weighting functions. Wm(s) for the glucose flux from the
gut is created using the meal absorption model presented in [67]. Although it is nonlinear
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in the original model, a worst case representation is possible with a second order linear
system:

Wm(s) = UG,ceil
(tmaxs+ 1)2 , (2.11)

where UG,ceil is the maximum glucose flux from the gut [mmol/kg/min], while tmax
is the time-to-maximum appearance rate of glucose in the accessible compartment
[min]. The effect of physical activity does not need an additional component aside from a
corresponding input. The measurement noise has a constant weighting function Wn = 0.5,
representing 0.5 [mmol/L] standard deviation of the measurement noise. The constraints
on the control signal can also be captured with a weight. It can be either constant with
value Wu = u , or one can also restrict fast changes with a transfer function. Limiting
the control signal on higher frequencies can prevent rapid oscillations.

Finally, one have to define the desired tracking performance with a weighting function
denoted as Wp(s). Our choice in this particular case is presented by a first-order system
given in (2.12). The numerical values are different for every controller, but the structure
remains the same in the sense that the requirements are different for lower and higher
frequencies. The former drives the glucose concentration towards the normoglycemic
range, while the latter gives more relaxed bounds on rapid changes. This is in accordance
with the uncertainty of the model in high-frequency regions. Furthermore, oscillations
and hypoglycemic episodes can be reduced at the cost of longer hyperglycemic events.

Wp(s) = K
τs+ 1
Ts+ 1 (2.12)

The numerical values for each controller are summarized in Table 2.1. Note that there
are two versions for each controller. The reasons will be explained later in Section 2.1.3.
As an example, choosing 0.5 for low frequencies means that the residual tracking error
should be lower than 2 [mmol/L] even in the most extreme case.

In classical control theory, PID control or controllers containing an integrator can
effectively eliminate residual error, which is a useful property when dealing with uncertain
systems. However, in H∞, control performance weighting functions cannot contain
integrator, for it has infinitely large H∞ norm, but one can make it part of the model in
a different manner. In this case, the additional Wint(s) component could be defined with
a transfer function given in (2.13), determined on the responses of the virtual simulator.
The output of Wint(s) must be made available for measurement.

Wint(s) = 1000s+ 1
1000s (2.13)
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Furthermore, a two degree of freedom (2DoF) control structure is also possible. To
achieve this, the reference system is required to be Wtrack(s). Instead of following a
reference signal directly, the aim was to match the behavior of the controlled system to
the reference system. In the case of a classical 2DoF control, the controller consists of a
feedforward and feedback component, where the former acts as a filter of the reference
signal. Since the reference signal, in this case, is constant, the feed-forward component is
not needed.

Moreover, an adequate estimation of the disturbances affecting the model is required,
for which the reference model responds with the desired behavior. Hence, the controller
in the 2DoF model will provide an estimation of the output of Wm(s) with estimation
error constrained by weighting function Wd(s). Only the meal disturbance was considered
since this has the most significant impact on the blood glucose levels among the processes
that always elevate the glucose concentration. Endogenous glucose production is assumed
to change rapidly because of the switching effect, hence it is difficult to observe in these
settings. The transfer functions of Wtrack(s) and Wd(s) are presented in (2.14) and
determined by responses from simulations in SimEdu. Note that the output of Wm(s) is
divided by UG before entering Wd(s).

Wtrack(s) = 76500s
3000s2 + 310s+ 1

Wd(s) = 0.752.86s+ 1
215s+ 1

(2.14)

Controller structure

The controller structures for regular controller, integral control, 2DoF control and 2DoF
with integrator are presented on Fig. 2.1 including all the uncertainty weighting functions
determined above. The components with solid line are common for all types and the
weighting functions described above. In case of 2DoF control, the elements drawn with
dashed line should be also taking into account, including the tracking performance
weighting function Wp(s), the Wd(s) for output estimation of Wm(s) and the reference
system Wtrack(s). Dotted line marks the parts that belong to integral control (Wint(s)
and a separate tracking performance function Wp(s)), as opposed to the semi-dotted
elements that are present only in the absence of the integrator.

The components Win(s),W1(s),W2(s),Wout(s),Wm(s),Wn(s),Wu(s),Wp(s),Wint(s),
Wd(s) and Wtrack(s) were introduced previously. G1(s), G2(s) and G3(s) stand for the
subsystems described when the uncertainty weighting functions were presented. The
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controller provides the injected insulin control signal u(t) and estimated disturbance
d̂(t) in the 2DoF case. The disturbances are the ingested meal d(t), effect of physical
activity phy(t), sensor noise n(t), and the disturbance resulting from endogenous glucose
production EGP (t). ze(t) and zu(t) are outputs of the performance weighting functions,
while zd1(t) and zd2(t) keep the disturbance estimation in check. y(t) is the measured
output of the system. Note that the reference signal cannot be found in Fig. 2.1. The
reason is that the reference signal is constant, and no constant input of the model
has significance when designing a linear dynamic system. The offset caused by the
reference signal, or other elements of the model is compensated by the integrator if
present, otherwise an additional constant input is needed.

An additional safety feature has been included in all controllers. Whenever the
measured blood glucose concentration reaches a certain lower limit (4.5 [mmol/L]), the
control signal will be set as zero. This is a frequently used method in recent insulin
pumps avoiding or reducing certain hypoglycemic episodes. The controller could be
tuned to avoid these episodes without using this feature, if the uncertainty of the model
would not be this high. However, the reason of high uncertainty used in this paper was
to iterate on the possibilities in modern robust controller design, giving a roadmap to it.

The current case study highlights the difficulties in order to assert proper robust
performance (RP). This can only be satisfied by defining weak tracking performance,
inadequate to keep the plasma glucose concentration of the patient in the normoglycemic
range. Therefore, two different versions were considered for each controller; one where
RP is met and one where only robust stability (RS) is assured. The latter has stricter
performance specifications, which are not met, but closed loop stability is still ensured (it
is needless to say, a true solution would reduce the uncertainties of the system, but this
cannot be done solely with a linear controller). One very important feature of this control
strategy is that no information regarding the occurrence and size of meals is provided,
unlike many other methods found in the literature. This certainly leaves a great burden
on the controller, but makes it significantly less dependent from the compliance of the
patient and approaches better the real life situation of a diabetic patient.

Switching control

A more effective approach can take into consideration the switching nature of the
model. Endogenous glucose production (EGP) and renal clearance (Rcl) represent linear
dependencies in certain working points, and non-existent in others. Treating each case
separately four different models can be defined requiring four different controllers. Each
model has slightly different dynamics, but individually they impose less burden on the
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respective controllers. Furthermore, based on the blood glucose levels more models can
be defined, similar to [73]. The six considered models are:

• No EGP (t) and Q1(t) ∈ [4.5 · VG, 5.5 · VG] (no renal clearance);

• EGP (t) is active, Q1(t) ∈ [4.5 · VG, 5.5 · VG] (no renal clearance);

• No EGP (t) and Q1(t) ∈ (5.5 · VG, RthVG] (no renal clearance);

• EGP (t) is active, Q1(t) ∈ (5.5 · VG, RthVG] (no renal clearance);

• No EGP (t) and Q1(t) > RthVG (renal clearance active);

• EGP (t) is active, Q1(t) > RthVG (renal clearance active);

Unfortunately the state variables that could be used to perform the switching cannot be
measured, only estimated. The structure of the nominal model and the controllers are the
same as previously, except that EGP (t) is not a disturbance any more, but rather a part
of the system. This calls for an additional uncertainty weighting function W3(s) given in
(2.15), which incorporates the parameter changes of kb3 and SIE . Similarly to W1(s) and
W2(s) the parameters of W3(s) were determined by the same gridding technique [62, 74].

W3(s) = 0.062717.7904s+ 1
11.468s+ 1 (2.15)

By the aforementioned considerations on switching, the uncertainty will be reduced
for certain components of the model. Furthermore different weighting functions can
be defined for different working points and also for different patients. W1(s) differs
depending on the value of Q1(t) resulting in three different weights given as follows:

W1(s|4.5 < Q1(t)VG ≤ 5.5) = 0.15714.286s+ 1
515.724s+ 1 (2.16)

W1(s|5.5 < Q1(t)VG ≤ Rth) = 0.41714.286s+ 1
608.415s+ 1 (2.17)

W1(s|Rth < Q1(t)VG) = 0.103714.286s+ 1
464.28s+ 1 . (2.18)

Based on the remarks given at the selection of W2(s), i.e. the parameters of W2(s)
are different for each of the six patient (see Eq. (2.9)), for every switching case a
corresponding frequency evaluation of W2(t) is required. On the other hand, based on
(2.10), the Wout(s) weighting function represents smaller uncertainty on lower frequencies.
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Wout(s) = 0.022.05s+ 1
100s+ 1 (2.19)

Three mostly different performance weighting function were determined for every controller
depending on the value of Q1(t). The controllers could further be tuned by defining
different Wp for every working point. The parameters are summarized in Table 2.2. The
time constant (T ) is selected on the model property (only in case of integral control
is used a higher time due to meal absorption), K and τ are results of the weighting
functions selected.

Similarly to the non-switching case, two different versions have been implemented for
each type of controllers: one where RP is satisfied and one where only RS is true. The
structures of all four switching controllers are presented in Fig. 2.2 (similar to Fig. 2.1,
just that here the uncertainty weighting function W3(s) is included in addition to the
endogenous glucose production part), where the line-style of the different elements is the
same as in the nonswitching case. The components with solid line are common for all
types. In case of 2DoF control, the elements drawn with dashed line should also be taken
into account. Dotted line marks the parts that belong to integral control, as opposed to
the semi-dotted elements that are present only in the absence of the integrator. All six
controllers were implemented and ran in parallel. The control signal will be the weighted
sum of all controller outputs. The weights are determined by using sigmoid functions to
avoid rapid changes in the signal during switching. For a controller that is valid when
Q1(t) ∈ [Q1,i, Q̄1,i] and x3(t) ∈ [x3,i, x3,i] the weight w̃i will be determined as follows:

wi = 1
1 + exp(M(

¯
Q1,i −Q1(t))) + 1

1 + exp(M(Q1(t)− Q̄1,i))

× 1
1 + exp(M(

¯
x3,i − x3(t)))

1
1 + exp(M(x3(t)− x̄3,i))

(2.20)

w̃i = wi
6∑
j=1

wj

. (2.21)

The control signal is considered zero when the lower threshold of the measured glucose
concentration (4.5 [mmol/L]) is reached. Compared to the non-switching case, smaller
γ values could be achieved for the same performance functions. On the other hand,
the synthesis could become ill-conditioned when faster tracking properties are enforced.
Consequently, balanced model reduction was necessary [60].
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Table 2.3.: Parameters of performance weighting functions for switching controllers.

Meal type Chance of occurrence Amount (g CHO) Time

Breakfast 100% 50 – 90 g 6:00 – 10:00
Snack 1 50% 10 – 50 g 8:00 – 11:00
Lunch 100% 60 – 120 g 11 :00 – 15:00
Snack 2 50% 10 – 30 g 15:00 – 18:00
Dinner 100% 35 – 95 g 18:00 – 22:00
Snack 3 50% 10 – 20 g 22:00 – 24:00

Table 2.4.: Summary of simulation results for all controller types.

Controller Hypo <4
[mmol/L]

Norm 4–6
[mmol/L]

Mild hy-
per 6–7.8
[mmol/L]

Hyper
6–11.1
[mmol/L]

Severe hy-
per >11.1
[mmol/L]

without switching
Regular (low γ) 6.68% 25.98% 10.11% 26.67% 40.66%
Regular (high γ) 13.40% 28.34% 12.51% 30.03% 28.23%
2DoF (low γ) 3.13% 23.24% 9.01% 23.00% 50.63%
2DoF (high γ) 10.75% 26.93% 11.87% 30.42% 31 .90%
with switching
Regular (low γ) 5.35% 27.02% 8.14% 24.45% 43.17%
Regular (high γ) 11.39% 28.83% 9.13% 26.46% 33.33%
2DoF (low γ) 4.59% 25.49% 6.78% 21.28% 48.64%
2DoF (high γ) 10.41% 28.33% 8.32% 25.14% 36.13%
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Figure 2.2.: Considered structures of the switching H∞ controllers.

(a) Non-switching (low γ ) (b) Non-switching (high γ )

(c) Switching (low γ ) (d) Switching (high γ )

Figure 2.3.: CVGA analysis of the switching and non-switching cases.
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(a) Low γ

(b) High γ

Figure 2.4.: Simulation over time for non-switching H∞ controller (high and low γ).
“Measured” represents the signal measured by the CGM sensor, “real” stands
for the output of the system, while “reference” is for the output of the
reference system Wtrack. 28
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2.1.4. Simulation results

Altogether eight different controllers were implemented and tested using the University
of Cambridge Simulator SimEdu version 2.2. In the case of integral control, RP was not
possible to be achieved by merely reducing the weighting of the tracking performance,
and not even RS could be ensured in certain cases. Results include massive hypoglycemic
episodes during simulation, which suggests that unless the uncertainty is reduced, or
additional information is made available regarding the disturbances, integral control is
not favorable for H∞ control of this model. However, for H2 or L1 control the idea might
be more effective [60]. PID control is extensively researched for the AP problem [15],
[75], therefore extending the controller with an integrator could be considered for robust
methods as well.

Six virtual patients of the SimEdu in-silico simulator were used and 100 simulations
were conducted for each patient with randomized initial states, parameter change, meal,
and physical activity profile. Uniform distribution was used in all cases. Table 2.3
summarizes the parameters of meal intakes. Physical activity occurred 50% of the time
starting between 9:00–12:00 and lasting for 1–4 hours. It can be seen from Table 2.3 that
based on the relatively wide ranges of meal intake possibilities (simulating in this way
the uncertain carbohydrate (CHO) estimation of the patients) even extreme meal intakes
(400 g CHO) can occur. Moreover, by the uncertain time intervals, the idea was to deal
with the uncertain registration of the meal periods as well.

For all simulations, a complete 48 hours simulation time interval was considered.
The simulation results were evaluated based on the international standards of control
variability grid analysis (CVGA) [76]. Figs. 2.3a–2.4b shows the analysis for the switching
and non-switching cases separating the case when only RP (low γ ) or when only RS
(high γ ) is satisfied. Instead of [mmol/L] the results are presented in the more widely
used mg/dL format, for easier comparison. Fig. 14 reflects the non-switching robust
control results. It can be seen that taking the uncertain meal intake or time recording
into account, for scenarios presented in Table 2.3 efficient and generally robust control
cannot be achieved.

This result presents the pros and cons of a modern robust control methodology. Only
guaranteeing RP does not mean that one could obtain a suitable controller. It is true
that the controller achieved is generally applicable, but in a physiologically unacceptable
range which means large oscillations with a number of hypo- and hyperglycemic episodes
that endanger diabetic patients’ life. This remark is valid concerning RS as well (Fig.
2.3b). Moreover, results in Fig. 2.3b demonstrate illustratively that RS performs worse
in quality requirements than RP. Simulations over time are exemplified by Figs. 2.4a
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and 2.4b for both (RP and RS) cases.
By the switching control scheme (Fig. 2.3c) a qualitatively increased performance

can be observed. RP is better matched with the physiological expectations due to
the different working regimes where the controller can satisfy more adequately the
physiological requirements. Besides the considered uncertain and extreme scenarios,
the approach can avoid most of the hypoglycemic events (most dangerous for T1DM
patients). In the remaining cases, the hypoglycemic episode is mild and does not pose a
general threat to the patient. Regarding hyperglycemia, a considerable drop in CVGA
can be observed in Figs. 2.3a and 2.3b. Moreover, due to the high meal intake scenarios,
it is expected to have high glucose levels for T1DM patients. Focusing only on RS (Fig.
2.3d), the same remarks can be concluded as in the non-switching cases. Although RS
can be guaranteed, without satisfying the nominal performance requirements (in this case
minimizing hypoglycemia) the control quality is worse. In the switching cases, simulations
over time are exemplified by Figs. 2.5a and 2.5b again for both (RP and RS) cases. In
the case of 2DoF control, the reference signal is also displayed. Table 2.4 summarizes
the simulation results for all the eight considered controller structures. Analyzing these
results, the following remarks can be made:

• While the proposed controllers are not ideal, they can prove their robust charac-
teristics. With the extreme scenarios considered here, they can guarantee RP (or
RS). In this way, a hierarchical control solution with individualized control adapted
to the patient’s physiology placed in a robust control framework to guarantee RP
even in the worst cases can be a real alternative for the AP problem.

• For higher γ values, when only RS is met, blood glucose levels usually do not go as
high when RP is satisfied. However, this comes at the cost of a higher possibility
for hypoglycemic episodes. 2DoF control can slightly shorten the duration of
hypoglycemic episodes. It might be more favorable to provide disturbance estimation
with a more capable tool, e.g.: Kalman filters or their extensions on sigma-point
filtering [77], [78].

• Switching control could considerably improve the results by defining different
working regimes where the controller could focus only on a part of the complete
dynamics. In this context, I have designed the corresponding controller used in this
robust control framework. Results were presented in [77] and Fig. 2.6 illustrates
a simulation result of the system, where the shortcomings presented in the above
roadmap were avoided.
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(a) Low γ

(b) High γ

Figure 2.5.: Simulation over time for switching H∞ controller. Measured represents the
signal measured by the CGM sensor, real stands for the output of the system,
while reference is for the output of the reference system Wtrack.
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Figure 2.6.: Simulation over time for switching H∞ controller (low γ ). “Measured”
represents the signal measured by the CGM sensor, “real” stands for the
output of the system.

Summary

In this chapter, the implementation of H∞ controllers was investigated for the widely
known and used T1DM model published in [39] and later updated in [67]. From the
nonlinear model, a nominal linear system was constructed with weighting functions
representing the nonlinearity and parameter inaccuracies. These weights were identified
either from real diabetic patient measurements or from simulations of the validated
SimEdu virtual simulator. Using this configuration, regular, integral, 2DOF, and integral
2DOF H∞ robust controllers were implemented, both for switching and non-switching
cases. Simulations were conducted using 6 virtual patient data.

The study intended to show the possible issues appearing in the H∞ controller design
for this particular artificial pancreas problem. The exact mathematical formulation of
modern robust technique was combined with the empirical (knowledge-based) expertise
gained from medical practice. The most practical issues have been addressed and results
have been tested for extreme scenarios (high meal intakes and uncertain time recording).
Switching control possibilities have also been presented. Besides the robust control
design roadmap was given in the Chapter, the advantage of the research from a control
engineering point of view is to present the sensitivity of uncertainty weighting function
selection. It shows, that without given expertise (in this case medical knowledge) not
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only robust, but even unstable solutions can be achieved. From the clinical point of view
the clear advantage is that once a robust controller is designed, there is no need to tailor
the controller to different patients or treatment scenarios.

Future research should focus on solving the H∞ controller design on the investigated
model using LPV modeling methodology, but also extended to a generalized LPV approach
of Tensor Product model transformation [79], [80]. Since the scheduling parameters
cannot be measured directly, accurate estimation is needed and the resulting error must
be considered and incorporated into the nominal model formulation [81–85]. Furthermore,
H2 and L1 robust controllers can be implemented and compared with the ones presented
in this paper. Hybrid controllers satisfying multiple constraints or hierarchical control
structure combining individualized control strategies with modern robust methods are
an option as well. Practical issues, such as sensor dynamics, errors, and insulin pump
failures should also be addressed together with other optimization methods e.g. [41,
64, 78]. As a final remark, it is important to mention that the aim of modern robust
control is not to compete with individualized methodologies, but to efficiently extend
them giving extra safety guarantees.
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3. Robust Fixed Point Transformation based
Control of Diabetes Mellitus and Tumor
Growth

This chapter presents the examination of the applicability of the Robust Fixed-Point
Transformations (RFPT) method as a viable control strategy for physiological systems.
The RFPT based control idea is introduced through two examples related to the control
of T1DM and tumor growth. The practical realization of the control problems and
the calculations have been carried out using MATLABTM, SCILABTM and JuliaTM

programming languages in this section.

3.1. The theoretical aspects of the RFPT methodology

In physiological control, the use of highly complex models is common, although, there are
many practical disadvantages regarding this practice. The first one is obvious: complex
models are more challenging to handle and it needs deep analysis of the problem to find
those nonlinear or linear control design methods which work well for the certain control
task. Another issue is that the widely applied techniques are model based ones which
unfortunately means that one have to trust both the validity of the model structure
and the parameters of it. Traditionally, the applicable control methodologies require
information about the actual output or the actual states of the system. Furthermore,
it is usually impossible to afford concrete information about the state variables of the
system, because one do not have the necessary sensor technology or do not have access
to them at all. A possible solution is the application of state observers or estimators,
although, these are also affected by the different modeling uncertainties which may make
their prediction imprecise or even questionable in certain cases.

These circumstances can be handled by using the methods of Lyapunov. The direct
method of Lyapunov allows to determine the stability of a certain nonlinear system
without solving the equations of motion. This property is the biggest advantage of the
method since many real life problems do not have analytical solution and the numerical
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solutions may contain significant inaccuracies. These facts make the Lyapunov methods
one of the most important tools for control engineers [86]. The Lyapunov method is
based on the properties of the so-called Lyapunov function V (t, x). Consider a general
nonlinear system ẋ(t) = f(t, x) with ξ = 0 equilibrium. The system can be given as
follows:

ẋ(t) = f(t, x) f(t, 0) = 0 f(t, x) ∈ C(0,1)
t,x . (3.1)

Assume that ∃V (t, x) ∈ C(1,1)
t,x ([a,∞)×Dx) positive definite Lyapunov function which

has the following property ∀x(t) trajectories

V̇ (t, x) =
dV (t, x)

dt < 0 (x 6= 0, V̇ negative definite). (3.2)

In this case the ξ = 0 solution is an equilibrium of the system and ξ = 0 is asymptotically
stable in Lyapunov sense. In general, V (t, x) = 0 if and only if x = 0, V (t, x) > 0 if and
only if x 6= 0 and V̇ (t, x) < 0 if x 6= 0 properties must be hold for the asymptotic stability
in the case of arbitrary nonlinear systems [86].

Despite the general solution which can be provided by Lyapunov’s theorems, it should
be noted that their practical applicability does have many drawbacks. They are able to
provide controllers which guarantee the asymptotic stability of a nonlinear system, but
they do not provide detailed information on how they attain it. It might happen that
during operation particular transient behaviors occur, which are physically infeasible. It
is hard to embed the limitations and restrictions belonging to the controlled system into
the controller design. Simple rules exist only in case of a few specific nonlinear system,
but each nonlinear system is different and requires unique solution and design. The
practical application is hard due to it requires expert designer with good mathematical
and analytical skills. Another issue is that many Lyapunov-based control design methods
require internal information about the system, which is not available by default. In these
cases different estimators needed to be used to approximate the internal state which
could be another source of error. Altogether, these circumstances created a demand for
alternative approaches, which are independent from the Lyapunov’s methods and not
suffering from their drawbacks, with similar effectivity and easier applicability.

The classical control approaches are based on the expected-observed scheme. Namely,
there is a predefined system behavior which is expected (e.g. reference value or trajectory –
which is often called nominal or desired system behavior rd) and the system acts somehow
according to its internal dynamics which is observed at the output (which is often called
realized system behavior rr). The aim of the control in these cases is to enforce the
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system ϕ by applying the control signal u that ϕ(u) = rr = rd when t → ∞. The
main problem with these approaches is that the system model ϕ can only be modeled
approximately. Thus, the desired and realized outputs could only be equal in case of very
simple systems which can exactly be modelled. This circumstance generally does not
hold in case of physiological systems which stems from their complexity. The behavior of
the modelled system can be described as

rr = ϕ(u) , (3.3)

where rr is the actual (realized) system response obtained when u is applied on the
system. The control signal calculation through the exact inverse model can be formulated
as follows:

u = ϕ−1(rr) . (3.4)

The u is the control signal to be applied to get the rr system response. If one knows what
is the beneficial response of the system, namely, the desired response rd then one can
apply ud desired control signal on the system in order to reach it. The RFPT controller
design have a number of benefits compared to the Lyapunov approaches and classical
control methods. Instead of focusing on the global stability, the RFPT method focuses
on the kinematics of the motion as well. In this way, not only the stability is guaranteed,
but also provides details about the motion of the system as well. Global stability can
also be guaranteed, but the conditions are different than other methods. It does not
require exact models rather only approximate ones. Further, the uncertainties, arising
from both parameter and modeling, can be handled by the RFPT-method. Finally,
the realization of the controller is easier and more general compared to other nonlinear
methods. The necessary design steps are the following: (i) realization of the approximate
model by considering the essential properties of the system; (ii) determination of the
control law to be applied by considering the goal of the control; (iii) realization of the
control environment and tuning of the parameters of the fixed point generator function;
and (iv) evaluation of the control environment.

The greatest advantage of the RFPT-based method is that an approximate system
model is just enough for the controller design. Based on the inverse approximate model
ϕ−1
appr, the approximate control signal udappr can be calculated as follows:

udappr = ϕ−1
appr(rd) , (3.5)

where rd is the desired system response. Nevertheless, the realized and desired system
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responses from the approximate system are connected to each other in the following
manner:

rr ≡ ϕ(ϕ−1
appr(rd)) ≡ f(rd) 6= rd . (3.6)

The RFPT-based method relies on the kinematic property of the system. More precisely,
the kinematically formulated trajectory tracking error relaxation is the key which can
be used for the control design. The desired system response rd can be determined as a
given order time-derivative of certain variables which can be realized by the application
of the control signal. The control signal is approximated by the rough system model
ϕ−1
appr which acts on the system ϕ. The output of the system ϕ can be described as a

response function f(r). Note that f(r) and r have the same dimensions, however, they
do not need to contain all state variables. This means that the approximate model can
have much lower complexity compared to the original system.

A key idea behind RFPT is to apply an adaptive function which is able to deform
the kinematically prescribed rd value to r?, namely to reach rd = f(r?). In this way
the inverse approximate model is not required to be tuned for different parameter
configurations. The deformation can be constructed by turning the control problem into
a fixed point problem so that the solution of the control task is the fixed point itself.
After, an iterative sequence of the control signals can be generated in the following way:
{r0

def= rd, r1 = G(r0) . . . , rn+1 = G(rn), . . .}. If the parameters of the transformation
function G are well set, then this sequence converges into to the solution of the control
task, that is rn → r?. Usually the desired response rd depends on the lower order
time-derivatives of the considered state variables and r can be arbitrary modified. The
core concept of proving the stability of the RFPT-based controller relies on the utilization
of the properties of Banach spaces and contractive mappings. A Banach space is a linear,
normed, complete metric space in which the contractive mapping exists. Namely, it
is possible to find a transformation function which can be used to make a connection
between the desired, deformed and real responses of the system to be controlled through
a fixed point problem:

rn+1 = G(rn; rd) def= (rn +Kc)
(
1 +Bc tanh(Ac(f(rn)− rd))

)
−Kc . (3.7)

Here Kc, Ac, and Bc (Bc = ±1) are the adaptive control parameters. The function G

from (3.7) has two fixed points: r = −Kc, which is the trivial fixed point and cannot be
utilized for control purposes and r? for which f(r?) = rd, which is the solution of the
control task. If

∣∣dG/dr∣∣ < 1 can be ensured during all times, the iteration will converge
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Kinematic
block Deformation

Delay
rdef (t− τ)

Delay
rr(t− τ)

∫ t
t0 dt...

∫ t
t0 dt

Approximate
inverse model

ϕ−1
appr

Controlled
system
ϕ

qN (t) rd(t) rdef (t)

udappr(t)

rr(t)

Figure 3.1.: The general RFPT controller scheme: the controller learns from the recent
model inputs and observed responses (qN (t) – Nominal trajectory, rd(t) –
Desired system response, rdef (t) – Deformed system response, rr(t) – Realized
system response, τ – Time shift) [89]

into the desired fixed point. Since Bc = ±1 the response values can be manipulated by
tuning Kc and Ac. Additional information about the tuning of these parameters and the
convergence criteria for given applications can be found in [87, 88]. The general RFPT
controller structure can be seen on Fig. 3.1.

3.2. RFPT-based controller design

The goal of this section is to provide a general step-by-step overview about the RFPT
controller design regarding physiological systems. Both the kinematic prescription as
well as the derivation of the inverse model is introduced, on which the general design
procedure can be formulated.

3.2.1. Effect chain of the control action

Assume that in case of an arbitrary nonlinear system (f(x(t), u(t)) = y(t)) the applied
control signal and controlled output are denoted by u(t) and y(t), respectively. The first
step of the RFPT-based controller design is to determine the connection between the
control input u(t) and the controlled output y(t) since the controller uses only these
variables and does not require internal information about the system (e.g. it does not need
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to estimate internal non-measurable states). Thus, a model is needed which approximately
describes this dynamics between u(t) and y(t). The most simple and straightforward case
is to utilize the applied virtual patient model and simplify it, but approximate models
can be generated in other ways as well. The three possible approaches are the following:

• Approximate model development from measurements: in this case the basis of the
model is real patient data from which the approximate input-output model can be
created.

• Approximate model development from simple patient model: one can derive a
physiological model based on first principles to describe the input-output dynamics
and making simplifications on it.

• Approximate model development from complex patient model: one can use a
complex patient model and simplify it by transforming the neglected terms of
the model to affine terms. Usually, the output of such model becomes a higher
derivative of the measured output and the input is the considered control signal.

3.2.2. Approximate model development

As mentioned previously, there are three ways to obtain an approximate model. In the
first case, one can use measurements from the patient which contain the control signal (e.g.
administered insulin, injected drug, etc.) and the controlled variable (e.g. blood glucose
level,tumor volume, etc.). From these measurements general mathematical models can be
developed, which can serve as an approximate model. For example, nonlinear polynomial,
exponential, or even the autoregressive ARIMA or ARMAX models could be appropriate
for this purpose.

The next two options are connected to the utilization of a simple or complex patient
model during the approximate model development. Nevertheless, these are not completely
model-based solutions, because only the dynamical connection between the input and
output are kept from the original model and the unnecessary dynamics and parameters
are neglected. The approximate model can be generated by applying a simple patient
model with only a few state variables. This model can be transformed after neglecting
all of the unnecessary terms (these can be considered as affine varying or affine constant
terms as well) and focusing only on the connection between the control input and the
controlled output.

Usually, the patient models are described by ordinary differential equations. By
mapping the input-output connection, which is the the effect chain of the control action,
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an approximate model can be obtained which describe the connection between the control
signal and a higher order derivative of the controlled variable (i.e. controlled measurable
output). For instance, assume that the original first order non-linear system is given in
the following way:

ẋ(t) = f(t, x(t), u(t)) , (3.8)

where x(t) and u(t) denote the state variable and control input of the system, respectively.
By rearranging (3.8) one get the dynamical connection between the control input and
the first derivative of the state variable as follows:

u(t) = h(t, ẋ(t), x(t)) . (3.9)

Thus, by using (3.9) one have to develop the control law by applying ẋ(t). Complex
patient models can also be used to develop the approximate model. In this case, the
control signal effects via the effect chain, precisely, through the different state variables
among the structure of the model, which are the higher order derivatives of the output.
Thus, the approximate model describes the rough dynamical connection between the
control input and the higher order derivates of the controlled output. The limitation in
this case is that the derivative of the controlled output must exist, but this condition is
true for physiological systems in general [1].

3.2.3. Control law development

The RFPT adaptive controller uses the purely kinematic prescription of the tracking
error. This means that various options can be applied to generate the control law. For
example, assume that the approximate model describes the connection between the third
derivative of the controlled variable ...x(t) and the control input u(t), with a PID-type
tracking error (Λ > 0 is a control parameter). Then the PID tracking can be described
as: (

d
dt + Λ

)4 t∫
t0

(
xN (ξ)− x(ξ)

)
dξ = 0, (3.10)

where xN (t) is the nominal value to be tracked by the system, x(t) is the realized value
of the system, and e(t) = xN (t) − x(t) is the error signal, which should exponentially
converge to zero, i.e. e→ 0, t→∞. Due to the properties of the approximate model, a
third order control law must be applied in which the control signal is calculated for ...x(t)
and not for x(t). Thus, one have to prescribe the behavior of the desired third derivative
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...
xDes(t) in (3.10). Various control laws can be applied not just only P-, PD- and PID-kind
control laws. There are examples of the application of Fuzzy and MPC control laws as
well, however, their application in case of physiological systems need further examination
and developments [87, 90, 91].

3.3. Control of T1DM using RFPT

In this section I introduce the controller design for T1DM by using RFPT control. In
order to provide the full picture and the specificities of the task, I present all steps of the
design including the related specific RFPT theoretical background as well – by focusing
on the given specific control problem.

3.3.1. Diabetes model

In this section, the control is designed on a DM model which uses real patient data on
the estimation of its parameters [92]. The state-space representation of the model is
given as follows:

Ġ(t) = −ksiI(t) + kl − kb +D(t) (3.11a)

Ï(t) = −
1
T 2
u

I(t)−
2
Tu
İ(t) +

ku

ViT 2
u

u(t) (3.11b)

D̈(t) = −
1
T 2
r

D(t)−
2
Tr
Ḋ(t) +

kr

VBT 2
r

r(t) (3.11c)

Table 3.1 contains the description of the model parameters, and their values can be found
in [92].

The model has two inputs, namely the external insulin infusion rate u(t) [U/h] and the
carbohydrate (CHO) intake r(t) [mg/min2], and one output, the glycemia, G(t) [mg/dL].
Other states of the model are the insulinemia, I(t) [U/L] and the digestion of CHO, D(t)
[mg/dL/min]. The first subsystem (Eq. (3.11a)) is responsible to simulate the glucose
dynamics regarding the external and internal glucose appearance, the effect of insulin,
and the internal insulin-independent glucose consumption. The second subsystem (Eq.
(3.11b)) describes the insulin dynamics including the changing of insulinemia and external
insulin intake, while the third subsystem (Eq. (3.11c)) presents the digestion dynamics
and creates a connection between the CHO r(t) in meal and D(t). To determine the
relative order of the necessary control, the order of the time-derivative of G(t) has to
be found. This can be immediately set by the control signal u(t), which is the insulin
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Table 3.1.: Parameters of the model [92]

Name Unit Description

kl

[
mg

dL ·min

]
Internal glucose production by the liver

kb

[
mg

dL ·min

]
Glucose consumption by the brain

ksi

[
mg

U ·min

]
Insulin dependent glucose decrease rate

kr [min] Static gain constant of glucose
ku [min] Static gain constant of insulin
Tu [min] Time constant of insulin dynamics
Tr [min] Time constant of glucose dynamics
Vi [dL] Insulin distribution volume
VB [dL] Blood volume
M [kg] Body weight

ingress rate. For this, the effect chain of the control signal has to be expressed.

3.3.2. Effect chain of the control signal

According to (3.11b), u(t) immediately influences the Ï(t). Since Ï(t) occurs in the 3rd
time-derivative of G(t), equation (3.11a) has to be differentiated two times:

G̈(t) = −ksiİ(t) + Ḋ(t) (3.12a)
...
G(t) = −ksiÏ(t) + D̈(t) . (3.12b)

Substituting (3.11b) and (3.11c) into (3.12b) the control equation can be obtained:

...
G(t) =

ksi

T 2
u

I(t) +
2ksi
Tu

İ(t)−
kuksi

ViT 2
u

u(t)

−
1
T 2
r

D(t)−
2
Tr
Ḋ(t) +

kr

VBT 2
r

r(t),
(3.13)

from which the necessary control signal u(t) for the prescribed
...
G(t) can be calculated:
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u(t) = −
ViT

2
u

ksiku

...
G(t) +

Vi

ku
I(t) +

2ViTu
ku

İ(t)

−
ViT

2
u

ksikuT 2
r

D(t)−
2ViT 2

u

ksikuTr
Ḋ(t) +

ViT
2
ukr

ksikuVBT 2
r

r(t) .

(3.14)

Eq. (3.14) shows that the control signal u(t) directly affects
...
G(t), which must be

accounted for in the kinematic controller.

3.3.3. Determination of the relative order

In the first step the designer has to consider the physical quantity for which a reference
trajectory GN (t) is defined. This step can be made on the basis of purely kinetic
considerations by prescribing the appropriate order time-derivative of the controlled
quantity that can be instantaneously affected by the control signal. According to
the model in use, the third time-derivative of the glucose concentration of the blood
...
G [(mg)/(dL · min3)] can be directly influenced by the control input u that is the external
insulin infusion rate. For instance, by considering the integrated tracking error defined as
eint(t)

def=
∫ t

t0

[
GN (ξ)−G(ξ)

]
dξ, and by introducing a positive real number 0 < Λ [s−1],

one may wish to have

 d
dt+ Λ

4

eint(t) ≡ 0 that yields the desired system response as

...
GDesired(t) =

...
GN (t) + 4Λ

(
G̈N (t)− G̈(t)

)
+6Λ2

(
ĠN (t)− Ġ(t)

)
+ 4Λ3

(
GN (t)−G(t)

)
+ Λ4eint(t) .

(3.15)

If one possess an approximate model of the system, one can use that to find u such
that the output of the system is

...
GDesired(t). Due to modeling and/or state estimation

errors, when this control signal u is applied on the controlled system, the realized (and
measurable) response, i.e.

...
G(t) will differ from

...
GDesired(t). On this basis a response

function can be defined, which for an arbitrary input
...
GIn yields the realized response

as
...
G = f

( ...
GIn, . . .

)
, in which “. . . ” refers to the zeroth, first, and the second-order

derivatives of G(t) and the other state-variables of the system. If
...
G can be instantaneously

modified by u, while the other arguments in the place of the symbol “. . . ” vary only
slowly, one can use the approximation

...
G ≈ f

( ...
GIn

)
. In the lack of information on the

exact model parameters, the analytical expression of f is not available for the controller.
However, the pairs made of

...
G and

...
GIn are always known: the input value is determined

by the controller, and
...
G is measurable. In the sequel, by the use of the response function,

an iteration is suggested to find the appropriate value
...
G? for which

...
GDesired = f

( ...
G?
)
.
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3.3.4. Fixed-point transformation

Assume, that one have a digital controller, and in each control step exactly only one
step of iteration can be executed by the use of a function H defined as follows ([88]):
...
GIn1 =

...
GDes1 , and

...
GInn+1 = H

( ...
GInn ,

...
GDesn+1

)
def=( ...

GInn +Kc

)
·

1 +Bc tanh
(
Ac

[
f
( ...
GInn

)
−
...
GDesn+1

])−Kc ,
(3.16)

where the real numbers Kc, Ac, and Bc are the adaptive control parameters. If
...
GDesn+1

varies slowly, the
...
GDes ≈ const. assumption remains valid. Evidently, if f

( ...
G?
)

=
...
GDes,

Eq. (3.16) provides
...
GInn =

...
G? =

...
GInn+1, from which the solution of the control task is

the fixed point of function H. The other trivial fixed point is
...
GInn = −Kc =

...
GInn+1 that

cannot be used for control purposes. This construction evidently corresponds to the
requirement of causality: the signal to be used in control cycle number (n+ 1), i.e.

...
GInn+1,

is created by the use of the signal in cycle n, which is
...
GInn combined with the observed

response i.e. f
( ...
GInn

)
. In the next subsection the convergence properties of the previously

defined sequence are considered.

3.3.5. Convergence of the iteration

A Banach space (as a set, casually denoted by B) by definition is a complete, linear,
normed metric space:

• Linearity: ∀α, β ∈ C and x, y ∈ B, the linear combination is defined and belongs
to the space: αx+ βy ∈ B;

• Existence of a norm for defining a metric: ∀x ∈ B ∃‖x‖ ≥ 0 so that from ‖a‖ = 0
it follows that a = 0 (i.e. the norm separates points), ∀α ∈ C ‖αx‖ = |α| · ‖x‖
(absolute scalability), and ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (norm inequality). By the use of
this norm the metrics or the distance between the elements as ρ(x, y) def= ‖x− y‖
can be defined;

• Completeness: By using the norm, one can define Cauchy sequences. A sequence
{xn;n ∈ N} is a Cauchy sequence if ∀L ∈ N ‖xn+L − xn‖ → 0 as n → ∞.
Completeness means that each Cauchy sequence must be convergent in the space,
i.e. for the above sequence ∃x? ∈ B so that ‖xn − x?‖ → 0 as n→∞;
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By utilizing the norm on the space, one can introduce the concept of contractivity:
Φ : B 7→ B is contractive if ∀x, y ∈ B ∃K ∈ [0, 1) so that ‖Φ(x) − Φ(y)‖ ≤ K‖x − y‖.
Using a contractive function, a Cauchy sequence can be generated, so that {x1;x2

def=
Φ(x1); . . . xn+1

def= Φ(xn); . . .}. This sequence is indeed a Cauchy sequence, since:

‖xn+L − xn‖ = ‖Φ(xn−1+L)− Φ(xn−1)‖ ≤

≤ K‖xn−1+L − xn−1‖ ≤ . . .

≤ Kn−1‖x1+L − x1‖ → 0 as n→∞ .

(3.17)

Due to the completeness of B, ∃x? ∈ B so that ‖xn − x?‖ → 0 as n→∞. It is easy to
show that x? is the fixed point of Φ, i.e. Φ(x?) = x?. Using the properties of the norm
one can write that:

‖Φ(x?)− x?‖ = ‖Φ(x?)− xn + xn − x?‖ ≤

‖Φ(x?)− xn‖+ ‖xn − x?‖ =

‖Φ(x?)− Φ(xn−1)‖+ ‖xn − x?‖ ≤

≤ K‖x? − xn−1‖+ ‖xn − x?‖ → 0 as n→∞ .

(3.18)

These considerations allow the application of the fixed point transformation-based
approach since by properly choosing a deform function (for example (3.16)), one can
ensure that it generates a Cauchy sequence by properly choosing its parameters.

3.3.6. Convergence conditions for SISO Systems

In this case the
...
G ≈ f

( ...
GIn

)
response function corresponds to f : R 7→ R, so one can

use the Banach space of real numbers with the norm ‖x‖ def= |x|. Since this function is
differentiable, one can use a simple integral estimation for guaranteeing contractivity:

|f(b)− f(a)| =

∣∣∣∣∣∣
∫ b

a

df(x)
dx dx

∣∣∣∣∣∣ ≤
∫ b

a

∣∣∣∣∣∣df(x)
dx

∣∣∣∣∣∣ dx, (3.19)

which evidently means that ∃K, 0 ≤ K < 1 so that
∣∣∣df(x)

dx

∣∣∣ ≤ K, thus a contractive map
can be obtained that makes the iterative sequence converge to the solution of the control
task. Of course, it is enough to maintain the contractivity nearby the useful fixed point.
One can see that if |Kc| � |

...
G|, Bc = ±1, and Ac is a small positive number, then the

fake fixed point at −Kc can be made repulsive, while
...
G? can be rendered attractive.

Since |Kc| is very big, in this case the initial element of the iteration will be either in the
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(−Kc,
...
G?) interval or it will be greater than

...
G?, therefore the iteration will converge to

...
G?. An advantage of this control method is that it does not require a very precise setting
of its adaptive control parameters. The actual setting concerns the speed of convergence,
therefore, to some extent the precision of trajectory tracking.

3.3.7. The affine model

It is evident that (3.14) corresponds to an affine structure between u(t) and
...
G(t). It is

reasonable to assume that any abrupt jump in u(t) immediately affects the instant value
of

...
G(t); hence, the additive parts of the affine model vary only slowly. Based on this

observation, the value of the control sequence rn will be the required third derivative of
G. It will be referred to as

...
G(t)Req in the sequel. According to the available model to

...
G(t)Req, the following control signal u(t)Reqcan be derived:

u(t)Req = −
ViT

2
u

ksiku

...
Greq(t) +

Vi

ku
I(t) +

2ViTu
ku

İ(t)

−
ViT

2
u

ksikuT 2
r

D(t)−
2ViT 2

u

ksikuTr
Ḋ(t) +

ViT
2
ukr

ksikuVBT 2
r

r(t) .

(3.20)

Practically, only G(t) can be measured by the CGMS usually with 5 minutes of cycle
time. No direct measurement possibilities exist for measuring D(t), I(t) in practice.
However, in principle r(t) may be known, as it depends on the action of the patient,
but it cannot be expected that the patient manually provides the controller with this
information. Therefore, it is assumed that the controller can detect the CHO intake by
observing some increase in G(t). It can be stated that in practice there is no possible way
to obtain information on the actual value of the additive parts of the affine model. The
main feature of the RFPT adaptive controller which is it can work with an incomplete
model fits this practical problem: there is no need for the application of complicated state
estimators to estimate this term. In the model this unknown contribution is denoted as
an AffineAdditive constant term as follows:

u(t)Req = −
ViT

2
u

ksiku

...
Greq + AffineAdditive . (3.21)

In this approach the information on the variables D(t) and I(t) is completely neglected
in the controller.
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3.3.8. Approximate model

As no real measurements can be done for the estimation of the actual D(t) and I(t)
values of the patient, an alternative possibility is the application of some approximate
model (its parameters are denoted by the symbol ∼) to estimate them by solving the
complete equations of motion for the approximate model taking the same control signal
as the actual patient u(t), and producing the drift of approximate state variables ˙̃G(t),
˙̃I(t), ˙̃D(t). In the estimation of u(t)Req the approximate quantities Ĩ(t), ˙̃I(t), D̃(t), ˙̃D(t)
are substituted from a computer program that emulates the behavior of the approximate
model, but it takes the measurable actual G(t) value and – due to the lack of information
on meal intake – r(t) as zero:

u(t)Req = −
ṼiT̃

2
u

k̃sik̃u

...
Greq +

Ṽi

k̃u
Ĩ(t) +

2ṼiT̃u
k̃u

˙̃I(t)

−
ṼiT̃

2
u

k̃sik̃uT̃ 2
r

D̃(t)−
2ṼiT̃ 2

u

k̃sik̃uT̃r

˙̃D(t) + 0 .

(3.22)

Using this approach, the adaptive part of the controller will not contribute the same
amount as in the previous case.

3.3.9. Control law

During the study, a PID-control law was used as the kinematic prescription. This is
an appropriate choice if the goal of the control is trajectory tracking as it was in this
case. Since the control signal acts on the third-order time derivative of the variable to be
regulated, a control law of the same order has to be used:

(
d
dt+ Λ

)4 t∫
t0

(
GN (ξ)−G(ξ)

)
dξ = 0 (3.23)

which determines the following desired
...
GDesired(t) function:

...
GDesired(t) =

(
d
dt

)3

GN (t)+

+
3∑
s=0

(
4
s

)
Λ4−s

(
d
dt

)s t∫
t0

(
GN (ξ)−G(ξ)

)
dξ

(3.24)

where the GN (t) is the reference blood glucose (BG) level, G(t) is the actual BG level
and the error is the GN (t)−G(t).
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(a) Affine case

(b) Non-affine case

Figure 3.2.: Realization of the control structures in the affine and non-affine cases.

3.3.10. Final control environment

The final control environment consists of the PID-type kinematic prescription, the
adaptive block, and the affine model as Fig. 3.2a presents it. However, in this study,
another realization possibility was investigated as well, where an approximate parallel
simulated model provides the non-measurable estimated states. The structure of it is
presented in Fig. 3.2b. Note, that the PID-type prescription and the adaptive block were
the same in both cases.

3.3.11. Results

In order to test the controller, long-term simulations were applied and a unique glucose
input function was designed. In every case, the goal was that the controller should provide
an appropriate control signal by which the glycemia of the patient can be stabilized
if disturbances are present. The glucose input specificity of the used model required
a special input function. The designed function consists of an additive mixture of an
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Table 3.2.: Exact parameters of the used model [92]

Name Unit Value

kl

[
mg

dL ·min

]
1.94

kb

[
mg

dL ·min

]
128/M

ksi

[
mg

U ·min

]
197

kr [min] 2.4VB 10−3

ku [min] 59Vi 10−3

Tu [min] 122
Tr [min] 183
Vi [dL] 2.5M
VB [dL] 0.65M
M [kg] 72

arbitrarily selected sinusoidal disturbance signal combined with an impulsive term:

r(t) = sin(t) +
sh

sw + (t− ti)4,
(3.25)

where sh is the impulse height and sw is the width of the impulse. The model needs the
derivative of the designed function dr(t)/dt as CHO input. The primary goal of this
study was to prove the usability of the RFPT controller design in the case of the T1DM
model in order to ease the inaccuracies in the identification procedures. The method
relies on approximated models instead of exact patient models that allow using one of
the parameter sets from the original study (Patient 1, [92] given in Table 3.2). It is also
noted that the AffineAdditive elements were set to zero during the simulation.

Naturally, the parameters from Table 3.2 can only be used in the affine case. In the
approximate case, the values of the state variables are non-measurable but can be roughly
estimated from the parallel simulation of the model. The parameters, in this case, were
half of the original values, which means that except for the body weight, every parameter
in the approximate case was equal with 0.5 times its original value.

Besides the selection of the used model parameters, the appropriate selection of the
control parameters is also important. The general RFPT controller parameters are
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those connected to the adaptivity, namely Ac, Bc, and Kc. Moreover, depending on
the applied control law, different further control parameters may occur. In this study,
a kinematic control law was used with one tunable Λ gain parameter. The values of
the adaptivity parameters were adjusted to the magnitudes of the controlled variable
(the third derivative of G(t)). The last selectable variable is the reference BG level GN

which is used in the adaptivity block and the control law as well. Due to the desired
goal to prove the usability of the RFPT controller, the same control parameters and
reference BG level were used during the simulations, without online parameter tuning.
However, in other applications these properties of the RFPT controller design were
successfully tested [93], [90]. The selected control variables of the T1DM case was
determined to be Kc = −10−2, Ac = 1/(10|Kc|), Bc = 1, and Λ = 0.003 with the
reference GN = 100

[
mg/dL

]
. The simulation length was 4000 minutes (more then

66 hours, or almost 3 days) which is enough to demonstrate the benefit of the RFPT
controller, because the controller adapts to the patients dynamics under this time interval.

Fig. 3.3a presents the blood glucose level over time in the affine case. It should
be noted that the desired blood glucose interval is 70-120 mg/dL (the healthy human
blood glucose interval). Over 120 mg/dL hyperglycaemia (high BG), under 70 mg/dL
hypoglycaemia (low BG) is diagnosed. The latter is the most dangerous for a T1DM
patient and should be completely avoided. Hyperglycaemia, however, could be tolerated,
but the amplitude should be reduced to 140 mg/dL. The figure shows that after the
first transient, the controller reacts to the increasing BG level and administers insulin
in order to avoid hyperglycaemia. As a result, the BG level finally reaches the nominal
BG level GN . In the non-affine case of Fig. 3.3b, the controller acts faster since the
simulated approximate model signals are available and the controller has direct, but
roughly approximated information about the possible internal states.

Fig. 3.4a shows the injected insulin over time in the affine case. Due to the structure
of the affine model (Eq. 3.20), the insulin peaks occur over time because of the third
derivative of the required G(t). Originally, these effects come from the food intake
signals and reflect in the

...
G(t)Req signal, respectively. The same effects can be seen in the

non-affine case (Fig. 3.4b) as well. The average magnitude of the peaks is almost the
same. The main difference is that the controller has approximated internal information
about the states. This knowledge about insulinemia allows us to have a nonzero initial
control signal and have a non-smooth insulin signal around the peaks.

In Figs. 3.5a-3.5b one can see the output of the realized, desired, and required 3rd
derivatives of the BG level G(t) in both the affine and non-affine cases. In Fig. 3.5a the
realized signal tends to be the desired signal after the diversion caused by the insulin
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Figure 3.3.: Simulation results of the blood glucose level in the affine and non-affine case.
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Figure 3.4.: Injected insulin in the affine and non-affine case.
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Figure 3.5.: Desired, required, and realized 3rd derivatives of G(t) in the affine and
non-affine case.

signals. In Fig. 3.5b the desired and required signals are almost the same. The realized
...
G(t) approaches the desired signal due to the fact that the desired and required signals
were almost identical.

Fig. 3.6a shows insulinemia variation I(t) over time. It can be seen that the control
insulin signal results in a stable internal insulin level, besides the presence of the insulin
peaks. Time delays of the effect due to the model structure are also visible, since despite
the immediate insulin signal from the beginning the insulinemia initially decays, but
stabilizes over time. However, in the non-affine case (Fig. 3.6b) the insulin peaks are
more evident on I(t).

3.3.12. Summary

In Sec. 3.3. the usability of RFPT controller design method was reported in the case
of a T1DM nonlinear model. In line with the requirements of the T1DM model an
appropriate feed intake function was designed. Using a long simulation duration the
behavior of the RFPT controller were tested when disturbances are present in the system.
During this study, fixed control parameters were tuned without advanced optimization
techniques. On these considerations, the applicability of the novel RFPT method has
been demonstrated. With online optimization techniques, a better performance can be
expected which can be a bases of further research.
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Figure 3.6.: Simulation result of insulinemia I(t) in the affine and non-affine case.

3.4. Control of Tumor Growth via RFPT-based Adaptive
Control Framework

In the following section, the design of the RFPT controller is shown on the famous
Hahnfeldt model. In the case of T1DM model, one saw the benefits of the RFPT
controller when inaccuracies are present in the model. A tumor growth model is no
different, since the patient variability and the lack of precise model naturally leads to the
application of robust and adaptive solutions.

3.4.1. Analysis of the tumor growth model

I used a three order model in this section which was introduced by [26], and can describe
tumor growth under angiogenic therapy. The state variables of the model are the volume
of the tumor x1(t)

[
mm3

]
, the volume of the supporting vasculature x2(t)

[
mm3

]
, and

the inhibitor (Bevacizumab) serum level x3(t) ≡ g(t)
[
mg · kg−1

]
. The system is given

as:

ẋ1(t) = −λ1x1(t) log

x1(t)
x2(t)


ẋ2(t) = bx1(t)− dxα1 (t)x2(t)− ηx2(t)g(t)

ġ(t) = −λ3g(t) + u(t) ,

(3.26)
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where the control signal is the input rate of the inhibitor u(t)
[
mg · kg−1 · h−1

]
. The model

parameters are λ1 = 0.192/24.0
[
h−1

]
, b = 5.85/24.0

[
h−1

]
, d = 0.0087/24.0

[
mm−2 · h−1

]
,

η = 0.66/24.0
[
mm−3 · h−1

]
, λ3 = 1.3/24.0

[
h−1

]
, and α = 2/3. The aim is to control

x1(t) by the use of the signal u(t), assuming that x1(t) is directly measurable. To deter-
mine the relative order of the control task one have to observe that ẋ1(t) is not directly
influenced by u(t). It is evident that ...x1(t) depends on ẍ2(t) that directly depends on ġ(t)
which is influenced by u(t). As a consequence, the relative order of this control problem
is 3. To reveal the dependence of ...x1(t) on u(t), by making the necessary differentiations
one can arrive at the cascade of equations as follows:

ẍ1(t) = −λ1ẋ1(t) log

x1(t)
x2(t)

− λ1ẋ1(t) + λ1
x1(t)
x2(t)ẋ2(t)

...
x1(t) = ẍ1(t)

−λ1 log

x1(t)
x2(t)

− λ1

− λ1
ẋ2

1(t)
x1(t)−

−λ1
ẋ1(t)ẋ2(t)
x2(t) + λ1

 ẋ1(t)
x2(t)−

x1ẋ2(t)
x2

2(t)

 ẋ2(t)

+λ1
x1(t)
x2(t)

(
bẋ1(t)− dαx1(t)α−1ẋ1(t)x2(t)

−dxα1 (t)ẋ2(t)− ηẋ2(t)g(t)
)

+ λ1ηx1(t)λ3g(t)− λ1ηx1(t)u(t),

(3.27)

whence u(t) can be summarized in an affine form:

...
x1(t) = B

(
x1(t), x2(t), g(t)

)
− λ1ηx1(t)u(t). (3.28)

Equations (3.26) and (3.27) allow us to observe the following remarks:

1. The
0
0 - type singularity in (3.26) does not allow this model to explain or describe

the tumor formation in its early stage that precedes angiogenesis.

2. As x1 → 0, ...x1(t) becomes insensitive to u(t) that anticipates, that for keeping
the tumor size at a very low level it would require the use of huge Bevacizumab
ingress rates. In other words, the aim cannot be the complete removal of the tumor,
instead of that it should be kept at a low, but finite level.

3. During numerical simulations the physically not interpretable regions as x1(t),
x2(t), g(t) < 0, and the physically not realizable ingress rates as u(t) < 0 must
be evaded by appropriately completing the equations (3.26) and (3.27). The
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physically clear situation corresponds to a targeted x1final
> 0 state at which these

phenomenological restrictions do not occur.

4. As one can only directly measure only x1(t), but no practical possibility exists for
measuring x2(t) and g(t), the detailed model practically is not available for devel-
oping a classical MPC. In other words, due to the lack of satisfactory information,
it is not possible to construct a Kalman filter to estimate each state variable.

This situation anticipates the possible use of either some robust, or adaptive technique.
Here, I concentrated on the use of an RFPT adaptive technique that could overcome the
previously discussed issues.

3.4.2. Application of the RFPT technique

According to Fig. 3.1 describing the schematic structure of the RFPT-based control
design, a nominal trajectory to be tracked can be designed for xN1 (t) as follows ([91]):

xN1 (t) = x1final
+ x1ini

(
1− tanh(ct)

)
, (3.29)

where the initial condition corresponds to t = 0, c > 0, and x1final
> 0 that guarantees

the avoidance of the dynamic singularity of the model. The PD term is embedded
into the control law and is responsible for the elimination of the actual tracking error
denoted by e(t) = xN1 (t)− x1(t). Since there is a direct connection between the control
signal u(t) and the third derivative of the first state ...x1(t) one have to use at least a
third order

(
d/dt+ Λ

)3 PD term. Taking into account that for a constant Λ > 0, the
solution of the differential equation

(
d/dt+ Λ

)
h(t) ≡ 0 converges to zero, since it is

h(t) = h(t0) exp(−Λ(t− t0)). The tracking error can be used for the prescription of the
desired ...xD1 as

(
d/dt+ Λ

)3 [
xN1 (t)− x1(t)

]
≡ 0, is given as:

...
xD1 = ...

xN1 (t) + Λ3e(t) + 3Λ2ė(t) + 3Λë(t). (3.30)

Consequently, the value ...xD1 corresponds to the desired response rDes. In order to achieve
this response, following adaptive deformation of the control signal used in the previous
control step, the available approximate system model is used for the calculation of the
control force (which in this case corresponds to u(t)). This force is exerted on the
controlled system that produces the realized response (...x1(t) in this particular case). If
...
xD1 varies only slowly, an iterative sequence of the control signals {r1 = rDes1 , . . . , rn+1 =
G
(
rn, f(rn), rDes

)
, . . .} can be constructed, which converges to the solution of the control
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task r ≡ f(r?) = rDes if the parameters of the deformation function G
(
rn, f(rn), rDes

)
are appropriately set. Practically, during one digital control step there is a possibility
to make a single step of iteration. In this case F (ξ) = atanh

(
tanh(ξ +D)/2

)
with the

parameter D = 0.3 was used as a function that has an attractive fixed point at ξ? ≈ 0.2594
which was combined with the fixed-point transformations:

ri+1 =
[
F (A‖f(ri)− rDes‖+ ξ?)− ξ?

] f(ri)− rDes

‖f(ri)− rDes‖
+ ri. (3.31)

In Eq. (3.31) A is an adaptive parameter. For rk = r? that provides f(r?) = rDes it yields
that rk+1 = rk, meaning that if r? is the solution of this task, it is also the fixed point
of this function. To achieve convergence, the parameter A has to be set appropriately.
In the sequel, I investigate the possibilities of increasing the sampling time, i.e. the
frequency of the actual tumor volume measurement.

3.4.3. Simulation Results

In the first step an ideal scenario was assumed for measuring x1 in each hour (δt = 1 h).
As a result, the time-resolution of the numerical Euler integration was 1/24 [h]. For the
tracking parameter c = 1/200 [h−1], and A = −6 [h3/mm3] with x1final

= 53 [mm3] and
Λ = 0.015 h−1 a detailed model was assumed for the calculation of B

(
x1(t), x2(t), g(t)

)
in order to obtain information on these possible additive terms. In these simulations
the initial values x1(0) = x2(0) = 104 mm3 were chosen. All of the discrete-time steps
have been selected in accordance with the model properties, measurement technology,
and physiological realities. To get a full picture, I investigated four scenarios (δt =
[1, 24, 72, 168] h). The third order time-derivatives were estimated as

...
x1(t) ≈

x1(t)− 3x1(t− δt) + 3x1(t− 2δt)− x1(t− 3δt)
δt3

. (3.32)

Figures 3.7 reveals the operation of the adaptation. The desired and the realized
values are in each other’s close vicinity, and they seriously differ from the deformed
values. The increase in the inhibitor serum level corresponds to the expectation that
decreasing x1(t) further decreases the sensitivity of the mechanism for the Bevacizumab
ingress rate. Consequently, in further calculations instead of the exact model (3.28) its
affine approximation (3.33) was applied that does not require the measurement of x2(t)
and x3(t) ≡ g(t). The role of the adaptivity is to compensate the effects of the affine
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Figure 3.7.: The size of the tumor and its feeding vascular system in the ideal case, the
ingress rate of the serum Bevacizumab, and the third order derivatives
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Figure 3.8.: The size of the tumor and its feeding vascular system in the δt = 24 [h] case,
the ingress rate of the serum Bevacizumab, and the estimated third order
derivatives.

approximation in:
...
x1(t) = B̂ − λ1ηx1(t)u(t) , (3.33)

with a constant B̂ = 0.5 [mm3 · h−3]. The practical usability of the theorem depends
on its needed measurement frequency for variable x1(t). The worst-case corresponds
to the δt = 24h cycle time (i.e. to daily measurements). While fixing the times-step
of the Euler integration at δtintl = 1 [h], as δt increases, (3.32) may become a more or
less corrupted approximation, a substitute, and finally some surrogate of the measured
third time-derivatives. In such cases, the serum is injected in the first step of the Euler
integration, and u = 0 in the other segments of this integration. The simulation results
obtained for δt = 24 [h] are given in Fig. 3.8.

It is evident that during a day-long (δt = 24 [h]) period when the serum is injected in
the first hour after the tumor size measurement, the decrease in g(t) is considerable due
to the decay-rate λ3. This causes fine ripples in the tumor volume function x1(t), and an
even more visible variation in the volume of the supporting vasculature. As the serum
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Figure 3.9.: The size of the tumor and its feeding vascular system in the δt = 72 [h] case,
the ingress rate of the serum Bevacizumab, and the estimated third order
derivatives.

leaves the human body, the process of angiogenesis accelerates. These effects become
more visible for δt = 72 [h] cycle-time in Fig. 3.9. It is evident that the tumor has enough
time to regrow before the next injection of the serum.

Finally, the physically plausible weekly measurement was investigated. For this purpose
the δt = 168 [h] cycle-time must be used (Fig. 3.10).

It is evident that during the weekly treatment the supporting vasculature has enough
time to grow back, and the tumor also can grow back. To evade the use of too much
serum, in the next simulation I returned to the δt = 72 [h] cycle-time, but increasing the
reference final tumor size to x1final

= 103 [mm3] (Fig. 3.11 and 3.12). According to the
simulations, this parameter setting seems to be practically acceptable.

Finally, the role of the initial values x1(0) and x2(0) must be clarified. Due to the
0/0-type singularity in the dynamic model, the interdependence between these variables
is not clear, as for a given x1(0) one have to make calculations for various x2(0) values.
Let at first consider the pair x1(0) = 104 mm3, x2(0) = 106 mm3 (Fig. 3.13 and 3.14).

It is interesting to see that in comparison with Fig. 3.11 and 3.12, there is no
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Figure 3.10.: The size of the tumor and its feeding vascular system in the δt = 168 [h]
case, the ingress rate of the serum Bevacizumab, and the estimated third
order derivatives.
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Figure 3.11.: The size of the tumor and its feeding vascular system in the δt = 72 [h],
x1final

= 103 [mm3] case, the ingress rate of the serum Bevacizumab, and
the estimated third order derivatives.

Figure 3.12.: The inhibitor serum level and the trajectory tracking in the δt = 72 [h],
x1final

= 103 [mm3] case.
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Figure 3.13.: The size of the tumor and its feeding vascular system in the δt = 72 [h],
x1final

= 103 [mm3], x1(0) = 104 [mm3], x2(0) = 106 [mm3] case, the ingress
rate of the serum Bevacizumab, and the estimated third order derivatives.

Figure 3.14.: The inhibitor serum level and the trajectory tracking in the δt = 72 [h],
x1final

= 103 [mm3], x1(0) = 104 [mm3], x2(0) = 106 [mm3] case.
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Figure 3.15.: The size of the tumor and its feeding vascular system in the δt = 72 [h],
x1final

= 103 [mm3], x1(0) = 104 [mm3], x2(0) = 102 [mm3] case, the ingress
rate of the serum Bevacizumab, and the estimated third order derivatives.

considerable difference. The huge initial vasculature quickly decreases and the injected
serum rate is not increased significantly. Furthermore, consider the pair x1(0) = 104 [mm3],
x2(0) = 102 [mm3] (Fig. 3.15). Again, the differences between the previously investigated
cases and the present one are negligible.

3.4.4. Summary

In Section 3.4 the RFPT adaptive control approach was investigated for antiangiogenic
tumor growth control using the Hahnfeldt model. The RFPT method was tuned by a single
adaptive parameter. Considering the 0/0-type singularity of the model and the inefficiency
of the Bevacizumab serum in inhibiting angiogenesis at very small tumor volumes, a
nominal trajectory starting at x1(0) = 104 [mm3] and ending at x1final

= 103 [mm3] final
tumor volume with δt = 72 [h] sampling frequency was considered. It was shown that the
initial volume of the supporting vasculature x2(0) ∈ [102, 106] [mm3] surprisingly does
not seem to have significant effects on the results.

63

               kovacs.levente.adalbert_43_22



It should be noted that the suggested control is based only on the measurement of
the tumor volume variable x1(t) at the sampling times, and does not need estimation
or measurement of the state variables x2(t) and x3(t). Instead of that, it uses a simple
affine model defined in (3.28), that contains a constant instead of the exact contributions
that are very complicated functions of the state variables. This fact has a great practical
advantage. Although the suggested control has relative order 3, it was found that it can
use the very rough estimation or surrogate of ...x1 on the basis of the simple estimation
defined in (3.32). In further researches, the RFPT could be tested on different tumor
growth models, which contain more realistic elements of the physiological process.
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4. Tensor Product Model Transformation
based Control of Diabetes Mellitus and
Tumor Growth

This Chapter presents the results regarding the examination of the applicability of the
Tensor Product (TP)-based method for physiological controls. The performance of the
methodology is presented on two domains of physiological controls: control of T1DM and
control of tumor growth. In the latter case, two models have been investigated which are
both elementary parts of active international research.

The practical realization of the control problems and the calculations have been made
by using MATLABTM and in specific cases, SIMULINKTM environment. I have applied
the YALMIPTM framework and various numerical solvers (e.g. MOSEKTM, SDPT-3TM)
for semidefinite numerical programming. Furthermore, the TP ToolboxTM for MATLAB
environment also has been applied to generate the TP model and TP controller structures.

4.1. Theoretical aspects of the Tensor Product model
transformation

As I detailed in Chapter 3, one of the key questions is the effective handling of nonlinearities
of the physiological systems and models. In the same Chapter, solutions were provided
for this issue which does not consider the details of the nonlinearity since it handles the
modeling generously by taking into account only a rough approximating model of the
phenomena to be controlled.

The TP-based solutions approach the problem from an opposite direction. They
consider the structures of the models and effectively utilize the model properties by
transforming them into a more suitable LPV form. The TP model transformation-
based modeling and control provide a general way about the handling of nonlinearities.
Moreover, the combination of the methods with the LMI or Bilinear Matrix Inequality
(BMI) numerical optimization can be easily solved by using the recent advancements in
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LPV modeling.
The TP framework exploits the benefits of LPV modeling and LMI optimization.

Thus, in the following sections, I briefly introduce these methodologies before turning on
the presentation of the theoretical background of TP modeling and control. Regarding
the TP control, the PDC-type controller can be effectively used as a basis (i.e. a
PDC type state-feedback controller is designed which is the subject of the TP model
transformation). The basis of the PDC is the switching among a network of controllers
by some varying scheduling parameter. However, the PDC is a state-feedback type
controller which requires pre-compensation by default. In order to avoid the drawbacks
of pre-compensation, the control-oriented model description is quite beneficial because
it models the difference between a certain selected model equilibrium and the actual
values of the state variables. Precisely, it models the error dynamics so that by using
this tool pre-compensation is not needed. This tool is also introduced concisely in the
next section.

4.1.1. LPV modeling

While, LPV modeling was introduced in Sec. 2.1.3, in order to keep the integrity of this
Chapter, I present the method in a more suitable way to support the idea of TP model
transformation. Consider the following nonlinear time-varying system in state space form
[71, 94]:

ẋ(t) = A(t)x(t) + B(t)u(t) + E(t)d(t)

y(t) = C(t)x(t) + D(t)u(t) + D2(t)d(t)ẋ(t)

y(t)

 = S(t)


x(t)

u(t)

d(t)


S(t) =

A(t) B(t) E(t)

C(t) D(t) D2(t)

 ,

(4.1)

where x(t) ∈ Rn, y(t) ∈ Rk, u(t) ∈ Rm and d(t) ∈ Rl are the state-, output-, control
input- and disturbance input-vectors, respectively. The A(t) ∈ Rn×n is the state matrix,
B(t) ∈ Rn×m is the control input matrix, E(t) ∈ Rn×l is the disturbance input matrix,
C(t) ∈ Rk×n is the output matrix, D(t) ∈ Rk×m is the control feed-forward matrix,
D2(t) ∈ Rk×l is the disturbance feed-forward matrix. The S(t) ∈ R(n+k)×(n+m+l) is the
so-called system matrix.
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Assume that the time varying elements of the model are selected as scheduling variables
pi(t). Therefore, (4.1) can be described as an LPV system in the following way [95]:

ẋ(t) = A(p(t))x(t) + B(p(t))u(t) + E(p(t))d(t)

y(t) = C(p(t))x(t) + D(p(t))u(t) + D2(p(t))d(t)ẋ(t)

y(t)

 = S(p(t))


x(t)

u(t)

d(t)


S(p(t)) =

A(p(t)) B(p(t)) E(p(t))

C(p(t)) D(p(t)) D2(p(t))

 ,

(4.2)

where p(t) = [p1(t) . . . pR(t)] is the so-called parameter vector which consists of scheduling
parameters pi(t), or simply the parameters. The p(t) ∈ ΩR ∈ RR is a R dimensional real
vector within the Ω = [p1,min, p1,max]× [p2,min, p2,max]× . . .× [pN,min, pN,max] ∈ RR, ∀p
pi,min < pi,max hypercube inside the RR real vector space. Furthermore, an LPV model
is called a quasi-LPV model (qLPV) if at least one of the state variables of the system is
involved in the parameter vector p(t) as a scheduling parameter.

4.1.2. Control oriented modeling

The use of a model form that is control-oriented is a widely used technique in control
engineering if one uses state feedback-based control [96]. In this way, it can describe
the deviation of the state variables from given predefined reference values which can be
the model equilibrium (natural equilibrium) or prescribed values (enforced equilibrium).
The usual state feedback-based control guarantees that the state variables become zero
over time. Through this approach, the goal can be to reach the zero state variables over
time, which means that the state variables become equal to the predefined values or
equilibrium which renders the pre-compensator (i.e. reference compensator) obsolete [97,
98]. Consider the x(t) ∈ Rn state vector and the xd ∈ Rn model equilibrium. One can
define the error:

∆x(t) = x(t)− xd , (4.3)

where ∆x(t) ∈ Rn is the deviation from the equilibrium and the goal of the control in
this way is ∆x(t)→ 0. Substituting (4.3) into (4.2) leads to the control oriented form:
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ẋ(t)− 0 = ∆ẋ(t) =

= A(p(t))∆x(t) + B(p(t))∆u(t) + E(p(t))∆d(t)

y(t)− yd = ∆y(t) =

= C(p(t))∆x(t) + D(p(t))∆u(t) + D2(p(t))∆d(t)∆ẋ(t)

∆y(t)

 = S(p(t))


∆x(t)

∆u(t)

∆d(t)


S(p(t)) =

A(p(t)) B(p(t)) E(p(t))

C(p(t)) D(p(t)) D2(p(t))

 ,

(4.4)

where ∆x(t) = x(t)−xd, ∆y(t) = y(t)−yd, ∆u(t) = u(t)−ud and ∆d(t) = d(t)−dd are
the deviations of the state-, output-, control input- and disturbance vectors, respectively.
The reference signal is also transformed, where r(t) is the time dependent reference signal
and rd is the shift which belongs to the model equilibrium, therefore, ∆r(t) = r(t)− rd.
In most of the cases a constant shifted reference was applied, namely ∆r = 0. This
means that the control goal becomes to eliminate the deviation of the value of the states
from a given reference determined by rd.

The control signal provided by the controller is a shifted control signal ∆u(t) and ensures
that ∆x(t) → 0, when t → ∞. In order to apply the generated shifted control signal
∆u(t) on the given LPV system (or on the original nonlinear system) a transformation is
needed: u(t) = ∆u(t) + ud, where ud belongs to the given equilibrium.

4.1.3. LMI based optimization

The application of LMIs in control theory is based on the Lyapunov linearization theorem.
Lyapunov showed that if a linear system ẋ(t) = Ax(t) is stable, then all of the system
trajectories converge to zero if and only if there exists a positive definite matrix P that
is A>P + PA < 0, when P > 0. In the cases of matrices, the >, < inequality symbols
refer to the definiteness of matrices. This LMI was the first one that has been applied
successfully to analyze the stability of certain control systems [99]. In general, an LMI
has the following affine form:

F(x) ≡ F(0) +
K∑
k=1

xkF(k) > 0 , (4.5)
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where x ∈ Rn are constants, F(k) = F>(k) ∈ Rn×n k = 0, . . . ,K are symmetric matrices
and F(x) is positive definite, so that all of its eigenvalues λ(F(x)) are positive. In other
words, it is a system of n polynomial inequalities related to x is equivalent to (4.5) where
the inequality is preserved by the leading principal minors of F(x) being positive [99].

Multiple LMIs can be incorporated in one single LMI by diagonally embedding them
into one equation i.e. F(1)(x) > 0, F(2)(x) > 0, . . ., F(s)(x) > 0 can be expressed as
F(x) ≡ diag(F(1)(x),F(2)(x), . . . ,F(s)(x)) > 0. Thus, F(x) > 0 means that all of the
LMIs in the diagonals of F(x) must be positive definite [98].

In order to make the numerical calculations more relaxed, non-strict LMIs are also used
extensively. An LMI is non-strict if F(x) ≥ 0, that is the eigenvalues of λ(F(x)) must
be positive or zero. Another approach is for relaxation is replacing F > 0 with F > U,
where U is diagonal containing small negative numbers. If an LMI is represented as
F > T, then by rearranging it as F−T > 0 lead to a relaxed representation which makes
the numerical procedures also more reliable [100]. Equation 4.5 is a convex constraint
interpreted for x if the set {x|F(x) > 0} is convex. One can say that the LMI conditions
are feasible if there exists x ∈ X, where X is called the feasible set. The feasible set of
LMI conditions are always convex [101].

Convex numerical optimization is the most important tool regarding LMI based
optimization related to control engineering [102]. For example, an often employed
approach is the minimization of convex scalar functions via semidefinite programming,
which is the essence of many control-related LMIs. For example, a typical semi-definite
programming task is the following: assume that there exists a convex scalar function be
f(x), and let f(x) be the subject of an LMI condition as

min
x
f(x)

subject to F(x) > 0 ,G(x) > 0.
(4.6)

Equation 4.6 is a convex optimization problem due to the given constraints on x which
enforce it to be a convex set and the convex function is optimized on it [102]. In the next
section, I show the mathematical foundations connected to the TP model transformation
as the last necessary piece of the theoretical background before I show its application on
the physiological problems.

In accordance with Lyapunov’s direct method, ẋ(t) = Ax(t) is stable if there exists a
V (x) = x>Px positive definite quadratic Lyapunov function and V̇ (x) = x>(A>P+PA)x
is negative definite which is:

A>P + PA < 0, P = P> > 0 . (4.7)
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The LPV model ẋ(t) = A(p(t))x(t) + B(p(t))u(t) is the equation of a general,

polytopic system, where the [A(p(t)) B(p(t))] =
R∑
r=1

wr(p)[Ar Br] are the polytopic

vertices and wr(p) is a convex weighting function. By using the Lyapunov function
V (x(t)) = x>Px = x>X−1x a possible controller structure can be defined as [103]:

u(t) = M(p(t))X−1x(t) =
J∑
j=1

wj(p)MjX−1x(t) . (4.8)

By computing the derivative of the Lyapunov function, the following term appears, where
the ”Sym” abbreviates symmetric:

V̇ (x(t)) = x>(t)X−1 · Sym
(
A(p)X + B(p)M(p)

)
·X−1x>(t) , (4.9)

The symmetric term can be described by using the polytopic weighting functions as
follows:

Sym
(
A(p)X + B(p)M(p)

)
=

R∑
i=1

R∑
j=1

wi(p)wj(p)
(
AiX + BiMj

)
< 0 . (4.10)

The S(p(t)) = Co(S1,S2, . . . ,SR) and G(p(t)) = Co(G1,G2, . . . ,GR) are polytopic
structures and the ”Co” acronym means convex combination. The use of the same
weighting functions w(p(t)) to describe the polytopic qLPV system and controller as
well as to use them in the design of a PDC type controller is possible [98].

4.1.4. TP model transformation

TP model transformation originates from parameter dependent fuzzy system techniques
[97]. The foundations of the TP methodology was presented first in [104] and was
later extended in [98, 100, 105–107] for qLPV based TP modeling and controller design.
TP model transformation is possible in the case of multi-variable functions, neural
networks, or even fuzzy constructs. Due to its flexibility, it is possible to use the TP
model transformation to transform a given model described by its LPV (or qLPV)
representation into polytopic TP model form as well [98]. In practice, the TP model
transforms a given model into multiplications consisting of orthonormal weighting function
systems depending on one variable, namely, the p(t) scheduling variable. The resulting
TP model can approximate the original LPV model within the desired accuracy. The TP
model transformation can be combined with LMI-based controller design because the
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developed sub-controllers can be connected by the occurring weighting functions and the
resulting controller becomes equal to the convex combination of them [98, 100, 105].

To realize the TP model transformation, (4.2) can be considered where the bounded
Ω hypercube – interpreted inside the RR vector space – is the transformational space.
In the following part, I introduce the main terms and structures which are needed to
execute the TP model transformation on a given class of LPV models.

Definition 4.1.1. The finite element convex polytopic model describes the S(p(t))
actual model as a convex combination of the Sr ∈ R(n+k)×(n+m+l) LTI sub-models – LTI
vertices – inside the Ω hypercube in the following way:

S(p(t)) =
R∑
r=1

wr(p(t))Sr , (4.11)

where wr(p(t)) ∈ [0, 1] is continuous convex weighting function.

Definition 4.1.2. The finite element TP type convex polytopic model describes the
S(p(t)) actual model as a convex combination of the Sr ∈ R(n+k)×(n+m+l) LTI vertex
system inside the Ω hypercube in the following way:

S(p(t)) =
I1∑
i1=1

I2∑
i2=1

...
IR∑
iR=1

R∏
r=1

wr,ir (pr(t))Si1,i2,...,iR =

= S
R
�

r=1
wr(pr(t)),

(4.12)

where S ∈ RI1×I2×...×IR×(n+k)×(n+m+l) coefficient tensor can be derived from the Si1,i2,...,iR
LTI vertex system and the wr(pr(t)) weighting function vector consisting of the wr,ir (pr(t))
(ir = 1...IR) univariate continuous weighting functions.

The High Order Singular Value Decomposition (HOSVD) method [98, 108, 109] allows
the construction of a tensor product structure according to the significance of each
component. The result of the TP model transformation is the numerical reconstruction of
the HOSVD of the given LPV model without the consideration of complexity reduction
and convex hull manipulation. The resulting HOSVD canonical form consists of singular
functions in orthonormal structure and a core tensor consists of LTI system vertices
assigned to the higher-order singular values.

Definition 4.1.3. A general convex hull can be defined in the following way:

Conv(Ω) =


|Ω|∑
i=1

wiqi|(∀i : wi ≥ 0) ∧
|Ω|∑
i=1

wi = 1

 , (4.13)
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where Ω is the convex set, wi are the weighting parameters and qi are the points inside
Ω. Namely, the Ω can be defined with a convex combination of wi and qi, if qi ∈ Ω [110].

One can obtain a convex TP model if the weighting functions satisfy the following
criteria:

∀r, i, pr(t) : wr,ir (pr(t)) ∈ [0, 1]

∀r, pr(t) :
IR∑
i=1

wr,ir (pr(t)) = 1.
(4.14)

The minimal volume simplex (MVS) is a convex hull which has the smallest convex region
to be defined inside the parameter space [100]. In this case (S)jr=j r-mode sub-tensors
evolve a minimal volume bounding simplex for S ×r w(r)

jr (pr) trajectory over r = 1...R
for the S ∈ SI1×...×IR core tensor, which is realized from the Si1,...,iR matrices as follows:

S(p) = S
R
�

r=1
w(r)(pr) . (4.15)

The control input in the case of a general state-feedback controller can be described as

u(t) = K(p(t))x(t), (4.16)

where K(p(t)) ∈ Rm×n is the parameter dependent controller gain. A parallel distributed
controller (PDC) kind state-feedback controller in polytopic structure can be described
in the following way:

K(p(t)) = K
R
�

r=1
wr(pr(t)) = K ×r w(p(t)) . (4.17)

Additional context on the use of TP transformations for control can be found in [98, 100,
105–107, 111–113]. I have used the TP Toolbox [114] in this study in order to execute
the TP model transformation and get the appropriate weighting functions belonging to
the given TP model form.

4.2. TP-based control of T1DM

4.2.1. Model description

The controlled model consists of three different submodels: a core model which describes
the glucose-insulin dynamics [15]; CHO absorption submodel; and insulin absorption
submodel [39]. The CHO submodel describes how the orally ingested CHO affects the
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rate of appearance of glucose in the blood. The insulin absorption submodel describes
the rate of appearance of insulin in the blood injected subcutaneously. The submodels
are represented by (4.18a) - (4.18d). The core model is responsible for describing the
glucose-insulin dynamics (4.18e) - (4.18g):

Ḋ1(t) = −
1
τD
D1(t) +

1000Ag
MwGVG

C · d(t) (4.18a)

Ḋ2(t) = −
1
τD
D2(t) +

1
τD
D1(t) (4.18b)

Ṡ1(t) = −
1
τS
S1(t) +

1
VI
u(t) (4.18c)

Ṡ2(t) = −
1
τS
S2(t) +

1
τS
S1(t) (4.18d)

Ġ(t) = −(p1 +X(t))G(t) + p1GB +
1
τD
D2(t) (4.18e)

Ẋ(t) = −p2X(t) + p3(I(t)− IB) (4.18f)

İ(t) = −n(I(t)− IB) +
1
τS
S2(t). (4.18g)

The core model has three state variables, G(t) [mg/dL] the blood glucose (BG) con-
centration, X(t) [1/min] insulin-excitable tissue glucose uptake activity, and I(t) [mU/L]
the blood insulin concentration. The glucose and insulin absorption submodels consist
of the D1(t) [mg/dL], D2(t) [mg/dL], S1(t) [mU/L], and S2(t) [mU/L] state variables
respectively. The disturbance input d(t) [g/min] represents the glucose intake which is
transformed by the

(
(1000Ag)/(MwGVG)

)
C complex into the appropriate dimension to

fit to the D1(t). The control input u(t) [mU/L/min] is directly connected to the S1(t).
The detailed description of the used model parameters can be found in Table 4.1.

4.2.2. CGMS model description

Modeling the sensor noise in CGMS applications is a crucial question. CGMS devices
measure the BG level from the subcutaneous space of the abdomen or arm. However, the
measured values can be different from a given average BG level in the body. Undesirable
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Table 4.1.: Parameters of the model [15, 39].

Notation Value Unit Description

GB 110 [mg/dL] Basal glucose level
Ib 1.5 [mU/L] Basal insulin level
p1 0.028 [1/min] Transfer rate
p2 0.025 [1/min] Transfer rate
p3 0.00013 [L/mU · min] Transfer rate
n 0.23 [1/min] Time constant for insulin disappearance
BW 74 [kg] Body weight
VI 0.12 BW [L] Insulin distribution volume
VG 0.16 BW [L] Glucose distribution volume
MwG 180.1558 [g/mol] Molecular weight of glucose
Ag 0.8 - Glucose utilization
C 18.018 [mmol/L] Convert rate between [mg/dL] and [mmol/L]
τD 40 [min] CHO to glucose absorption constant
τS 55 [min] Insulin absorption constant

effects also appear in the CGMS model, for example, time delay, heat effects, which can
affect the obtained measurements. To model these phenomena I have applied the CGMS
model of [115]. The developed model can be directly connected to the introduced model
described by (4.18e) - (4.18g). The CGMS model consists of the following equations:

ek = 0.7(ek−1 + vk), k ≥ 1, (4.19)

vk ∼ Niid(0, 1), (4.20)

ηk = ξ + λ sinh
(
ek − γ
δ

)
, (4.21)

Ġsub(t) = 1
τsub

(G(t)−Gsub(t)), (4.22)

GCGM (kT ) = Gsub(kT ) + ηk. (4.23)

I used the parameters given by [115]: τsub=15 [min], ξ=-5.471 [mg/dL], λ=15.96 [mg/dL],
γ=-0.5444 and δ=1.6898. The stochastic term can be initialized with e0 ∼ Niid(0, 1).
The noisy measurement data can be calculated by using the sampled output of the virtual
patient system G(t). The model includes a first order process in order to approximate the
delay between the different glucose compartments and a noise term. The control goal is
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to hold the blood glucose level G(t) within a safe region. Due to physiological limitations,
the primary goal is to avoid hypoglycemia and allow only short hyperglycemic periods.
The selected constraint here was 60 [mg/dL] (3.33 [mmol/L]) ≤ G(t) ≤ 320 [mg/dL]
(17.76 [mmol/L]) which must not exceeded by the blood glucose level at all.

4.2.3. LPV model representation

The model, described by (4.18a) - (4.18g) can be transformed into the form of (4.4).
Considering the measurable state G(t) from (4.18e):

Ġ(t)− 0 = −(p1 +X(t))G(t) + p1GB +
1
τD
D2(t)−[

− (p1 +Xd)Gd + p1GB +
1
τD
D2,d

]
=

= −(p1 +Xd)∆G(t)−G(t)∆X(t) +
1
τD

∆D2(t),

(4.24)

the LPV model can be represented by the matrix in 4.26. By applying the same
transformation on the remaining state equations, the deviation-based control oriented
state-space description can be represented by its system matrix S(p(t)) that the aim
of the control is to keep G(t) within 60 [mg/dL] and 320 [mg/dL]. This leads to the
Ω1 = [Gmin, Gmax] = [60, . . . , 320] one dimensional parameter space where the p(t) can
be changed. Furthermore, only A(p(t)) is affected by p(t). In 4.3 the equilibrium point
was chosen as xd = [D1,d, D2,d, S1,d, S2,d, Gd, Xd, Id]> = [0, 0, 0, 0, GB, 0, IB]>, ud = 0 and
dd = 0.

4.2.4. The realized TP model form

Using the TP model transformation on (4.18), the general TP model structure becomes
S(G(t)) = S ×1 w(G(t)). The weighting functions are linear due to the properties of the
model described by (4.18). The resulting specific TP model form in this case becomes

S(G(t)) = S ×1 w1(G(t)) , (4.25)

whence S = [S(Gmin),S(Gmax)].

4.3. LMI based controller design

Several LMI based methods are available for controller design to get the K feedback
gain tensor [101, 116]. Due to the disturbance input, I have selected the robust pole
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S(p(t)) =

A(p(t)) B E
C D D2

 =

=



−
1
τD

0 0 0 0 0 0 0
1000Ag
MwGVG

C

1
τD

−
1
τD

0 0 0 0 0 0 0

0 0 −
1
τS

0 0 0 0
1
VI

0

0 0
1
τS

−
1
τS

0 0 0 0 0

0
1
τD

0 0 −(p1 +Xd) −G(t) 0 0 0

0 0 0 0 0 −p2 p3 0 0

0 0 0
1
τS

0 0 −n 0 0

0 0 0 0 10 0 0 0



.
(4.26)

clustering method for the controller design via LMI optimization [117, 118]. By applying
this method, the poles of the closed-loop system lie inside the so-called LMI-region on
the complex plane which is defined as:

Definition 4.3.1. [94]: A given subset D inside the complex plane is an LMI region if
there exists a α = [αkl] ∈ Rm×m symmetric matrix and a β = [βkl] ∈ Rm×m matrix such
that

D = {s ∈ C : fD(s)} < 0

fD(s) := α+ sβ + s̄β> = [αkl + βkls+ βlks̄]1≤k,l≤m
, (4.27)

where the characteristic function fD(s) takes values in the space of m ×m Hermitian
matrices and < 0 means negative definite.

Theorem 4.3.1. The matrix A is D stable if and only if there exists a positive definite
symmetric matrix X such that
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X > 0

MD(A,X) < 0

MD(A,X) = α⊗X + β ⊗ (AX) + β> ⊗ (AX)> =

= [αabX + βab(AX) + βba(AX)>]ab

, (4.28)

where MD is an m×m block matrix characterizes the pole location in a given LMI region.
The proof of the theorem can be found in [94, 118, 119].

Next, I introduce the design method and the stability on the intersection of LMI
regions. If i pieces of given Di LMI regions are specified then the A matrix is D stable if
and only if there exists a positive definite, symmetric matrix X such that

X > 0

MD(A,X)i < 0, ∀i ∈ N
. (4.29)

The following substitution can be applied regarding to fD(s) (4.27) and MD(A,X) (4.28):

(X, (AX), (AX)>)↔ (1, s, s̄) . (4.30)

Note that in case of the closed loop, the results is slightly different because of the
introduction of the L ∈ Rm×n term as follows:

(X, (AX + BL), (AX + BL)>)↔ (1, s, s̄) , (4.31)

whence the controller gain K can be calculated as

K := LX−1 . (4.32)

By considering the general D stability determined by (4.28) – (4.31), the so-called
α-stability and disk of LMI regions can be defined in the presence of disturbances:

2αX + (AX + BL) + (AX + BL)> + EE> < 0 , (4.33a)

 −rX qX + (AX + BL)

qX + (AX + BL)> −rX

 < 0 , (4.33b)

where the K = LX−1 is in accordance with (4.32).
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The α-stability region is described by (4.33a) which determines a half-plane on the
negative left-hand side and ensures that all of the closed-loop poles lie on this plane. In
this case, the α tuning parameter can be interpreted as the distance between the imaginary
axis and the half-plane. Moreover, the disk region described by (4.33b) determines a
disk plane in the complex domain and ensures that all of the poles of the closed system
lie inside this plane. The tuning parameters are the q and r variables, which can be
interpreted as the center and the radius of the disk plane, respectively. Figure 4.1
provides a graphical interpretation of the detailed inequalities. The resulting feedback
gain guarantee that the poles of the closed-loop system lie in the shaded region.

In the case of LPV systems, the use of the previous LMI techniques from (4.33a) –
(4.33b) are still possible. In accordance with [118, 120, 121] the following feasibility LMI
optimization problem needed to be solved in order to get the Ki subcontrollers belong
to the Si LTI vertices of the system which ensures the stability and prompt control
action. For notational brevity, Ki and Si are introduced instead of K(pi) and S(pi)
where pi = [Gmin, Gmax]. In order to get the Ki controller gains, one have to solve the
following optimization problem:

X > 0 , (4.34a)

2αX + (AiX + BLi) + (AiX + BLi)> + EE> < 0 , (4.34b)

 −rX qX + (AiX + BLi)

qX + (AiX + BLi)> −rX

 < 0 , (4.34c)

i < j s.t. wi ∩ wj 6= φ ,

which provides stable controller gains in the Lyapunov sense which satisfy the predefined
criteria against the poles of the closed loop. To evaluate the inequalities MOSEK Apps.
solver [122] and the YALMIP toolbox [123] to solve the LMI optimization problem
described by (4.34a) – (4.34c).

Remark 4.3.1.1. The proposed difference based LPV system in (4.26) is not fully
controllable, because rank(C(A,B)) = 5, where C is the controllability matrix, and the
state dimension is n = 7. Hence, two uncontrollable modes appear in the system. Both
uncontrollable modes are stable, namely, both of them decay to zero asymptotically (the
eigenvalues do have negative real parts) and all of the unstable modes are controllable.
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Figure 4.1.: The D regions method allows that the poles of the closed loop system will
lie within the shaded region.

Therefore, the system is stabilizable [124].

The two uncontrollable, but stable modes are λuc1,uc2 = −0.025 which requires the
selection of α and q to cover them in order to satisfy (4.34a) – (4.34b). In accordance
with this requirement, α = 0.02 and q = −0.02 were selected, which guarantees that all
of the closed-loop poles are placed beyond −0.02 at the negative half-plane. In order
to reach satisfactory oscillations, I have chosen r = 10 which means that all of the real
parts of the poles are between −10.02 and −0.02. Based on (4.32) the controller gains
can be calculated as Ki = LiX−1. Numerically, the following Ki gains were obtained:

K1 = K(Gmin) =

=
[
−1.0414 11.4231 −28.5733 −58.1709

10.5541 −1.537 · 105 −90.5105
]
,

(4.35)

and

K2 = K(Gmax) =

=
[
−1.0308 11.396 −28.5111 −58.0372

10.5171 −1.5346 · 105 −90.2944
]
,

(4.36)

which leads to K = [K(Gmin),K(Gmax)]>. Members of Ki that has the highest magni-
tudes are caused by the small p3 model parameter. Due to the gains being close to each
other, a soft control action can be expected. Figure 4.2 shows the calculated poles of
the closed-loop system at the extremes of the parameter domain (λ(Ai + BKi)i) in the
simulation environment. As it can be seen, the poles lie in the determined LMI region,
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Figure 4.2.: Closed loop poles (λ(Ai + BKi)i) belong to the vertices of the LPV systems.
The upper diagram is an overview about the whole complex plane with the
selected LMI region. It can be seen that all of the closed loop poles lie inside
the determined LMI region. The region close to the imaginary axis is shown
in the bottom figure. It can be seen that the poles lie in the LMI region,
namely, Re(λ)i < −0.02 in accordance with the selected α and q.

which is parametrized by the α, q, and r parameters.

4.4. Design of mixed additive/non-additive EKF

As only the blood glucose level G(t) can be directly measured one need to estimate the
remaining states as well. I designed a specific Extended Kalman Filter (EKF) to estimate
the values of the states. Since the carbohydrate intake in the glucose metabolism model
and the measurement noise is also an additive term, the overall system can be given in
the following form:

ẋ = f(x(t),u(t)) + d(t)

zk = Cxk + vk
, (4.37)

where x(t) is the actual state, u(t) is the actual control signal, w(t) is the actual
disturbance, vk is the actual sensor noise, C is the output matrix, and the output of the
system z is linearly dependent on the BG level and on the sensor noise. The d(t) impulse
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like disturbance affects the corresponding states. The values of the n× n semidefinite
Q(t) covariance matrix had to be selected according to the effect of the disturbance on
each state. In this given case the sensor noise was described in 4.2.2, with the vk being
approximated with zero mean and 10 [mg/dL] variance vk ∼ N (0,Rk) in conjunction
with the Rk covariance matrix. In the light of the aforementioned considerations, the
prediction and update algorithm of the EKF will be described next.

Predict phase The predicted state estimate is given by:

˙̂x(t) = f(x̂(t),u(t)) , (4.38)

with predicated covariance estimate:

Ṗ(t) = F(t)P(t) + P(t)F(t)> + Q(t), (4.39)

where F(t) =
∂f

∂x

∣∣∣∣
x̂(t),u(t)

, x̂k+1,k = x̂(tk), and Pk+1,k = P(tk) by applying appropriate

sampling.

Update phase The innovation residual is

ỹk+1 = zk+1 −Cx̂k+1|k , (4.40)

with innovation covariance

Sk+1 = CPk+1|kC> + Rk+1 , (4.41)

Kalman gain
Kk+1 = Pk+1|kC>S−1

k+1 , (4.42)

updated state estimate:

x̂k+1|k+1 = x̂k+1|k + Kk+1ỹk+1 , (4.43)

and updated covariance estimate

Pk+1|k+1 = (I−Kk+1C)Pk+1|k , (4.44)

where I is the unit matrix and C is the output matrix, respectively [125, 126]. Due to
the model specificities, the applied sampling time for the EKF was 1 [min] because the
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Figure 4.3.: Final control structure with the designed TP-LMI-LPV controller and mixed
EKF. The D/A converter is added to provide the continuous signal to the
continuous process model used by the EKF in the predict phase.

primary goal was to demonstrate the usability of the TP-LMI-LPV controller.

4.5. Final Control Structure

Figure 4.3 presents the developed control structure. The original nonlinear model is
described by (4.18a) - (4.18g). The output of the model is the blood glucose level
y(t) = G(t) which is affected by the v(t) additive random sensor noise. The measured
output is the z(t) = y(t) + v(t). The EKF provides the x̂EKF (t) estimated states from
which the deviation based estimated states are generated as ∆x̂EKF (t) = x̂EKF (t)− xd.
The deviation error ∆e(t) is based on a comparison between the reference and estimated
states, namely, ∆e(t) = ∆r−∆x̂EKF (t). The applied ∆r = 07×1 reference was constant
zero, which basically means the zero deviation of x(t) through x̂EKF (t) from the desired
states xd. The controller directly get information about the scheduling parameter
p(t) = p(t) = G(t), which was in this case the measured parameter and provides the
appropriate difference based control signal ∆u(t). The applied control signal can be
calculated as u(t) = ∆u(t) + ud. It should be noted that I applied the filtered BG level
instead of the measured one (p(t) = GEKF (t) 6= z(t)), since it is accessible and in this
way I was able to reduce the high noise on it.

4.6. Numerical simulations

4.6.1. Initial conditions and setup

The simulations were performed using the following initial state variables: x(t0) =
[0, 0, 0, 0, 110, 0, 5]>. It was assumed that no food and insulin intakes have been done
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Table 4.2.: Applied meal intakes on daily basis.

Meal Time instance [min] Amount of intake [g]

First meal 30 + 5 · randn 90 + 10 · randn
Second meal 220 + 5 · randn 15 + 10 · randn
Third meal 400 + 5 · randn 100 + 10 · randn
Fourth meal 720 + 5 · randn 15 + 10 · randn
Fifth meal 980 + 5 · randn 80 + 10 · randn

before t0, thus the belonging state variables have been taken as zero x1−4(t0) = 0. The
initial state values belonging to G(t0), X(t0) and I(t0) have been arbitrarily selected.
The initial states of the cross-validation system xcv(t0) = [0, 0, 0, 0, 110, 0, 5]> have
been considered as the same as x(t0) in order to facilitate the comparability. The initial
condition of the EKF was set to x̂EKF (t0) = [0, 0, 0, 0, 130, 0, 11]>. The same assumptions
hold for x̂EKF,1−4(t0) as in case of x1−4(t0), namely that, neither food nor insulin have
not been taken before the beginning of the simulation. The x̂EKF,5−7(t0) have been
arbitrarily selected, but comparable to x5−7(t0) to simulate the uncertainty of the EKF
at the beginning of the simulation. The reference was set to ∆r = 07×1 throughout the
control period.

During the investigations a multiple randomized disturbance signal has been applied,
where both the time instances and the amounts of food intake were randomized within
a given range. The glucose absorption submodel uses the CHO intake and the given
utilization rate (Ag). During the CHO intake design, the dietary recommendations for
diabetic patients was considered as a primary intake model [127–130]. The amount of
300 ± 50 g was taken daily (which is higher than the recommended 300 g CHO/day)
and split into 5 meals to simulate a high glucose load. To model a realistic eating
schedule, the consumption of 20 g of CHO at given time instances was assumed. For
example, if the total amount of CHO was 108 g in a meal then the developed algorithm
realized five portions of 20 g of CHO and one portion of 8 g of CHO at consecutive time
instances. Furthermore, a saturation was added to avoid negative intakes which may
appear due to the applied randomization method. In this way, I were able to test the
control solution under unfavorable conditions to investigate its performance. A standard
normal distribution (randn = N (0, 1)) was used for the randomization, with the exact
details of the meal protocol that can be found in Table 4.2.

The time grid of the simulation was chosen to be 1440 minutes (24 hours) during each
day, with a total simulation duration of 30 days.
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Figure 4.4.: The applied control and disturbance signals. The upper figure shows the d(t)
disturbance signal in accordance with the applied glucose intake protocol.
The lower figure shows the u(t) control signal provided by the controller.

4.6.2. Results

Figure 4.4–4.7 shows the first day of the evolution of the system. Through these diagrams,
I graphically demonstrate the operation of the control framework in detail. It should
be noted that the BG levels are either given in [mmol/L] or [mg/dL]. The model uses
[mg/dL], thus I considered this unit during the control design and calculations. The
exchange rate of 18.018 [mg/dl] = 1 [mmol/L] was applied here.

Figure 4.4 shows the d(t) disturbance and u(t) control inputs, respectively. It can
be seen that the controller became active right after the disturbance intake to act
and decrease the error. Figure 4.5 shows the absorbed glucose (D2(t)/τD) and insulin
(S2(t)/τS) over time. Due to the model specificities (insulin distribution volume and time
constants), the rate of absorption of insulin is delayed and shrank compared to the effect
of glucose.

Figure 4.6 represents the blood glucose levels, namely the blood glucose concentration
measured by the sensor, estimated by the EKF, and the real blood glucose level. The
goal was to use the EKF to demonstrate the usability of the proposed control solution.

Figure 4.7 shows the variation of the BG level with and without control. It is visible
that the controller provided better performance with lower peaks and the total time of
hyperglycemia was also much lower by applying the developed controller. As usual in state
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Figure 4.5.: Appearance of the absorbed insulin (S2(t)) and carbohydrate (D2(t)) in the
blood.
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Figure 4.6.: Measured, estimated and real blood glucose level during a 24 hours long
simulation under the surveillance of the developed control scheme.
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Figure 4.7.: Numerical simulation of a 24 hours period. The controller was able to avoid
the hypoglycemia despite the high glucose load.

feedback controllers, the control goal was to reach the zero error over time ∆e(t)← 0.
Due to the control framework, this is equivalent to reaching the zero deviation-based
states, since the deviation-based reference signal was zero (∆r = 0). In other words,
when the state variables approach the zero value then the real state variables and the
desired equilibrium are approaching each other. It can be seen in the figure that the
controller can enforce the deviation-based state variables to approach zero over time.
Hence, without disturbance, the error signal of the deviated state variables is evolving
towards zero. The fluctuation in the signal is coming from the simple fact that the states
to be used for the comparison are provided by the EKF (∆xEKF (t)). Figure 4.8 shows
the control variability grid analysis (CVGA) diagram. The diagram points out the lowest
(horizontal axis) and the highest (vertical axis) BG levels daily. Namely, each point
belongs to the given minimum and maximum BG levels occurring on the same simulated
day. The black dots belong to the measured values (the model output loaded by the
simulated sensor noise), the white dots belong to the estimated values (produced by the
EKF) and the blue dots belong to the real values (the model output without any noise),
respectively. It is clearly visible that the controller performed well, since, it kept the
mean BG level in a narrow 132 < G(t) < 145 [mg/dL] range.
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Figure 4.8.: CVGA plot of the blood glucose levels within 24 hours during 30 days long
simulation. Black dots: measured BG level with sensor noise; White dots:
Estimated BG by EKF; Blue dots: real BG levels.

4.7. Discussion

Upon evaluating the results, one has to analyze the specificities of the model first. Neither
the control signal nor the disturbance signal does not have an immediate action because of
the time coefficients of the applied absorption submodels. Therefore, during the controller
design only soft control actions, which can be translated as applying slower poles in
the closed-loop, should be used in the given framework to avoid overcompensation, i.e.
overdosing the insulin. This can be improved by limiting the input and output signals by
using appropriate LMIs. Results on the daily treatment can be seen in Figure 4.6 and
4.7.

The model has its specific equilibrium belonging to GB and IB. Without any external
excitation, the states move into the origin, except G(t) and I(t) which are closing to GB
and IB, respectively, which can also be seen in Figure 4.6. Without any control input,
the BG level provided by the model does not steer away. Instead, after the exhaustion of
the glucose, when the effect of the food intake is over, the BG level approaches GB. The
definition of hypoglycemia and hyperglycemia according to [3, 131, 132] can be found in
Table 4.3.

As it can be seen in Figure 4.8 the sensor noise has an apparent effect on the control,
even if one knows that the real BG level can be very different. A higher additive random
noise was used in this research to simulate the sensor uncertainty. Without applying
filtering, it would be difficult to use the noisy output for control purposes. Thus, by
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Table 4.3.: Definition of hypoglycemia and hyperglycemia in the utilized model.

Hypoglycemia G(t) ≤ 3.9 mmol/L (70 [mg/dL])
Hyperglycemia (fasting) 7 ≤ G(t) mmol/L (126.126 [mg/dL])

Hyperglycemia (2 hours after meal) 11.1 ≤ G(t) mmol/L (200 [mg/dL])

accounting for the errors caused by the sensor, the control solution can be more stable.
It should be noted that the controller did not allow to decrease under 75 [mg/dL] (4, 16
mmol/L) with the BG level, but it allowed to reach higher glucose values as a consequence
of the determined ”soft” control action via the settings of the LMIs. Nevertheless, by
the applied soft control action the control solution can intervene effectively. Besides
the controller fully avoids hypoglycemia, it decreases the duration of the hyperglycemic
periods and the BG level reached by the model. The duration of the hyperglycemic
periods is half as long with treatment as without it and the maximum BG levels are
significantly lower both in peaks and averages as well. As it is reflected in the blue dots
(Figure 4.8) the realized BG levels are fairly acceptable, in accordance with the definitions
summarized by Table 4.3.

4.7.1. Summary

In this Section, I investigated the applicability of TP model transformation in the case of
a well-known Intensive Care Unit (ICU) diabetes model to realize different TP models. I
have examined two cases: the TP model when the ”operating equilibrium of glycemia
(Gd)” of the model was considered equal to the model equilibrium of glycemia (GE) and
where it was not. Based on numerical validation I found that in the case of realistic
simulations I can reach better performance, namely, a smaller difference between the
realized TP model and the original model, when the operating equilibrium is not equal
to the model equilibrium.

4.8. Model based TP-LPV-LMI control of tumor growth

4.8.1. Tumor growth model transformation

In the case of controlling a tumor using TP-based control, I have used the Hahnfeldt
model here as well as in Chapter 3, with the same parameters. The system of differential
equations describing the process were already introduced in equation 3.26. Consider
denoting the state variables by z1(t), z2(t), and z3(t). It was already mentioned that the
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system has a singularity in z1 = z2 = 0, which makes it difficult to control in that region.
Consider the following coordinate transform [55, 133]: x1(t) = ln(z1(t)), x2(t) = ln(z2(t)),
and x3(t) = z3(t). By choosing these variables as the new states of the system, the
Hahnfeldt model can be alternatively written as:

ẋ1(t) = −λ1x1(t) + λ1x2(t) , (4.45)

ẋ2(t) = bex1(t)−x2(t) − de2x1(t)/3 − ηx3(t) , (4.46)

ẋ3(t) = −λ3x3(t) + u(t) . (4.47)

One can see that the original state variables z1,2(t) are limited, and a nontrivial equilibrium
of the model can be calculated based on equation 3.26 beside permanent inhibitor level
(z3(t) ≡ z3,∞, z1,∞ and z2,∞) in the following manner [54, 134]:

z1,∞ = z2,∞ =
(
b− ηz3,∞

d

)3/2

,

z1,max = z2,max =
(
b

d

)3/2

↔ z3,∞ =
1
λ3
u∞ ≡ 0.

(4.48)

Equation (4.48) shows that the operating domain of the z1,2(t) original state variables
are z1,2(t) =

(
0, (b/d)3/2

]
. For the transformed state variables, the region x1,2(t) =(

ln(1), ln((b/d)3/2)
]

is valid. In accordance with [55], the goal of the control can be
determined as the x1,2(t) to be equal to ln(1) = 0 [mm3].

4.8.2. qLPV model development

An error dynamics-based control-oriented qLPV model was developed for the design of
the TP controller. The model can describe the deviation between the state variables of
the system to be controlled and a prescribed equilibrium or a reference trajectory. The
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transformation of the first and third states can be expressed as:

∆ẋ1(t) = ẋ1(t)− ẋ1,ref (t) =

−λ1x1(t) + λ1x2(t)−(
− λ1x1,ref (t) + λ1x2,ref (t)

)
=

−λ1(x1(t)− x1,ref (t)) + λ1(x2(t)− x2,ref (t)) =

−λ1∆x1(t) + λ1∆x2(t)

. (4.49)

∆ẋ3(t) = ẋ3(t)− ẋ3,ref (t) =

−λ3x3(t) + u(t)−
(
− λ3x3,ref (t) + uref (t)

)
=

−λ3∆x3(t) + ∆u(t)

. (4.50)

The derivation of the second state is more subtle. Consider

∆ẋ2(t) = ẋ2(t)− ẋ2,ref (t) =

bex1(t)−x2(t) − de2x1(t)/3 − ηx3(t)

−
(
bex1,ref (t)−x2,ref (t) − de2x1,ref (t)/3 − ηx3,ref (t)

)
.

. (4.51)

Combining the equation with (4.50), the following manipulations can be asserted:

bex1(t)e−x2(t) − bex1,ref (t)e−x2,ref (t) − 0 =

bex1(t)e−x2(t) − bex1,ref (t)e−x2,ref (t) − bex1,ref (t)e−x2(t)

+bex1,ref (t)e−x2(t) =

be−x2(t)(ex1(t) − ex1,ref (t)) · 1

−be−x1,ref (t)(ex2(t) − ex2,ref (t)) · 1 =

be−x2(t) (ex1(t) − ex1,ref (t))
∆x1(t) ∆x1(t)

−be−x1,ref (t) (ex2(t) − ex2,ref (t))
∆x2(t) ∆x2(t)

−de2x1(t)/3 + de2x1,ref (t)/3 =

−d
(
e2x1(t)/3 − e2x1,ref (t)/3

)
· 1 =

−d

(
e2x1(t)/3 − e2x1,ref (t)/3

)
∆x1(t) ∆x1(t).

(4.52)
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From (4.52), two scheduling variables can be selected:

p1(t) = be−x2(t)

(
ex1(t) − ex1,ref (t)

)
∆x1(t) − d

(
e2x1(t)/3 − e2x1,ref (t)/3

)
∆x1(t) (4.53)

p2(t) = −be−x1,ref (t) (ex2(t) − ex2,ref (t))
∆x2(t) (4.54)

In this manner, the transformed ∆x2(t) state becomes as follows:

∆ẋ2(t) = p1(t)∆x1(t) + p2(t)∆x2(t)− η∆x3(t) . (4.55)

It should be noted that the p1,2(t) may cause numerical instability, when ∆x1,2(t)→ 0
and singularity, when ∆x1,2(t) = 0. By applying the L’Hospital’s rule [135] it can be seen
that both terms have finite final values which allow the application of them in practice
without any numerical problem:

lim
∆x1(t)→0

b e−x2(t)

(
ex1(t) − ex1,ref (t)

)
∆x1(t)

−d

(
e2x1(t)/3 − e2x1,ref (t)/3

)
∆x1(t) =

b e−x2(t)exref,1(t) − d
2
3 e

2xref,1(t)/3, and

lim
∆x2(t)→0

be−x1,ref (t) (ex2(t) − ex2,ref (t))
∆x2(t) =

−bexref,1(t) − e−xref,2(t).

(4.56)

The variables p1,2(t) can be defined for practical use as:

p1(t) =



b e−x2(t)exref,1(t) − d
2
3 e

2xref,1(t)/3, if ∆x1(t) = 0

b e−x2(t)

(
ex1(t) − ex1,ref (t)

)
∆x1(t)

−d

(
e2x1(t)/3 − e2x1,ref (t)/3

)
∆x1(t) , otherwise

p2(t) =


−bexref,1(t) − e−xref,2(t), if ∆x2(t) = 0

−be−x1,ref (t) (ex2(t) − ex2,ref (t))
∆x2(t) , otherwise

(4.57)
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The domains of p1,2(t) are p1(t) = [0, . . . , 13] and p2(t) = [4, . . . , 15]. These domains
originate from the operating region of x1,2(t) and from physiological considerations [54],
which allows to change p1,2(t) within these boundaries. As a consequence, the following
LPV form is obtained by considering (4.49), (4.50) and (4.55):

ẋ(t) = A(p(t))x(t) + Bu(t)

y(t) = Cx(t)

S(p(t)) =

A(p(t)) B

C 0

 =



−λ1 λ1 0 0

p1(t) p2(t) −η 0

0 0 −λ3 1

1 0 0 0


. (4.58)

4.8.3. LMI based controller design

We have applied the PDC framework through which a quadratically stabilizing state-
feedback controller can be designed for continuous polytopic systems by using LMI
optimization. A possible solution to develop PDC type controllers via LMI optimization
is the design of LMI regions through pole clustering. Pole clustering allows us to
determine the place of the poles of the closed system in the complex plane. The
same half-disk type of LMI constraint was used here, which was also employed in
the previous section in equations 4.34a–4.34c. The Ki gains here were obtained by
solving the LMI optimization problem with α = 0, q = 0 and r = 12 for which the
YALMIP framework [123] and the SeDuMi 1.3 solver was applied [136], with respect to the
difference based qLPV model from equation 4.58. The obtained K1,...,4 gains have been the
following: K1 = [225.025 292.6693 −22.0255], K2 = [585.19 283.3383 −21.6512], K3 =
[222.2539 529.3 − 20.7009], K4 = [525.7506 535.8547 − 21.0306]. As a result, the poles
of the closed-loop at the vertices became λ(A1 +BK1) = [−0.5082 −9.5097+1.8531i −
9.5097− 1.8531i]>, λ(A2 + BK2) = [−0.3952 − 9.3790 + 0.9612i − 9.3790− 0.9612i]>,
λ(A3 + BK3) = [−1.5562 + 2.3167i − 1.5562− 2.3167i − 4.0906]>, λ(A4 + BK4) =
[−1.6765 + 0.8012i − 1.6765− 0.8012i − 4.1797]>.

4.8.4. Final control structure

The original model was considered as reference model during the controller design by
assuming that it is an exactly model with known parameters and dynamics. A constant
uref (t) = uref = 14 [mg/kg/min] reference was used which guaranteed that x1,2(t) = 1
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[mm3] at the end of the therapy. Because the x2,3(t) state variables of the controlled
system cannot be measured, an Extended Kalman Filter (EKF) estimated them. The
EKF was a mixed continuous/discrete EKF with T = 1 [day] sampling time in its
measurement part [126, 137]. Through the control action, the controller enforces the
original model to behave as the given reference model, i.e. x(t) = xref (t), t→∞. This
is equivalent to ∆r = x − xref = 0, where ∆r = 0. As a consequence, the controller
eliminates the deviation between x and xref over time.

4.8.5. Results

The designed control framework was implemented in Simulink. The applied initial
conditions were x(t0) = [ln(14900), ln(14900), 0]>, xref (t0) = [ln(17000), ln(17000), 0]>,
x̂(t0) = [ln(17000), ln(17000), 0]>, respectively. The initial conditions were arbitrarily
selected, however, I assumed the lack of therapeutic agents before the beginning of the
therapy (x3(t0) = x̂3(t0) = xref,3(t0) = 0) and xref (t0) = x̂(t0), thus the reference and
EKF state variables are adjusted by us at the beginning of the therapy. The selected
values were reasonable from the viewpoint of the domain of xi. Figure 4.9 presents the
state trajectories of the original system (x(t)), the EKF (x̂(t)) and the reference system
xref (t), respectively. It can be seen that both of them behaves similarly. The controlled
system and the EKF approaches the reference model with high accuracy. The final values
for x1,2(t) in case of all models are 1 mm3, which is the lower boundary of the domain as
it was expected.

Figure 4.10 shows the deviation between the state variables of the parts of the controller.
The upper subfigure is the difference between the original system and the EKF, namely,
x(t)− x̂(t). It can be seen that this approximation is loaded with a small error in the case
of x1,2(t) compared to the magnitudes of the states. The higher, but a quickly decaying
error in x3(t) comes from the discretization error. The middle subfigure is the difference
between the reference system and the EKF, that is xref (t)− x̂(t). From the controller’s
point of view, this is the important measure, since this is the error signal which is used
by the controller. The lower subfigure represents the difference between the reference
system and the original system, xref (t)− x(t). It is visible that the deviations are small,
and decay rapidly. The final Root Mean Square Error (RMSE) for all state variables are
the following over the whole simulation interval:

• RMSEx(t)−x̂(t) = [2.2290, 3.8269, 3.5293];

• RMSExref (t)−x̂(t) = [2.2116, 3.8149, 5.4068];

• RMSExref (t)−x(t) = [0.1843, 0.0565, 2.0559].
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Figure 4.9.: Trajectories of the state variables: x(t) original system, x̂(t) EKF, xref (t)
reference system.
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Consequently, the controller led to satisfying and enforced the controlled original nonlinear
system to behave as the reference system.

4.8.6. Summary

The study reflected the benefits of applying a TP-LPV-LMI control solution on the
Hahnfeldt model. The original model was transformed into a form that has no singu-
larities within. An LPV model was then introduced which was only dependent on the
scheduling parameter, thus enabling the use of a TP transformation. After defining
the transformation, the optimal controller gains were computed. In the simulation, an
assumption was made on the observability of the model states. An EKF was then applied
which was able to estimate two of the state variables which was directly inaccessible.
In silico results showed that the controller was able to perform the desired task, that
is to tame cancer and keep the tumor volume at a low region. The LMI based design
procedure also ensured that the closed-loop poles of the system result in a closed-loop
action that is robust to the parametric uncertainties of the reference model and reality.
A next step in the development of a true TP solution on the Hahnfeldt model could be
the investigation of the controller in the presence of sensor noise and unknown model
behavior.

95

               kovacs.levente.adalbert_43_22



0 20 40 60 80 100 120 140 160 180 200

0
2
4
6
8

0 20 40 60 80 100 120 140 160 180 200

0

5

10

0 20 40 60 80 100 120 140 160 180 200

0

0.5

1

1.5

Figure 4.10.: Deviations between the states of the models.
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5. Conclusions

5.1. New scientific results

The new scientific results shown in the work are summarized in the following theses with
my corresponding publications.

1. thesis - I have developed a robust LPV control for artificial pancreas.

I have applied LPV methodologies on DM problems first in the literature, from which it
could be seen that safer operation could be obtained using these methods.

1.1. I created an LPV model of the DM problem
I have developed an affine-qLPV model for the Cambridge DM model, in order to

handle it more efficiently.

1.2. I developed robust control structures for the AP concept
I developed and showed the applicability of various H∞ based controller structure in

the context of AP. I discussed the design procedure and the guarantees on robustness
which can be used to evade hypoglycaemic episodes. These results provide a basis for
ongoing research concerning AP. Moreover, I have showed with realistic time series that
the order of the controller can be lowered significantly by using a parallel architecture,
where each controller is operating on a specific glucose region which leads to better
regulation.

Relevant publications pertaining to the thesis: [431, 432, 433, 434, 435, 436]

2. thesis - Robust fixed-point transformations based control for physiological
systems

I showed first the applicability of the RFPT method in the context of T1DM and tumor
control. The advantage of the method is that is can use only an approximate model of
the process and does not require any state estimation techniques. Elements of the design
were introduced and the application was demonstrated thoroughly.
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Relevant publications pertaining to the thesis: [56, 138, 437, 438, 439, 440, 441].

3. thesis - New scientific results corresponding to TP transformation based
control on physiological systems

I have used LPV based TP transformation control in the context of DM and tumor
control, first in the literature. The developed framework has the advantage that it can
give general design procedure for nonlinear physiological systems. It allows one to use
linear design technique by transforming the original nonlinear problem in a domain where
their effects can not be seen. Another practical advantage of the method is that LMI
based optimization can be used during the design procedure, which makes it uniformly
applicable in other biological problems as well.

3.1. Development of an LPV-TP framework in the case of T1DM and tumor control
I have developed a solution based on LPV modeling, which is easily generalizable

for physiological problems, and proved its applicability using T1DM and tumor control
problems.

3.2. I have developed a TP transformation based LPV framework on the AP and tumor
control problems

I have developed a solution based on LPV modeling and TP transformation, which is
easily generalizable for physiological problems, and showed its operation using on the
T1DM, and the tumor regulation problem.

Relevant publications pertaining to the thesis: [442, 443, 444, 445, 446, 447, 448, 449,
450, 451, 452, 453, 454, 455].

5.2. Further research directions

The presented ideas in the thesis has strong applicability in the domain of physiological
control. These methods can be employed not just in the case of DM and tumor control
due to their robust properties. Because H∞ control has become a standard technique
in robust control, there is a vast knowledge corresponding to the design procedure for
a number of systems. Combining this knowledge with current research in LPV and
qLPV systems, there is a number of possibility to further improve their conjoined variant.
Generalizing the technique to particular types of nonlinear systems could be beneficiary
for a much broader application. A possible extension could be the replacement of the H∞
controller to different linear robust methods on LPV systems. I have also investigated
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situations, where not only the parametric uncertainties posed issues, but unknown
dynamics were also present. The RFPT method shown to be very useful in such cases, as
it can adaptively discover the internal dynamics of a system using only a limited number
of measurement. Since the control technique is quite novel, a large number of possible
research directions can be formulated. Investigating the connection of different deform
functions and nonlinear systems is crucial in the future for the successful application
of the method. Convergence properties could also be further elaborated by connecting
the method with feedback linearization and showing its potential in general systems.
The question of using a rough inverse model must also be investigated. Possible general
affine models could be tested, where there is no need for the discovery of a concrete
inverse model, but rather create it from a data-driven perspective. Since the kinematic
block is also just a matter of choice, other linear controllers can be utilized as well, state
feedback for example. In terms of the TP-LPV approach, there is also an endless number
of possible way to enhance its effectiveness. Identification of the scheduling parameters
and building a qLPV model could be automated in the future by using soft-computing
methods which can represent these models. Because modelling physiological systems can
be extremely difficult in many cases, the data-driven viewpoint is particularly attractive
in this case as well. Nevertheless, the problem of limited measurements must be taken into
account when using neural networks for example, but the development of sophisticated
biosensors can mitigate this issue in the near future. In conclusion the fast evolving
field of physiological control can provide more effective approaches in treating diseases.
Combining the presented approaches with the discovery of new medicine will be a major
milestone in healthcare and hopefully will provide the means to save more lives in the
future.
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[72] L. Kovács, P. Szalay, I. Sas, Gy. Eigner, Zs. Almássy, E. Felszeghy, Gy. Kocsis,
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[151] M. Häggström. “Insulin oscillations, Medical gallery of Mikael Häggström 2014”.
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tensor product model transformation with neural friction compensation”. In: Asian
J Control 17.2 (2015). bibtex*[publisher=Wiley Online Library], pp. 443–458.

[334] Arthur Bertachi, Charrise M Ramkissoon, Jorge Bondia, and Josep Veh́ı. “Au-
tomated blood glucose control in type 1 diabetes: A review of progress and
challenges”. In: Endocrinoloǵıa, Diabetes y Nutrición (English ed.) 65.3 (2018).
bibtex*[publisher=Elsevier], pp. 172–181.

[335] D. Barry Keenan, John J. Mastrototaro, Stuart A. Weinzimer, and Garry M.
Steil. “Interstitial fluid glucose time-lag correction for real-time continuous glu-
cose monitoring”. In: Biomedical Signal Processing and Control 8.1 (Jan. 2013),
pp. 81–89. issn: 17468094. doi: 10.1016/j.bspc.2012.05.007. url: http:

//linkinghub.elsevier.com/retrieve/pii/S1746809412000687 (visited on
03/05/2018).

[336] Alexander Hildenbrand Hansen, Anne Katrine Duun-Henriksen, Rune Juhl, Signe
Schmidt, Kirsten Nørgaard, John Bagterp Jørgensen, and Henrik Madsen. “Pre-
dicting Plasma Glucose From Interstitial Glucose Observations Using Bayesian
Methods”. In: Journal of Diabetes Science and Technology 8.2 (Mar. 2014),
pp. 321–330. issn: 1932-2968, 1932-2968. doi: 10.1177/1932296814523878. url:
http://journals.sagepub.com/doi/10.1177/1932296814523878 (visited on
03/05/2018).

[337] Andrea Facchinetti, Giovanni Sparacino, and Claudio Cobelli. Reconstruction of
glucose in plasma from interstitial fluid continuous glucose monitoring data: role
of sensor calibration. SAGE Publications, 2007.
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Under Angiogenesis In-hibition with Mixed-effects Models”. In: ACTA Pol Hung
14.1 (2017).

[352] Jordan E Pinsker, Joon Bok Lee, Eyal Dassau, Dale E Seborg, Paige K Bradley,
Ravi Gondhalekar, Wendy C Bevier, Lauren Huyett, Howard C Zisser, and
Francis J Doyle. “Randomized Crossover Comparison of Personalized MPC and
PID Control Algorithms for the Artificial Pancreas”. In: Diab Care 39 (2016).
bibtex*[publisher=Diab Care], pp. 1135–1142.

[353] Amira Gharbi, Mohamed Benrejeb, and Pierre Borne. “Study of the Stabilization
of Uncertain Nonlinear Systems Controlled by State Feedback”. In: ACTA Pol
Hung 13.4 (2016), pp. 21–38.

[354] Ahmad Haidar. “The Artificial Pancreas: How Closed-Loop Control Is Revolu-
tionizing Diabetes”. In: IEEE Contr Syst Mag 36.5 (2016), pp. 28–47.

[355] International Diabetes Federation. IDF Diabetes Atlas. 6th ed. Brussel, Belgium:
International Diabetes Federation, 2013.

[356] Tamás Ferenci, Anna Körner, and Levente Kovács. “The interrelationship of HbA1c
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[409] Gy. Eigner, I. Rudas, and L. Kovács. “Investigation of the TP-based modeling pos-
sibility of a nonlinear ICU diabetes model”. In: IEEE International Conference on
Systems, Man, and Cybernetics 2016: IEEE SMC 2016. bibtex*[eventdate=2016-
10-09/2016-10-12;venue=Budapest, Hungary]. IEEE SMC, 2016, pp. 3405–3410.
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Eigner, P.I Sas, L. Kovács, Z. Garaguly, V. Jónás, G. Kiss, G. Valcz, and B.
Molnár. “Parameter assisted HE colored tissue image classification”. In: IEEE
17th International Conference on Intelligent Engineering Systems (INES). Ed. by
IEEE. bibtex*[eventdate=2013-06-19/2013-06-21;venue=San Jose, Costa Rica].
IEEE Hungary Section, 2013, pp. 203–207.
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[413] L. Kovács, J. Sápi, T. Ferenci, P. Szalay, D. Drexler, Gy. Eigner, P.I. Sas, I. Har-
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jekt. Eredmények és távlatok - in Hungarian”. In: Diabetologia Hungarica XXII.
bibtex*[eventdate=2014-04-24/2014-04-27;venue=Szeged, Hungary]. Hungarian
Diabetes Associasion, 2014, pp. 73–76.
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[421] L. Kovács, P. Szalay, Gy. Eigner, P. Sas, Zs. Almássy, and L. Barkai. “LPV-
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[426] L. Kovács and Gy. Eigner. “Clinical decision support systems for personalized
healthcare”. In: International Conference on Automation, Quality and Testing,
Robotics, AQTR 2016. bibtex*[eventdate=2016-05-19/2016-05-21;venue=Cluj-
Napoca, Romania]. IEEE Hungary Section, 2016, pp. 1–6.
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Á. Berlin; Heidelberg: Springer Verlag, 2012, pp. 215–218.

[469] Ferenci Tamás, Kovács Levente, Benyó Balázs, Aaron Le Compte, Geoffrey M.
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[470] Kovács L, Szalay P, Benyó B, and Chase JG. “Optimal tight glycaemic control
supported by differential geometric methodsa”. In: Proceedings of the 5th European
Conference of the International Federation for Medical and Biological Engineering.
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IEEE Hungary Section, 2013, pp. 327–332.

[482] P Szalay, Gy Eigner, M Kozlovszky, I Rudas, and L Kovács. “The significance of
LPV modeling of a widely used T1DM model”. In: EMBC 2013 – 35th Annual
International Conference of the IEEE Engineering in Medicine and Biology Society.
Ed. by K Sunagawa. Seattle (WA): IEEE, 2013, pp. 3531–3534.

[483] Balazs Benyo, David Feng, J Geoffrey Chase, Steen Andreassen, Ewart Carson,
and Levente Kovacs, eds. Proceedings of 8th IFAC Symposium on Biological and
Medical Systems. New York: Curran, 2012.
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[492] Árpád Takács, Sándor Jordán, Radu-Emil Precup, Levente Kovács, József Tar,
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Liberios Vokorokos, Ladislav Hluchý, and János Fodor. Budapest: IEEE Hungary
Section, 2014, pp. 339–344.
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Vokorokos, Ladislav Hluchý, and János Fodor. Budapest: IEEE Hungary Section,
2014, pp. 191–194.
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Juhászné Tuifel, T Tóthné Sebestyén, M Hocsi, A Soós, A Török, and L Barkai.
“Newest results of the Hungarian artificial pancreas project”. In: 7th International
Conference on Advanced Technologies and Treatment for Diabetes. Ed. by Moshe
Phillip and Tadej Battelino. Wien: Mary Ann Liebert, 2014, A–149.

145

               kovacs.levente.adalbert_43_22
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István Harmati, and Zoltán Sápi. “Model-based angiogenic inhibition of tumor
growth using modern robust control method”. In: COMPUTER METHODS AND
PROGRAMS IN BIOMEDICINE 114 (2014), pp. 98–110.
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Timisoara: IEEE Hungary Section, 2014, pp. 117–122.

146

               kovacs.levente.adalbert_43_22
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[509] Benyó Balázs, Kovács Levente, Illyés Attila, Havas Attila, Szabó Némedi Noémi,
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Aaron Le Compte, Geoffrey M. Shaw, and Geoffrey J. Chase. “Initial ICU clinical
results using SPRINT to guide insulin infusions in a Hungarian medical ICU”.
In: JOURNAL OF DIABETES SCIENCE AND TECHNOLOGY 6.2 (2012),
A68–A69.

147

               kovacs.levente.adalbert_43_22



[511] Haidegger Tamás, Sirokai Beáta, Fenyvesi Gábor, Kovács Levente, Benyó Zoltán,
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controller and observer scheme in order to control nonlinear compartmental
systems”. In: IEEE 14th International Symposium on Intelligent Systems and
Informatics: SISY 2016. Ed. by Szakál A. Budapest: IEEE Hungary Section, 2016,
pp. 85–92.
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Section, 2016.
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[582] T Ferenci, J Sápi, and L Kovács. “Modelling xenograft tumor growth under an-
tiangiogenic inhibitation with mixed-effects models”. In: 2016 IEEE International
Conference on Systems, Man, and Cybernetics Conference Proceedings: SMC 2016.
Ed. by Szakál A. Budapest: IEEE, 2016, pp. 3912–3917.
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[589] D A Drexler, J Sápi, and L Kovács. “A minimal model of tumor growth with an-
giogenic inhibition using bevacizumab”. In: SAMI 2017 : IEEE 15th International
Symposium on Applied Machine Intelligence and Informatics. Ed. by Szakál A.
Budapest: IEEE, 2017, pp. 185–190.
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Egyetem, 2017, pp. 65–70.
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[434] L Kovács and Gy Eigner. “System Engineering Approach of Diabetes Treatment”.
In: International Journal of Diabetes & Clinical Diagnosis 3.116 (2016), pp. 1–6.
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Infocommunications. Ed. by Baranyi Péter. Budapest: IEEE Hungary Section,
2016.
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Ed. by Anikó Szakál. Budapest: IEEE Hungary Section, 2013, pp. 125–129.
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[464] L Kovács, P Szalay, P I Sas, Gy Eigner, Zs Almássy, E Felszeghy, Gy Kocsis,
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Á. Berlin; Heidelberg: Springer Verlag, 2012, pp. 215–218.
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[470] Kovács L, Szalay P, Benyó B, and Chase JG. “Optimal tight glycaemic control
supported by differential geometric methodsa”. In: Proceedings of the 5th European
Conference of the International Federation for Medical and Biological Engineering.
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[488] J Sápi, D A Drexler, and L Kovács. “Parameter optimization of H∞ controller
designed for tumor growth in the light of physiological aspects”. In: CINTI
2013 : Proceeding of the 14th IEEE International Symposium on Computational
Intelligence and Informatics. Ed. by Anikó Szakál. Budapest: IEEE Hungary
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Liberios Vokorokos, Ladislav Hluchý, and János Fodor. Budapest: IEEE Hungary
Section, 2014, pp. 339–344.
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vizsgálatok 1-es t́ıpusú diabetesben”. In: DIABETOLOGIA HUNGARICA XXII
(2014), pp. 101–102.
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and J Geoffrey Chase. “INTENZÍV ÁPOLÁS SORÁN HATÉKONYAN ALKA-
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Haidegger Tamás. “Best Practices in Electromagnetic Tracking System Assess-
ment”. In: II SCATh Joint Workshop on New Technologies for Computer/Robot

171

               kovacs.levente.adalbert_43_22



Assisted Surgery. Ed. by Holzapfel, Pierce, Sloten, and Sette. Madrid: Katholieke
Universiteit Leuven, 2012, pp. 1–4.

[514] R -E Precup, T Haidegger, S Preitl, Z Benyó, A S Paul, and L Kovács. “Fuzzy
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[518] Tar JK, Haidegger T, Kovács L, Kósi K, Botka B, and Rudas IJ. “Nonlinear
Order-Reduced Adaptive Controller for a DC Motor Driven Electric Cart”. In:
18th International Conference on Intelligent Engineering Systems - INES 2014.
Ed. by Szakál A. Piscataway (NJ): Institute of Electrical and Electronics Engineers
(IEEE), 2014, pp. 73–78.
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“Quantitative impact of direct, personal feedback on hand hygiene technique”. In:
JOURNAL OF HOSPITAL INFECTION 91.1 (2015), pp. 81–84.
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[583] R Pethes, T Ferenci, and L Kovács. “Infectious Hospital Agents: an individual-
based simulation framework”. In: 2016 IEEE International Conference on Systems,
Man, and Cybernetics Conference Proceedings: SMC 2016. Ed. by Szakál A.
Budapest: IEEE, 2016, pp. 3434–3439.
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tion of Process Capability Improvement, Formal Modeling and Web Technology for
Traceability”. In: COMMUNICATIONS IN COMPUTER AND INFORMATION
SCIENCE 748 (2017), pp. 381–398.
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“Nonlinear identification of a tumor growth model for validating cancer treatments”.
In: 2017 IEEE International Conference on Systems, Man and Cybernetics. Ed. by
Li Deng. New York: IEEE Systems, Man and Cybernetics Society, 2017, pp. 3159–
3163.

183

               kovacs.levente.adalbert_43_22
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2018). Műhelyszekció - Inzulinpumpa munkacsoport, p. 1.
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[624] József Klespitz and Levente Kovács. “Multivariable control structures of hemodial-
ysis machines for patient fluid balance maintenance”. In: IEEE 12th International
Symposium on Applied Computational Intelligence and Informatics (SACI 2018).
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A. Physiological background

In this Appendix, I summarize the relevant physiological background to the scrutinized
problems in the thesis. I also show the current technologies related to the possible
physical implementation of the designed controllers described in the main part of the
text.

A.1. Diabetes Mellitus

A.1.1. The role of glucose in the human body

The primary energy source of the human body is glucose (C6H12O6) [139], and the body
can utilize glucose in α −D structure only. Glucose (CHO) enters the body through
the gastrointestinal system by eating. First, the consumed food degrades into smaller
parts including complex sugars, which through different enzymatic reactions are broken
down into simple sugars. The monosaccharides (glucose, galactose, fructose) are absorbed
in the small intestines through sodium-dependent glucose cotransporters. The glucose
is absorbed by the glucose-consuming cells (muscle-, fatty-, brain-cells and others) via
glucose transporter (GLUT) gates formed by membrane proteins. These gates are driven
by different reactions or in the case of muscle cells the physical activity can catalyze the
opening of specific GLUT gate [139–141]. The reaction can be seen in Fig. A.1.

Figure A.1.: Digestion and glucose absorption processes ([142, 143])
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Figure A.2.: Energetic reactions on the atomic level at eucaryotic cell, Credit: Darekk2
[144]

The energy stored in glucose is processed through anaerobic and aerobic chemical
reactions. This energy is applied to supplement the adenosine diphosphate (ADP)
molecules with an extra phosphor atom to transform into adenosine triphosphate (ATP),
which is the most important energy storage molecule in the body. ATPs are responsible
for driving the electron transport reactions, protein pumps, etc. A graphical depiction can
be seen in Fig. A.2, which presents these reactions for eukaryotic cells. The glycolysis is
the first step of the catabolic reaction through which one molecule glucose is oxidised into
two molecules of pyruvate (C6H12O6 + 2NAD+2ADP + 2Pi→ 2C3H4O3 + 2NADH +
2H+ + 2ATP + 2H2O ), with the release of ATP [141]. The primary energy-producing
unit in eukaryotic cells is the mitochondria, operating as a separated unit with its micro-
environment and internal DNA. The pyruvate molecules enter the mitochondria where,
through the Szentgyörgyi-Krebs cycle, they are oxidized. The oxygen which is taken via
the respiratory system is utilized mostly at this point. The result of the cycle is carbon
dioxide (CO2) and water (H2O) (see Fig. A.2).

By understanding the natural glucose regulation processes, one can get a better picture
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Figure A.3.: The regulation of the glucose household, Credit: Benjamin Cummings [145]

of diabetes mellitus (DM) as well. The main regulatory system of the glucose household
(and other physiological processes) is operated by two pancreatic hormones, insulin and
glucagon. The regulatory system can be seen in Fig. A.3.

When many glucose molecules can be found in the blood, the pancreatic Langerhans-
islets release insulin hormones into the blood. The presence of insulin drives many
processes at the same time. Insulin opens the insulin-dependent GLUT gates (e.g.
GLUT-4) which facilitates the entering of glucose into the cells; it stimulates the glycogen
synthesis, it fosters esterification (when the glucose becomes glycerol (i.e. fat)) and it
coerces the production and secretion of glucagon. The result of these processes is low
blood sugar levels. The counter-reaction becomes active when the blood glucose (BG)
level is low, which drives the production and secretion of glucagon. The increasing level
of glucagon facilitates glycogenolysis (the degradation of glycogen to glucose and the
glucose secretion of the liver cells) and it inhibits insulin production and secretion, besides
other processes [139, 146]. The liver is a central organ of the glucose household due to
its ability to store and mobilize massive amounts of glucose in different forms and if it
is required, release 500 [g] glucose per day [141]. Other important body parts are the
muscle cells which can produce and store a small amount of glycogen for local usage in
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case of extra need. An important aspect is that adrenaline (epinephrine) can facilitate
the glucose secretion of the liver to handle stress reactions. In case of stress, glucose
is needed to react to the source immediately and continuously. The glucose household
is highly influenced by the brain and the nervous system. The brain does not require
insulin for efficient glucose uptake due to that cells of the brain use insulin-independent
GLUT transporters. The brain itself consumes approximately 25% glucose from the
daily intake. The storing capabilities of the brain cells are very limited, thus it needs
continuous glucose supply at the expense of other parts of the body. Continuous low
blood sugar level leads to cumbersome decision making, dizziness, fainting, metabolic
collapse, and finally coma or even death [146]. Kidneys play a key role in the glucose
household due to they reabsorb the glucose molecules and other vital nutrients from the
primer filtrate. Kidneys consume glucose to maintain their activities, although there is
a limit to their effectiveness regarding glucose reabsorption. If the blood glucose level
is persistently high, the tubular transporters may be saturated which leads to glucose
loss through the urine. The DM got its name after this phenomenon when the kidney is
not able to stop the loss of glucose which makes the urine sweet (while diabetes means
passing through, the mellitus means sweet as the honey). As a consequence, the first
indicator of the disease is the sweet urine suggesting that a given patient suffers from
DM [6, 146].

A.1.2. The role of insulin hormone

The insulin peptide hormone is produced by the β-cells in the Langerhans islets of the
pancreas. The most important catalyst for the production and secretion of the hormone
is the low blood sugar level. The production and secretion of insulin can be seen in
Fig. A.4. The β-cell uptakes the glucose via the GLUT2 gate. Increasing glucose level
drives the ADP to ATP reactions, i.e. the energetic level of the cell increases. The high
ATP level does inhibit the Na −K channels. The consequence is the increasing level
in K which facilitates the depolarization of the cell membrane and leads to Ca inflow.
The increasing Ca level drives the secretion of insulin, which is stored in small granules.
These are merged with the cell membrane [147].

Although the most important driver of insulin secretion is the high blood glucose level,
other physiological processes may affect the phenomena (e.g. nervous activity, adrenaline,
other hormones, and proteins). By increasing the BG level, the frequency of secretion
also increases [6].

Insulin secretion oscillates with a period of 3 – 6 minutes [149, 150], which can be seen
in Fig. A.5. The insulin is secreted into the bloodstream (near to the portal vein) and
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Figure A.4.: Production and secretion of insulin. Credit: Beta Cell Biology Consortium
[148]
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Figure A.5.: Insulin secretion [151]

spreads out through the veins.
Last, but not least, it is important to show how works insulin concretely. Fig. A.6

shows the operation of the hormone in the case of a liver cell. Insulin binds to the
receptor which leads to the release of chemical messenger molecules. These facilitate
glycogen production, the opening of the GLUT4 gate beside others.

A.1.3. Types of diabetes mellitus

Type 1 DM

Type 1 DM (T1DM) is the most dangerous DM condition which is lethal without
treatment. It is caused by an autoimmune reaction in which the body’s immune system
burns out the β-cells of the pancreas. That results in insulin deficiency because the
internal insulin production is practically ceased. Without insulin, the glucose-consuming
cells with insulin-dependent GLUT gates are not able to uptake the insulin from the
blood which leads to high blood glucose levels and the starvation of these cells at the
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Figure A.6.: Effect of insulin in case of hepatic cell. Credit: XcepticZP [152]

same time. Usually, the disease emerges at a young age, and the symptoms (e.g. thirst
and dry mouth, frequent urination, lack of energy, tiredness, constant hunger, sudden
weight loss, blurred vision, dizziness, confusion) occur suddenly without any previous
indication. Patients with T1DM form approximately 10 % of the diabetic population [5].

Type 2 DM

The most common type of DM is Type 2 DM (T2DM), and approximately 90 % of
the diabetic population suffers from this variant. T2DM mostly occurs in mid-aged
adults, but in recent years the prevalence is increasing in the younger population as well
which is caused by the modern lifestyle [5]. In the case of T2DM, the body needs to
face two equally harmful processes, which are the decreasing insulin sensitivity and the
slow overload of the β-cells. The first stage of T2DM starts with high blood glucose
variance caused by the consumed processed food and drinks which are usually loaded
with CHO possessing a high glycemic index. Due to the appearing high BG levels, the
body reacts with high insulin levels to maintain the diabetic state. Over time, this
significant load leads to insufficient insulin production which causes permanently high
BG levels. The high BG level demands continuous insulin production which is another
source of stress. Besides, the permanently high BG level causes the saturation of the
glucose-consuming cells as well. To protect themselves, the cells become increasingly
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resistant to insulin which leads that an elevated amount of glucose remains in the blood.
Due to the continuous load, the β-cells are not able to keep up with the insulin level
This process leads to the burn-out of β-cells over time, and at this point, the T2DM
turns into T1DM. Moreover, in this case, the symptoms are worse since the established
insulin resistance requires different insulin treatments usually with high insulin dosages.
Compared to T1DM patients, T2DM patients do not need external insulin intake in the
first stage of the illness. Their condition can be maintained by changing their lifestyle
and (if necessary) taking medication. In the second stage, they may need external insulin
intake to help their internal production and decrease their load. In the third stage the
insulin administration, similarly to T1DM patients, becomes necessary [5, 6, 147].

Other types of DMs

One of the frequently occurring diabetic states is the gestational DM (GDM) obtained
during pregnancy, and caused by the increased BG level needed to provide enough energy
for both the woman and the fetus. In most cases, GDM disappears after pregnancy,
although, in some cases, occasional GDM turns into T2DM [5]. Another type is Double
DM (DDM) which is characterized by increasing insulin resistance and decaying insulin
production [3]. There are other rare types of DMs as well, but their occurrence is very
mild and most of them are caused by genetic disorders [5, 146].

A.1.4. Possible means of treatment

Prevention

The easiest solution is the avoidance of the diabetic state in the case of T2DM. The risk
of having T2DM can be highly reduced by establishing an appropriate lifestyle. This
means doing physical activities, eating appropriate food may prevent the occurrence of
T2DM in people with a genetic predisposition. It is not questionable that the person
diagnosed with DM has to change his/her lifestyle. Doing physical activities is crucial
because there are GLUT gates on the muscle cells that are catalyzed by physical activity.
In this way, the BG level can be decreased without other drugs or insulin. Usually, these
people are obese which could make DM worse, so that the weight also needed to be
reduced. Consumption of food with a high glycemic index should also be avoided at all.

Medication by drugs

Medication by drugs is a common therapy both in the pre-diabetic state and in the early
stage of T2DM. Several drugs are available with different physiological effects. The drugs
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can be categorized according to their effect mechanism [153, 154]:

• Biguanides: Inhibiting the glucose production of the liver (e.g. Metformin);

• α-glucosidase inhibitors: Facilitating the break down of complex sugars (e.g. Acar-
bose);

• Dopamin agonist: Helping to avoid the establishment of insulin resistance;

• DPP-4 inhibitors: Facilitating the insulin production (e.g. Linagliptin);

• Incretin mimetics, glucagon analogs: Slowing down the emptying of the stomach
and maintaining the glucagon usage (e.g. Albiglutide);

• Meglitinides: Facilitating the insulin release (e.g. Nateglinide);

• Sodium-glucose transporter (SGLT) 2 inhibitors: Facilitating the glucose excretion
to the urine (e.g. Dapaglifozin);

• Sulfonylureas: Increasing the activity of β-cells (e.g. Glimepirid);

• Thiazolidinediones: Decreasing the glucose level in the liver by increasing the
uptake and use of glucose in the fatty tissues (e.g. Rosiglitazone).

Intensive Conservative Therapy (ICT)

ICT is a combination of the use of external insulin intake, medication, changing lifestyle,
and continuous education. In the case of ICT, diabetic patients use short- and long-term
insulins complying with the prescribed glycemic goals and use different medications to
prevent the side effects (e.g. Aspirin) and to decrease the load on their body. ICT can
provide a longer and healthier life for diabetic patients. However, ICT can be done only
in a strong collaboration between the medical staff and the patient.

Insulin administration by insulin pen

External insulin administration is the most common way of treatment. By using an
insulin pen, the insulin can be injected into the subcutaneous level immediately. A pen
consists of an insulin reservoir, dispenser, and needle. The dispenser can be used for
precise insulin administration. A schematic insulin pen can be seen in Fig. A.7.
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Figure A.7.: A regular insulin pen, Credit: UPMC [155]
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Figure A.8.: Insulin pump, Credit: Mayo Clinic [156]

Insulin administration by insulin pump

Insulin pumps were developed almost 20 years ago. In this thesis, these devices provide
a central element in the realization of the control algorithms, since the actuation of
continuous insulin administration can only be performed by using these devices. Figure
A.8 shows a regular insulin pump and its components.

A.2. Tumor Growth

A.2.1. Physiological background of tumor growth

Cancer is a group of diseases that are characterized by abnormal cell mechanisms. The
tumor consists of a cell concourse (tumor or cancer concourse) which is not regulated (or
cannot be regulated) by the cell-regulatory mechanisms. The biggest problem besides
the unregulated growing and spreading of these cells is that they consume nutrients
from normal cells. They also create masses that affect the normal operation of organs,
nerves, and vessels, and produce cell materials that are toxic to the body [157]. Two main
groups of tumors can be distinguished which are benign and malignant. Benign tumors
(usually) do not produce metastasis and do not invade surrounding tissues and organs.
On the contrary, malignant tumors do provide metastasis and the general outlook for
the patient is far worse. The most usual behavior of malignant tumors can be easily
described. First, the cells are growing, dividing, and proliferating with no respect to the
presence of regulatory signals. After that, they avoid programmed cell death (apoptosis)
such that the number of cell divisions is limitless. At last, they promote blood vessels
construction to uptake more nutrients. They also create metastases with which they
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invade an increased number of tissues and organs [158].
The presence of cancer may cause different symptoms. Unfortunately, it is generally true

that these symptoms more or less appear at a developed stage of the tumor. Depending
on the type of the tumor, unexplained weight loss, lump, abnormal bleeding, strange
bowel movements, prolonged (maybe bloody) cough, frequent inflammations, unexpected
movements, issues in nervous and hormone homeostasis could occur as a sign of the
illness. In the case of humans one distinguishes between more than a hundred type of
cancers [159].

The majority (90–95%) of cancers are due to genetic mutations caused by environmental
causes, while the remaining 5–10% cases are stemming from genetic disorders [159]. Several
artificial and natural environmental effects could cause cancer. Artificial causes often
involve the use of tobacco and alcohol, poor diet and/or obesity, exposure to radiative
environment, pollution and/or contact with polluting materials, high stress and absence
of good quality rest, and lack of physical activity. In contrast, natural causes can be
radiation from natural sources, toxic environment and contact with toxic elements, or
infections [159, 160]. In males, the most common type of internal cancer is colorectal,
prostate, stomach, and lung cancer. In women the most common types of internal cancers
are colorectal cancer, breast cancer, lung cancer, and cervical cancer [161]. External
cancer is called melanoma which is also a common type with increasing occurrence in
the global population [159].

Regular treatments of cancer

The most conservative therapy is a surgical intervention in which the tumor is partially or
completely removed by the surgeon. Surgical intervention is suggested if the tumor is well-
localized [162], although, it can be applied only if the cancer is operable. Surgical oncology
is commonly applied if the tumor is related to the esophagus, stomach, duodenum, colon,
liver, and pancreas [163]. Radiotherapy is also regularly applied, especially, if the tumor is
not-operable. This type of treatment utilizes the fast division of tumor cells by damaging
their DNA [164]. Radiotherapy can be applied as monotherapy, but usually, it is combined
with surgical intervention or chemotherapy [165]. In the case of radiation therapy, the
targeted high-energy particles (electrons and photons) are used [166] to degrade the
integrity of the DNA of the tumor cells. Nevertheless, this ionizing radiation damages the
surrounding healthy tissues as well. Chemotherapy utilizes the fast division of tumor cells
as well because its effect is much more dangerous. The chemical agents can destroy cancer
cells by interfering with their ability to grow or multiply. The response of tumor cells for
chemotherapy can be different, thus different types of chemical agents needed to be used
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for different tumors, although, it may happen that a given tumor does not react to the
therapy at all [167]. Chemotherapy could have serious side effects, for example damaging
organs, especially the liver, loss of hair, urinary incontinence, and so on. Unfortunately,
these chemical agents also disrupt the general behavior of healthy cells, leading to side
effects in the vast majority.

Targeted Molecular Therapies

TMTs can inhibit the signaling pathways of tumors, i.e. the specific molecules which are
produced by the tumor cells. These molecules can be found in the case of other cells
as well, but their presence is much smaller than in tumors. At the early stage of TMT
development there was a need to find antibodies that target only tumor cells [24]. As
a consequence, most often targeted signaling pathways by TMTs are the EGFR/HER1
(epidermal growth factor receptor, human epidermal growth factor receptor), VEGF
(vascular endothelial growth factor) and HER2. The most common inhibition types are
[168]:

(i) binding and neutralizing ligands;

(ii) occupying receptor-binding sites;

(iii) blocking receptor signaling within the cancer cell;

(iv) interfering with downstream intra-cellular molecules.

Today, two common TMTs are used in medical practice, which are monoclonal antibodies
and small molecule inhibitors. Monoclonal antibodies are large molecules with a protein
structure and they target the (i) and (ii) pathways [169]. These drugs can be used
intravenously to avoid their protein structure from denaturation which would happen in
the gastrointestinal system. Small molecule inhibitors are smaller than the antibodies
which allow them to enter the cells and target (iii) and (iv) pathways [170], typically the
tyrosine kinase signaling (intracellular alter its components. Small molecule inhibitors are
usually administered orally. One of the main differences between the two types of TMTs
is that monoclonal antibodies do not undergo hepatic metabolism, but small molecule
inhibitors do. Hence, by using TMTs, a more personalized treatment can be achieved
focusing on the vital phenomena of the tumor and applying specific drugs according to
[171]. The main benefits of TMTs are that they are less damaging to the normal cells,
causing fewer side effects, improving the efficiency of regular therapies, and improving the
quality of life of the patients [172]. Among the several types of TMTs, the most common
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used ones are the apoptosis inducers [173], anti-hormone therapies [174], immune system
facilitators [175, 176], gene expression inhibitors [177], signal transmission inhibitors [178]
and anti-angiogenic therapies [171].

Figure A.9.: Targeted molecular therapies, Credit: Charlton et al. [178]

In the case of conventional therapies, the development of tumors might not be precisely
required, because the goal is to eliminate the mass of the tumor (by removal or radiative
of chemical degradation). The goal of TMTs is to eliminate not the tumor mass itself,
but instead to eliminate the toxicity of the tumor and as a side effect degrading the
tumor mass. In the case of TMTs, a proper tumor model must be derived to select the
best therapeutic agent or to develop one. It is more important to act against the toxicity
of the tumors because the life expectancies of patients are better with an inactive tumor
mass than if they do not have a tumor for while with a higher chance of relapse [168].
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A.2.2. Antiangiogenic Therapies

Tumor induced angiogenesis

Angiogenesis is a physiological process in which new blood vessels are formed by endothelial
tissues. Angiogenesis occurs at specific times in the human body as a cardinal process
(e.g. the embryogenesis). In the case of adults, angiogenesis is quite infrequent and mostly
happens after injuries during recovery, when it is induced by external circumstances
(e.g. low oxygen concentration) and for example, in the women’s menstrual cycle [179].
Angiogenesis is also a very common phenomenon during the vascularization of tumors
[157]. The development of tumors can be divided into two phases. In the first phase, the
tumor is small and utilizes the oxygen and nutrients from its surroundings via diffusion,
and in this phase, the tumor is growing slowly. This phase is called as ”avascular” state
of the tumor, which means it does not have its blood vessels for the oxygen uptake [157].
By using this source of energy, the tumor can grow only for a certain limited volume.
This volume is different with every tumor (usually it is 100 to 200 µm) and it is limited
by the so-called diffusion barrier.

After this certain volume, cancer requires more oxygen and nutrients to grow. The lack
of oxygen induces the tumor cells to start the production of the Vascular Endothelial
Growth Factor (VEGF). This stage is called the angiogenic switch. By signaling VEGF,
the tumor stimulates the endothelial cells, which are responsible for the formation of new
blood vessels. From these new vessels, the tumor can get all nutrients for further growth
and to induce metastasis through these vessels from which invader colonies are created
at other parts of the body. The tumor with its blood vessels is called a ”vascularized”
tumor [160]. The formation of new blood vessels induced by the tumor can be seen in
Fig. A.10.
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Figure A.10.: Development of tumor in general, Credit: Letellier et al. [180]

Antiangiogenic therapy

During tumor-induced angiogenesis, the new vessels change phenotype, which is called
vascular remodeling. Thus the newly formed vessels become disease-specific. The
endothelial cells undergo sprouting, proliferation, and regression in tumors, and they also
become dependent on VEGF. VEGF is an important pro-angiogenic factor controlling
tumor growth. By inhibiting VEGF signaling in tumors, the additional angiogenesis
stops. The inhibition of VEGF leads to apoptosis only in the new vessels in tumors and
does not harm vessels that already exist, which makes the blocking of this pathway a
promising target [28]. The VEGF is continuously produced during the growth of tumors.
The main difficulty to develop antiangiogenic therapies is the poor feedback about the
efficiency of treatment because the decrease of tumor size is a slow process that is hard
to monitor. However, changes in the hemodynamic parameters appear soon after the
initiation of the therapy. These can be monitored for example by using perfusion MRI
or CT or ultrasound devices [181]. As it was already mentioned, the aim of angiogenic
inhibitors (and TMTs as well) is not to eliminate the tumor mass itself but eliminate the
developing, growing, and spreading of tumor cells. If the tumor evolution can be kept in
a dormant state and the cellular proliferation rate is balanced by the rate of apoptosis
then the size of the tumor will be only a few millimeters and it will not be able to grow
[25].

Compared to chemotherapy, this does not result in toxicity in the body which is one of
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the most important aspects of TMTs. In the case of chemotherapy, a significant portion
of people dies each year because of side effects and the toxicity caused by the drug [182].
Another drawback is that the tumors can develop resistance against chemotherapy due
to the genetic instability, heterogeneity, and fast proliferation of tumor cells. However,
endothelial cells are genetically stable and homogeneous with a low rate of mutation.
Thus, a therapy that affects endothelial cells induces low or no resistance against drugs
[183–185]. Antiangiogenic therapies can improve survival by increasing tolerance to the
toxicity induced by chemotherapy as well [186].
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