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Péter Bálint

Department of Stochastics
Budapest University of Technology and Economics

Budapest
2023

               balint.peter_60_23



Comments on colored text

The electronic version of this dissertation uses colors.
In particular, colored text corresponds to clickable internal links.

2

               balint.peter_60_23



Contents

1 Introduction 7
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Motivating examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Some notations and conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Dispersing billiards 13
2.1 Hyperbolic and geometric properties . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Ergodic and statistical properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.1 The billiard map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 The billiard flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 Outlook: multidimensional dispersing billiards . . . . . . . . . . . . . . . . . . . . 24

3 The Bunimovich stadium 25
3.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Ingredients of proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.3.1 Induced limit theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.2 The tail of the distribution of f̂ . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.3 Short range correlations for T̂ . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.4 More comments on the proof of Theorems A and B . . . . . . . . . . . . . 35
3.3.5 Comments on the rate of correlation decay . . . . . . . . . . . . . . . . . . 37

4 Dispersing billiards with cusps 39
4.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2.1 Limit laws for the billiard map . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2.2 Statistical properties of the billiard flow . . . . . . . . . . . . . . . . . . . . 42
4.2.3 Convergence of the second moment . . . . . . . . . . . . . . . . . . . . . . 43

4.3 Ingredients of proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.1 Inducing and truncation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.2 Description of corner series and its consequences . . . . . . . . . . . . . . . 47
4.3.3 Further comments on the proofs of the limit theorems . . . . . . . . . . . . 51

5 Infinite horizon 59
5.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 Ingredients of proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3.1 Geometry of long flights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3

               balint.peter_60_23



5.3.2 Further comments on the proof of Theorem I . . . . . . . . . . . . . . . . . 71
5.3.3 Further comments on the proof of Theorem J . . . . . . . . . . . . . . . . 75

4

               balint.peter_60_23



Acknowledgements

Let me first express my gratitude to my coauthors. It was a great experience to work together
and I have learned a lot from them. There are many other friends and colleagues I am much
grateful to. I would like to mention two of them who played a particularly important role, both in
professional and in personal respect. The expertise, the wisdom and the kind support of Domokos
Szász has been essential for me ever since he introduced me to the wonderful world of chaotic
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Chapter 1

Introduction

1.1 Overview

This dissertation describes results of the author on three major classes of planar hyperbolic bil-
liards: stadia, dispersing billiards with cusps and infinite horizon Lorentz gases. Although all three
types of systems have their own characteristics, an important common feature is intermittent be-
havior. By this we mean that the dynamics is characterized by alternating chaotic and regular
patterns.

If it were not for the regular components, we would expect that the dynamics has strong
statistical properties. The main questions of interest are how the presence of the regular component
effects statistical properties: reduces the rate of correlation decay from exponential to polynomial,
along with the emergence of nonstandard probabilistic limit phenomena. As for mixing rates, we
are particularly interested in the decay of correlations for the flow (in continuous time) which
is more difficult than the map (discrete time), due to the presence of a neutral direction. For
probabilistic limit laws, a major feature is the occurrence of the non-standard scaling

√
n log n in

contrast to the standard diffusive
√
n.

As we will discuss in section 1.2, intermittency and its effect on statistical properties has been
intensively studied earlier in simpler dynamical contexts, such as one dimensional maps. The main
new challenge of the research presented here is that we investigate billiard examples, which are
models of mechanical origin. This, on the one hand, makes their study relevant for applications
in physics and, on the other hand, provides substantial mathematical challenges, in particular,
related to handling the singularities which are intrinsic to this type of dynamics.

The main results of this dissertation are stated in ten major theorems, labelled by letters as
Theorem A, Theorem B.... Theorem J in the sequel. These are based on six research papers, in
particular Theorems A and B are from [BG06], Theorem G is from [BM08], Theorems D, F and E
are from [BCD11], Theorem H is from [BCD17], Theorems C and J are form [BBM19] while
Theorem I is from [BBT23].

These results are arranged in the three main chapters of the dissertation according to the class
of systems that they concern. Chapter 3 is on stadia, containing Theorems A, B and C. Chapter 4
is on dispersing billiards with cusps, containing Theorems D, E, F, G and H. Chapter 5 is on
infinite horizon Lorentz gases containing Theorems I and J.

From a different perspective, Theorems G, C and J are on the decay of correlations for the
studied billiard flows. In particular, Theorem G is on rapid (superpolynomial) decay, while The-
orems C and J are on polynomial decay. The other main theorems are on probabilistic limit laws
in various contexts. Theorems A, B, D, F and I are on convergence in distribution for the relevant
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Birkhoff sums, Theorem E is about its extension to a functional level (weak invariance principle),
while Theorem H is on the convergence of moments.

It is also useful to take a quick look at these results from a methodological viewpoint. One
of the most powerful approaches to statistical properties of dynamical systems is by studying the
spectra of the associated transfer operators. The exposition in Chapter 3 is mostly based on such
spectral methods. Theorem A in particular was the first non-standard limit theorem proved for a
billiard model by such tools. The spectral techniques developed in [BG06] are frequently referred
in the literature and have been extended in several directions.

The approach of Chapter 4 is somewhat different. Instead of applying perturbed transfer oper-
ators, it obtains the limit theorem by studying the characteristic functions of the relevant observ-
ables directly. This relies on classical techniques such as moment bounds, probabilistic inequalities
and the Bernstein big-small block technique. When applying this method, the connection between
decorrelation estimates and probabilistic limit phenomena appears more apparent and direct. This
approach led, in particular, to Theorem H, which clarified the effects causing discrepancies be-
tween convergence in distribution and convergence of moments, an issue that had been previously
observed in the physics literature ([CEF08]). The results of Chapter 4 have been extended in
several interesting directions in the literature, let us mention in particular the emergence of stable
limit laws when the order of the tangency at the cusp is higher than quadratic, see [JZ18], and
the end of section 4.2 for further discussion.

The proof of Theorem I in Chapter 5 is in a sense a combination of the spectral technique of
Chapter 3 and the more direct approach of Chapter 4, although it is rather spectral theory based.
The peculiarity of this work is that, by considering a joint limit, these are the first results on an
intermediate case between the two well-studied regimes of the periodic Lorentz gas, that is fixed
infinite horizon configurations ([SV07], [DC09]) and Boltzmann-Grad type situations ([MS11a],
[MT16]). Let us mention that the results on the decay rates for the flow (Theorems C, G and J)
rely also on spectral techniques, yet, special care is needed to handle the difficulties connected to
the presence of the neutral flow direction.

Beyond the above comments on the general framework, it is important also to mention an
equally significant ingredient of the arguments, the analysis of the geometry and the dynamics of
the studied billiard model. This analysis is very much specific to the system in question, and has
to be carried out essentially independently in each of the three cases. In the dissertation, we will
put a particular emphasis on this component as the probabilistic phenomena can be essentially
understood from the geometry of the model.

The dissertation is structured as follows. In section 1.2 some models from one dimensional
dynamics are mentioned, which is meant to serve as an analogy and some motivation for the work
presented in the bulk of the thesis. Chapter 2 gives a brief overview of planar dispersing billiards
with disjoint scatterers and finite horizon. The techniques developed for this best understood class
of chaotic billiards play an important role in the investigation of the models in the subsequent
Chapters 3, 4 and 5 as well. All three major chapters are organized as follows. In the first sec-
tions, a general description of the model is given with special emphasis on the core geometrical
phenomena. The second sections contain the results of the chapter, with the presentation of some
of the preceding and the follow-up work. It is important to emphasize that the theory of hyper-
bolic billiards is an utmost active research area, so when describing related work, we do not aim
for completeness. Instead, our goal is to focus on the impact that the results presented in the
dissertation have made on the development of the field. Finally, the third sections describe some
key ingredients of the proofs of the results presented in the chapter. For complete arguments, we
refer to the original research papers.

As mentioned above, the main results of the dissertation are stated in the Theorems labelled
by letters. Further theorems and definitions, lemmas, propositions etc. are labelled numerically.
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1.2 Motivating examples

One of the best understood paradigms of chaotic dynamical systems is the doubling map.

Example 1.1 (Doubling map). Define T : [0, 1]→ [0, 1],

Tx =

{
2x if 0 ≤ x ≤ 1

2 ;

2x− 1 if 1
2 < x ≤ 1.

Let m denote the Lebesgue measure on [0, 1], which is a probability measure. For a general
introduction to ergodic theory, in particular, ergodcity and mixing of a probability preserving
transformation, see [Pet83] or [CM06, Appendix C]The following properties of the doubling map
are well-known (see, for example, [Bal00]):

• m is invariant and ergodic (and actually, mixing) with respect to T . Consequently, by
Birkhoff’s ergodic theorem, given f ∈ L1(m), for m-a.e. x ∈ [0, 1]

1

n
Snf(x) =

f(x) + f(Tx) + · · ·+ f(Tn−1x)

n
→
∫
fdm as n→∞.

• T has exponential decay of correlations on Hölder continuous functions. That is, for every
η ∈ (0, 1] there exists β ∈ (0, 1) such that for every f, g Hölder continuous on [0, 1] with
exponent η1 there exists C > 0 such that

|Corr(f, g;n)| =
∣∣∣∣∫ f(x)g(Tnx)dm(x)−

∫
fdm ·

∫
gdm

∣∣∣∣ ≤ C · ‖f‖η · ‖g‖ηβn, (1.1)

where ‖f‖η denotes the η-Hölder norm of f (‖f‖η = ‖f‖0 +Cf , sum of the supremum norm
and the best Hölder constant.)

• T satisfies the classical central limit theorem on Hölder functions. That is, assume that f
is Hölder continuous and centered (i.e.

∫
fdm = 0), then there exists σ2 ≥ 0 such that, for

every a ∈ R, we have

m

(
x ∈ [0, 1]

∣∣∣∣ Snf(x)

σ
√
n
≤ a

)
→
(√

2π
)−1

∫ a

−∞
exp

(
−x

2

2

)
dx; as n→∞.

That is,
Snf√
n

D
=⇒ N (0, σ2)

where N (0, σ2) is the normal law with variance σ2, and
D

=⇒ denotes convergence in distri-
bution. Moreover,

σ2 =

∫
f2dm+ 2

∞∑
n=1

∫
(f · f ◦ Tn)dm (1.2)

and in particular σ2 = 0 if and only if f is a coboundary, which means that there exists
some measurable function χ such that f = χ− χ ◦ T .

1That is, there exists Cf > 0 such that |f(x) − f(y)| ≤ Cfd(x, y)η , where d(x, y) is the distance of the points
x, y ∈ [0, 1].
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In rough terms, these properties demonstrate that the doubling map has a quick loss of memory
and thus, when x is distributed according to m, the behaviour of the sequence of random variables
f(x), f(Tx), . . . resembles that of an i.i.d. sequence. This is related to the uniform expansion of
the doubling map; when iterated by the dynamics, the lengths of small intervals grow at an
exponential rate. Accordingly, probability densities initially supported on such small intervals are
distributed more and more evenly on the phase space when pushed forward by the dynamics.

In contrast, consider the following family of maps, which have been extensively studied in the
literature.

Example 1.2 (Intermittent interval maps). For α ∈ (0, 1), let Tα : [0, 1]→ [0, 1],

Tαx =

{
x(1 + 2αxα) if 0 ≤ x < 1

2 ;

2x− 1 if 1
2 ≤ x ≤ 1.

We note that the case α = 1
2 is the most relevant for this dissertation.

Here, although the map is expanding, the origin is a neutral fixed point (T ′α(x) > 1 for any
x 6= 0 while T ′α(0) = 1). Hence, trajectories may spend an arbitrary long time in the vicinity of
the fixed point, which alternates with the effect of uniform expansion elsewhere in the interval.
The length asymptotic of the time intervals spent in the vicinity of the neural fixed point is scaled
by the parameter α.

We restrict to the case α = 1
2 . The following results are proved in [LSV99], [You99] and

[Gou04a].

• Tα has a unique absolutely continuous invariant probability measure µ, which is ergodic and
mixing. Its density with respect to the Lebesgue measure m, to be denoted by h, is Lipschitz
continuous on intervals of the form (ε, 1], for any ε > 0.

• Tα has polynomial decay of correlations on Hölder continuous functions. That is, given f, g
Hölder continuous on [0, 1], there exists C > 0 such that

|Corr(f, g;n)| =
∣∣∣∣∫ f(x)g(Tnαx)dµ(x)−

∫
fdµ ·

∫
gdµ

∣∣∣∣ ≤ Cn(α−1−1) = C
1

n
.

Actually, by [Sar02, Gou04b], for f and g taking nonzero constant values in a neighborhood

of 0, this rate is optimal in the sense that Corr(f, g;n) = cn
1
α−1(1 + o(1)) where c 6= 0. For

f and g vanishing in a neighborhood of 0 the decay is O(n
1
α ).

• Assume that f is Hölder continuous and centered (i.e.
∫
fdµ = 0), and let Snf = f + f ◦

Tα + · · ·+ f ◦ Tn−1
α . Then

– if f(0) 6= 0, then letting D2 = h( 1
2 )(f(0))2

Snf√
n log n

⇒ N (0, D2).

– if f(0) = 0, Sn(f) follows a classical central limit theorem, as above.

If α ∈ ( 1
2 , 1) and f(0) 6= 0, Sn(f)

nα converges in distribution to a stable law of index 1/α. In
the case α ∈ (0, 1

2 ); Snf always satisfies the classical CLT, irrespective of the value of f(0).
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Although the study of the maps Tα is quite challenging, they have some nice properties which
makes them accessible by several methods. In particular, both T and Tα admit Markov partitions,
which are inherited by appropriately defined first return maps. Let Y = [ 1

2 , 1] and consider

the first return time rY : Y → Z+; rY (y) = min{k ≥ 1 |T kαy ∈ Y };
the first return map TY : Y → Y ; TY (y) = T rY (y)

α y;

and the induced observable fY : Y → R; fY (y) = f(y) + f(Tαy) + · · ·+ f(T rY (y)−1
α y).

Then TY has a nice Markovian structure; it maps each of the intervals Yk = {y ∈ Y | rY (y) = k},
k = 1, 2, . . . onto Y . The return time rY and (typically) the induced observables fY are unbounded,
and actually, do not even belong to L2 (with respect to µY , i.e. µ conditioned on Y ) for α ≥ 1

2 .
Specifically, for α = 1

2 , if f(0) 6= 0, then fY belongs to the non-standard domain of attraction of
the normal law, in accordance with the limit theorem stated above.

The billiard systems studied in this dissertation lack such direct Markovian structures. They
also have some other characteristic features, to be discussed in detail below – among others, pres-
ence of both contracting and expanding directions, intrinsic singularities associated to tangential
collisions, and unbounded derivatives – which make their investigation more challenging than
that of one dimensional maps. Nonetheless, it is useful to keep in mind the maps T and Tα as
motivating examples. In a sense, dispersing billiards with finite horizon, discussed in chapter 2,
resemble T , while Bunimovich stadia, dispersing billiards with cusps and infinite horizon Lorentz
gases studied in the bulk of this dissertation resemble Tα with α = 1

2 .

1.3 Some notations and conventions

Throughout this dissertation, positive constants which may depend on the dynamical system
studied, but not on the specific point, curve, or tangent vector, will be called uniform constants.
The exact value of a uniform constant is typically irrelevant, it is often denoted by C, which may
change from line to line (or within a line).

Given two functions f, g : Z+ → R+, the notations f � g and f = O(g) will be used
interchangeably, both meaning that there exists some uniform C > 0 such that f(n) ≤ Cg(n). If

f � g and g � f simultaneously, we will write f � g. If, additionally, lim
n→∞

f(n)
g(n) = 1, we will write

f ∼ g. The same notations will be used in other contexts to compare the asymptotic behaviour
of two quantities f and g, for example near 0 if f, g : (0, ε)→ R+ for some ε > 0.
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Chapter 2

Dispersing billiards

A planar billiard dynamical system is the time evolution of a point particle in a domain Q ⊂ R2 of
the Euclidean plane or the two dimensional flat torus Q ⊂ T2 = R2/Z2. The state of the particle
is described by its position q ∈ Q and velocity v ∈ S11 of unit length, and it proceeds uniformly
within the interior of the domain Q. The boundary ∂Q is assumed to be at least piecewise C3-
smooth, so that the normal vector is well defined in almost all its points. When the particle reaches
the boundary, it proceeds according to the rule of geometric optics: the angle of incidence with
respect to the normal vector equals the angle of reflection. That is, if q ∈ ∂Q, letting v− and
v+ denote the incoming and the outgoing velocities, respectively, we have v+ = v− − 2〈v−, n〉n,
where n = n(q) is the normal vector of ∂Q at q, pointing inwards Q, and 〈·, ·〉 denotes the inner
product on R2.

Our main reference on billiards is the excellent monograph [CM06]. Here we introduce only the
terminology and the notation that is needed for our discussion. The above described continuous
time dynamical system will be referred to as the billiard flow. It acts on the phase space M =
Q × S1/ ∼, where incoming and outgoing configurations are identified, that is, (q, v+) ∼ (q, v−)
for q ∈ ∂Q. For t ∈ R, the time t action of the flow will be denoted as St :M→M. There is a
natural Poincaré section corresponding to collisions at the boundary with phase space

M = {(q, v) ∈M| q ∈ ∂Q, 〈v, n(q)〉 ≥ 0},

where n(q) denotes the normal vector of ∂Q at the point q. Let τ denote the first return time of
the flow to the section M , that is

τ : M → R+; τ(x) = min{t > 0 |Stx ∈M}.

That is, given x ∈ M the value of the free flight function τ(x) is the time that elapses until the
first collision at the boundary along a trajectory starting from the state x. Then the billiard map
is defined as

T : M →M ; Tx = Sτ(x)x.

In other words, the billiard flow can be regarded as a suspension flow with base transformation
T : M → M and roof function τ : M → R+, see section 2.2.2 below. To avoid ambiguity let
us point out the we consider outgoing collisions, that is, the points of M correspond to pairs
(q, v) where q ∈ ∂Q and v is the post-collision velocity. If τ is uniformly bounded, the billiard
is said to have finite horizon, otherwise it has infinite horizon. For most of the examples in this
dissertation, the domain Q is bounded, in which case there is a natural, absolutely continuous

1Here S1 is the unit circle in R2.
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invariant probability measure for T , called the Liouville measure, and denoted by µ (see (2.1)
below). When talking about the ergodic and statistical properties of the billiard, we mean those
with respect to the measure µ (and the associated invariant measure µτ for the suspension flow, see
section 2.2.2). Nonetheless, let us point out that infinite horizon may very well occur in compact
Q ⊂ T2, see Chapter 5.

Depending on the shape of Q billiards may exhibit a wide range of dynamical phenomena. In
this chapter, we consider dispersing billiards, when the domain is obtained by removing smooth
strictly convex scatterers from the torus T2. That is, let Q = T2 \

(
∪Ii=1Ci

)
where I <∞ and the

scatterers Ci are closures of simply connected domains. Denote Γi = ∂Ci. Throughout Chapter 2
we assume that

• the Ci are pairwise disjoint (i.e. there are no corner points or cusps);

• the boundaries Γi are (at least) C3 smooth curves;

• the Ci are strictly convex, that is, the curvature of Γi is positive at every q ∈ Γi;

• the horizon is finite.

Accordingly, we have M = ∪Ii=1Mi where Mi corresponds to q ∈ Γi. It is convenient to use the
coordinates (r, ϕ) on Mi, where r ∈ [0, |Γi|) identifies the collision point on Γi, parameterized by
arclength2, while ϕ ∈ [−π/2, π/2] denotes the angle of reflection, that is, the angle of the normal
vector n(q) and the outgoing velocity v+, oriented in the same way as the arclength r (either both
r and ϕ are oriented clockwise, or both of them are oriented counterclockwise). As the coordinate
r is cyclic, M can be regarded as a finite union of disjoint cylinders. In these coordinates, the
density of the Liouville measure is proportional to cosϕ, that is

dµ = cµ cosϕ dr dϕ (2.1)

where cµ > 0 is a normalizing constant.

2.1 Hyperbolic and geometric properties

In this section we consider a dispersing billiard table as defined above. See [CM06] for a more
detailed description of dispersing billiards. Note that, by compactness of M , both the curvature of
the scatterers and (in the finite horizon case) the length of the free flight are uniformly bounded
away from 0 and infinity. Let us introduce the following notations:

0 < Kmin ≤ Kmax <∞; minimal and maximal values of the curvatures of the scatterers Γi;
(2.2)

0 < τmin ≤ τmax <∞; minimal and maximal values of the free flight. (2.3)

Also, for x = (r, ϕ) ∈M , let us denote Tx = x1 = (r1, ϕ1) ∈M .
Singularities. The boundary of the phase space, ∂M = {ϕ = ±π/2} corresponds to tangential

collisions. Define
S1 = ∂M ∪ T−1∂M and S−1 = ∂M ∪ T∂M

which are the discontinuity sets for T and T−1, respectively. In particular, T : M \ S1 →M \ S−1

is a homeomorphism. Analogously,

Sn = ∂M ∪ T−1∂M ∪ . . . T−n+1∂M and S−n = ∂M ∪ T∂M ∪ . . . Tn−1∂M

2r can be regarded as a cyclic coordinate, hence it is not important which point of Γi corresponds to the value
r = 0.
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are the discontinuity sets for Tn and T−n, respectively. For each n, Sn is a finite collection of
smooth and compact curves on M , which are non-increasing in the (r, ϕ) coordinates. Similarly,
S−n is a collection of non-decreasing curves in the (r, ϕ) coordinates. Note that both S∞ = ∪n≥1Sn
and S−∞ = ∪n≥1S−n are dense on the phase space M .

Hyperbolicity. At any x ∈M \S1, the map T is differentiable, and its derivative matrix DTx
can be computed explicitly, see [CM06, Formula (2.26)]. We will denote the tangent vectors, that
is, the elements of the tangent space TxM by dx = (dr, dϕ). Define the unstable cone as

Cux =

{
(dr, dϕ) ∈ TxM | Kmin ≤

dr

dϕ
≤ Kmax +

1

τmin

}
.

Then, for x ∈M \ S1

DTxC
u
x ⊂ CuTx

and there exist c > 0 and Λ > 1 (in fact, Λ = 1 + 2Kminτmin) such that:

|DTnx dx| ≥ cΛn|dx| for every dx ∈ Cux , x ∈M \ Sn.

A C2 smooth compact curve W ⊂ M is an unstable curve if at every point x ∈ W its tangent
vector TxW belongs to the unstable cone Cux – thus in particular, unstable curves are increasing in
the (r, ϕ) coordinates. The invariance and the expansion of the unstable cone field can be derived
from the derivative matrix, however, a more geometric interpretation corresponds to diverging
wavefronts. A diverging wavefront can be obtained by considering a short smooth curve of strictly
positive curvature in the billiard domain Q, and endowing it with its unit normal vectors in all
points, obtaining this way a curve in the flow phase space M. For t > 0, the flow St preserves
the class of diverging wavefronts, and expands distances on them. Unstable curves are the traces
of diverging wavefronts on the Poincaré phase space M .

Involution. The billiard dynamics are invertible, and the inverse can be essentially obtained
by reverting the velocity directions. More precisely define

I :M→M; I(q, v) = (q,−v); which induces

I : M →M ; I(r, ϕ) = (r,−ϕ).

Then S−t = I ◦ St ◦ I, and T−n = I ◦ Tn ◦ I. By applying the involution I on the unstable
cone and the unstable curves, the stable counterparts can be obtained, which have the analogous
properties. In particular, we define the stable cone as

Csx =

{
(dr, dϕ) ∈ TxM

∣∣∣∣−Kmax −
1

τmin
≤ dr

dϕ
≤ −Kmin

}
.

Then

DT−1
x Csx ⊂ CsT−1x; for x ∈M \ S−1; and

|DT−nx dx| ≥ cΛn|dx| for every dx ∈ Csx, x ∈M \ S−n.

Curves with tangent vectors in Csx are called stable curves. These curves are decreasing in the
(r, ϕ) coordinates, and they correspond to the traces of converging wavefronts on the Poincaré
phase space M . It is also worth noting that the stable and the unstable cones are uniformly
transversal.

Growth lemmas. The above properties of the invariant cone fields resemble those in smooth
uniformly hyperbolic systems. However, the singularities also play a crucial role in billiard dynam-
ics. One of the main challenges in the theory of chaotic billiards is to understand this competition

15

               balint.peter_60_23



between hyperbolicity and singularities. On the long run, “expansion prevails over fractioning”,
which is often quantified in various growth lemmas, a quintessential example of which is formu-
lated in Formula (2.4) below. To state this Formula, let W be an unstable curve shorter than
some fixed small constant δ0 > 0. When evolved by T , W is expanded, and partitioned by the
singularities: TW consists of finitely (or countably, see below) many connected components, each

of which are unstable curves. Let us denote these curves by TWj , and introduce Λj =
|TWj |
|Wj | ,

which is, roughly speaking, the expansion rate on the smooth component Wj of W . Then∑
j

(Λj)
−1 ≤ θ < 1, where θ is uniform in W. (2.4)

Actually, the growth lemma does not hold literally the way it is stated above. However, this issue
can be easily fixed in two different ways: (i) (2.4) holds true if the length of the curves is measured
with respect to an adapted metric (which is equivalent, but not equal to the usual Riemannian
metric). (ii) (2.4) holds true even with the original metric if, instead of T , stated for a fixed higher
iterate T ′ = Tn0 (here n0 ≥ 1 is an appropriately chosen fixed integer, uniform in the point
x ∈M).

Unbounded derivatives, Homogeneity layers. Another important feature of billiard dy-
namics is that the expansion rates are unbounded in the vicinity of singularities. In particular,
there exists C > 0 such that, for x ∈M \ S1 and dx ∈ Cux :

(C cosϕ1)−1 ≤ |DTdx|
|dx|

≤ C(cosϕ1)−1

where we recall that Tx = x1 = (r1, ϕ1). As a consequence, the distortions are unbounded3. To
handle this, homogeneity layers are introduced as follows. Fix some k0 ∈ Z+, and let

Hk ={(r, ϕ) ∈M |π/2− k−2 ≤ ϕ ≤ π/2− (k + 1)−2} for k ≥ k0,

H−k ={(r, ϕ) ∈M | − π/2 + k−2 ≤ ϕ ≤ −π/2 + (k + 1)−2} for k ≥ k0,

H0 ={(r, ϕ) ∈M | − π/2 + k−2
0 ≤ ϕ ≤ π/2 + k−2

0 }.

Restricted to these homogeneity layers, the distortions can be controlled, hence, their boundaries
are treated as additional singularities. In particular, in the formulation of the growth lemma
discussed above, the components TWj are assumed be homogeneous, that is, they are included
in a single homogeneity layer. The estimate (2.4) remains true with this additional cutting taken
into account.

Here we discuss some further key objects of billiard theory, the properties of which are strongly
connected to the growth lemma.

The LUM or local unstable manifold of a point x ∈ M is an unstable curve W with x in its
interior such that, for all n ≥ 1, T−n is smooth on W and T−nW is an unstable curve. Conse-
quently, the LUM of x consists of points y such that d(T−nx, T−nx) tends to zero exponentially
as n → ∞. Local stable manifolds (LSM) are defined analogously. LUM-s terminate on Sn for
some n, and thus it is a remarkable fact that µ almost every x ∈M has a unique LUM of positive
length. Actually, even a local version of this statement holds: given an unstable curve W , LSM-s
of positive length exist for almost every x ∈W (with respect to Lebesgue measure on W ).

For x ∈ M , let Wu(x) and W s(x) denote the LUM and the LSM of x, respectively (as
mentioned above these are well defined for µ almost every x). A rectangle is a set R with the
property that whenever x, y ∈ R, we also have [x, y] = Wu(x) ∩ W s(y) ∈ R. For δ1, δ2 > 0,

3By distortions we mean the fluctuations in the magnitude of J(x), where J(x) is the Jacobian of T (either of
the two dimensional map, or along some unstable curve) for x belonging to a continuity component of T .

16

               balint.peter_60_23



sufficiently small rectangles can be obtained as the intersection points (∪Wu) ∩ (∪W s), where
∪Wu and ∪W s are families of LUMs of length δ1 and LSMs of length δ2, respectively. As the
singularities are dense in the phase space, rectangles necessarily have a Cantor structure (which is
the reason why such rectangles are often called Cantor rectangles). Yet – for δ1 and δ2 sufficiently
small – rectangles of positive µ measure can be constructed. See [CM06, section 7.11] for further
details.

Standard pairs and families. A standard pair ` = (W,ρ) is an unstable curve W endowed
with a Hölder continuous probability density function ρW . It induces a probability measure on W ,
and thus on M . When iterated by T , a standard pair evolves into a countable collection of standard
pairs. A standard family G is a parameterized collection of standard pairs `a = (Wa, ρa); a ∈ A,
with a factor probability measure λ on (the countable or uncountable) index set A, which induces a
probability measure µG on ∪a∈AWa. To measure the regularity of G, introduce rG : ∪a∈AWa → R,
where for x ∈Wa rG(x) is the distance of x to the boundary (that is, the closest endpoint) of Wa,
with respect to the arclength on Wa. Then define the quantity

ZG = sup
ε>0

µG(rG < ε)

ε
,

the Z-function, which measures (up to a uniform constant factor) the average inverse length
|Wa|−1 of the curves included in the family. Standard families have the following remarkable
properties:

• The class of standard families is invariant under the time evolution. To see this, consider a
standard pair (Wa, ρa) included in the family. As discussed above, W = ∪Wi for a countable
collection of subcurves such that TWi is an unstable curve for each i. Pushing forward the
restrictions of the density ρ to the Wi, a countable collection of standard pairs is obtained,
supported on the curves TWi. Now the image standard family TG is obtained when evolving
this way each of the curves (Wa, ρa) included in G, with the weights λa taken into account.
By construction, we have T∗(µG) = µTG . Similarly, for any n ≥ 1 the image under Tn,
Gn = TnG, is another standard family.

• Many important and physically relevant measures can be represented as standard families.
In particular, the Liouville measure µ can be represented as a standard family.

• Standard families are regularized by the dynamics in the following sense. There exists θ < 1
and c1, c2 > 0 such that for any standard family G

ZGn ≤ c1ZGθn + c2. (2.5)

Formula (2.5) follows from (2.4), where the term c2 appears as the components Wj that
grow long have to be chopped up into pieces of length δ0 (where δ0 is some fixed length
scale), to ensure that the estimate of the growth lemma (2.4) can be iterated. A consequence
of (2.5) is that there exists some C0 > 0 such that if ZG ≤ C0, then ZGn ≤ C0 for all n ≥ 1.
Standard families with ZG ≤ C0 are called proper standard families.

For further details on standard families, we refer to [CM06, section 7.4].

2.2 Ergodic and statistical properties

In this section we describe some of the most important milestones in the development of the
ergodic theory of dispersing billiards. In section 2.2.1 we focus on the billiard map T : M → M ,
while in section 2.2.2 we discuss the flow St : M → M. Unless otherwise stated, ergodic and
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statistical properties are understood with respect to the Liouville measure, and the functions f, g
etc. are Hölder continuous4.

2.2.1 The billiard map

The mathematical investigation of dispersing billiards was initiated by Sinai in the seminal ar-
ticle [Sin70]. In this paper he laid the foundations of the theory; constructed the local invariant
manifolds, and used these to prove the ergodicity of the map T : M →M (and actually, stronger
ergodic properties such as K-mixing for both the map and the flow).

Sinai and his students extended their research on billiards in the direction of statistical prop-
erties in a series of papers [BS81a], [BS81b], [BSC90], [BSC91]. Essentially, the approach of these
works was to approximate the map by Markov chains with countably many states. This resulted
in the proof of the Central Limit Theorem for Hölder observables, and a stretched exponential
bound on the decay of correlations. This means a bound of the type

|Corr(f, g;n)| ≤ Ce−an
γ

for some γ ∈ (0, 1) (with a > 0 and C > 0). (2.6)

The optimal, exponential bounds on correlation decay were achieved by Young in [You98]. In
this paper and in the follow-up work [You99], Young developed general methods which have turned
out to be very powerful for studying the statistical properties of hyperbolic dynamical systems
in general, and billiards in particular. A key idea in [You98] was to model the billiard map by
appropriate dynamical systems which are now called Young towers. There are two version of
Young towers, hyperbolic and expanding, and we include here Definition 2.1 on the later, for
future reference.

Definition 2.1 (Expanding Young tower). The probability space (∆̄, µ∆̄) with the probability
preserving map F̄ : ∆̄ → ∆̄ is an expanding Young tower if there exist integers rp ∈ N∗ and a
partition {∆̄k,p}p∈N,k∈{0,...,rp−1} of ∆̄ such that

1. For all p and k < rp−1, F̄ is a measurable isomorphism between ∆̄k,p and ∆̄k+1,p, preserving
µ∆̄.

2. For all p, F̄ is a measurable isomorphism between ∆̄rp−1,p and ∆̄0 :=
⋃
m ∆̄0,m.

3. Let F̄0 be the first return map induced by F̄ on ∆̄0. For x, y ∈ ∆̄0, define their separation
time s(x, y) = inf{n ∈ N | F̄n0 (x) and F̄n0 (y) are not in the same ∆̄0,p}. We extend this
separation time to the whole tower in the following way: if x, y are not in the same element
of partition, set s(x, y) = 0. Otherwise, x, y ∈ ∆̄k,p. Let x′, y′ ∈ ∆̄0,p be such that x = F̄ kx′

and y = F̄ ky′, and set s(x, y) = s(x′, y′).

For x ∈ ∆̄, let J(x) be the inverse of the jacobian of F̄ at x. We assume that there exist
θ < 1 and C > 0 such that, for all x, y in the same element of partition,∣∣∣∣1− J(x)

J(y)

∣∣∣∣ ≤ Cθs(F̄ x,F̄ y). (2.7)

For further reference, we introduce some more notation. Let ∆̄n =
⋃

∆̄n,p, this is the set of points
at height n in the tower. By the above described isomorphisms, y ∈ ∆̄n can then be also represented
as y = (x, n) with x ∈ ∆̄0. We define ω : ∆̄ → Z+

0 , ω(x, n) = n as the height of the point and
π0 : ∆̄→ ∆̄0 as the projection to the base.

4The results hold also for piecewise Hölder continuous functions, as long as their discontinuity sets are included
in those of the dynamics
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• The hyperbolic Young tower is an extension (∆, F, µ∆) of the billiard map (M,T, µ). The
base ∆0 = R is a rectangle in the sense of section 2.1, and the return time r : ∆0 → Z+ is
typically not the first return of T : M →M to R. It is constructed in such a way that there
is a countable partition Rj of R = ∆0 such that r takes a constant value rj on each Rj ,
the Rj are s-subrectangles of R (i.e. stretch along R in the stable direction) while the sets
T rjRj are u-subrectangles of R (stretch along R in the unstable direction). We have then

∆ = {(y, k) | y ∈ ∆0, 0 ≤ k ≤ r(y)− 1}; F : ∆→ ∆;

F (y, k) = (y, k + 1) for k < r(y)− 1, while

F (y, r(y)− 1) = (T r(y)y, 0).

Then π : ∆ → M ; π(y, k) = T ky is a measure preserving semi-conjugacy, that is, π ◦ F =
T ◦ π, π∗(µ∆) = µ, and F preserves µ∆ .

• The expanding Young tower (∆̄, F̄ , µ̄∆) is obtained from the invertible (∆, F, µ∆) by collaps-
ing its stable manifolds. That is, π̄ : R→ R̄ maps a local stable manifold of the rectangle R
into a single point, and the projection π̄ naturally extends to the higher levels of the tower.
The sets R̄j = π̄(Rj) then provide a partition of the base R̄. As F maps stable manifolds to
stable manifolds, the map F̄ is well defined on ∆̄. We will denote by r̄ the first return time
of F̄ on R̄. On each of the partition elements R̄j , r̄ takes the constant value r̄(R̄j) = r(Rj),

and F̄ r̄(R̄j)(R̄j) = R̄. Hence, while F̄ (ȳ, k) = (ȳ, k + 1) if k < r̄(ȳ) − 1, each of the sets

F̄ r̄(R̄j)−1R̄j are mapped onto R̄, which means that F̄ is highly non-invertible. Finally, let
µ∆̄ = π̄∗(µ∆), which is invariant for F̄ .

For further details on Young towers, we refer to [You98]. See also sections 3.3.4 and 5.3.3 of
this dissertation, with more detailed discussion in the corresponding papers, [BG06] and [BBM19],
respectively.

The Young tower has exponential tails if there exist ρ < 1 and C > 0 such that

µ∆({y ∈ R | r(y) > n}) = µ∆̄({ȳ ∈ R̄ | r̄(ȳ) > n}) ≤ Cρn.

The strategy of [You98] was to

- prove that, if the corresponding Young tower has exponential tails, then (M,T, µ) has ex-
ponential decay of correlations on Hölder functions.5

- construct Young towers with exponential tails for various examples of hyperbolic maps
(including dispersing billiards).

[You99] than extended this strategy to the case of polynomial tails. To prove that bounds on
the tail of the tower imply bounds on the decay of correlations, [You98] and [You99] applied two
different methods.

The spectral method used in [You98] has a long tradition in hyperbolic dynamics, see the
monographs [Bal00] and [Bal18]. In the context of expanding Young towers with exponential tails,
the main ingredients are as follows.

- Consider a Banach space B of functions on ∆̄. For the definition of the norm on B, see
[You98] or [BG06]. Here we mention that to belong in B, a function has to be locally Hölder
continuous (see also section 3.3.4), that is, Lipschitz with respect to the symbolic metric dθ
when restricted to any of the partition elements introduced in Definition 2.1.

5Actually, it is also needed that the greatest common divisor of the return times {r(Ri)} is equal to 1, which
corresponds to the mixing of (M,T, µ).
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- Study the action of the transfer operator P : B → B, (Pf)(x) =
∑
J(xp)f(xp), where

{xp}p∈N are the preimages of x ∈ ∆̄ under F̄ . P describes the evolution of probability
densities under F̄ .

- Show that P above has a unique fixed point and a spectral gap. This then implies exponential
decay of correlations on B with respect to µ∆̄, and thus by approximation arguments for
(M,T, µ).

The coupling method used in [You99] has its origins in probability theory. Let ν1 and ν2

be two sufficiently regular measures on ∆̄ (say absolutely continuous w.r. to µ∆̄, with Lipschitz
densities), the method aims to obtain effective bounds on the total variation distance |F̄n∗ ν1 −
F̄n∗ ν2|. To do so, F̄n∗ ν1 and F̄n∗ ν2 are considered as the marginals of a measure on ∆̄×∆̄. The mass
on the diagonal is regarded as coupled as it does not contribute to the total variation distance. In
the context of Young towers, some amount of mass can be coupled whenever simultaneous returns
to ∆̄0, the base of the tower are made. This way the tail of the return time, µ∆(R > n) is related
to the uncoupled mass, and thus to |Fn∗ ν1 − Fn∗ ν2|. In particular, with the choice ν2 = µ∆̄, this
provides estimates on the rate of convergence to equilibrium |F̄n∗ ν1−µ∆̄|, which is essentially the
rate of correlation decay. An important advantage of coupling over the spectral method is that it
can handle polynomial, and not only exponential tails.

In [You98], Young towers with exponential tails were constructed among others for the class of
dispersing billiard maps discussed in subsection 2.1. In [Che99] Chernov extended the construction
to further classes of billiard maps (allowing in particular infinite horizon or corner points). The
approach of [Che99] was to formulate a set of assumptions based on which the tower can be
constructed, and then verified these assumptions for several classes of billiard maps. Since then,
such axiomatic strategies have been implemented in a variety of contexts.

Beyond bounding the rate of correlation decay, Young towers were also used to obtain a
multitude of further statistical properties, including large deviation estimates ([MN08], [RBY08]),
the almost sure invariance principle ([MN05], [Gou10]), and convergence of moments ([MT12],
[GM14]), just to mention a few.

Although Young towers have been very powerful, they have also turned out to be suboptimal
for some purposes. Here we discuss briefly two other approaches, which have the common feature
that, instead of modeling the dynamics with the Young tower, the spectral or the coupling methods
are applied directly to the billiard map (M,T, µ).

Originating from classical results on Markov chains ([DF37], [ITM50], [Nag57]), the spectral
(or functional analytic) approach was carried out directly on the phase space (without any
symbolic coding) for piecewise expanding maps of the interval ([LY73], [Kel84]) and then for
several classes of multidimensional expanding maps (eg. [Sau00], [Tsu01]). In these expanding
situations, the authors used various function spaces, in particular, functions of bounded varia-
tion and its generalizations. A big challenge in the hyperbolic case is to accommodate for both
expanding and contracting directions, which can be handled by anisotropic Banach spaces of
distributions, rather than functions. Several variants of this technology were developed first for
smooth uniformly hyperbolic maps (eg. [BKL02], [GL06], [BT07]) then for some classes of hyper-
bolic maps with singularities ([BG09], [BG10] [DL08]), and the approach of [DL08] was extended
to dispersing billiard maps in [DZ11]. This not only reproved the result of [You98] on exponential
decay of correlations (and several other statistical properties obtained earlier by Young towers),
but also provided the stability of these properties with respect to small perturbations ([DZ13]).
One of the most important advantages of this spectral approach was that it opened up the per-
spectives for an optimal (exponential) bound on the mixing rates for the billiard flow proved in
[BDL18] – see subsection 2.2.2 for details. Further developments include a thermodynamic for-
malism for billiard maps ([BD20], [BD22]). It is also worth mentioning the related technique of
Birkhoff cones ([Liv95]) which has been recently applied to dispersing billiard maps ([DL21]).
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On the other hand, coupling arguments applied directly to the billiard map have also turned out
to be very insightful and productive. In hyperbolic dynamics, as already discussed in [Dol00] and
[BL02], a key idea is to couple mass along contracting directions. A coupling scheme for dispersing
billiards was then developed by Chernov and Dolgopyat ([CD09, Appendix A], [Che06]). Below
we use the terminology of subsection 2.1 to summarize, in rough terms, the main ingredients of
this method.

- The class of measures to be coupled are standard pairs. When ` and `′ are two standard
pairs, Tn∗ ` and Tn∗ `

′ are both countable collections of standard pairs. By the growth lemma,
most of the components included in these collections are supported on fairly long unstable
curves.

- Coupling occurs along the LSM-s included in a fixed Cantor rectangle R (which is often called
a magnet, cf. [CM06, Chapter 7]). By the above phenomena, there exists n0 such that, for
any n ≥ n0, a fixed percentage of the components of Tn∗ ` and Tn∗ `

′ cross R simultaneously.

- When components of Tn∗ ` and Tn∗ `
′ cross R simultaneously, a fixed percentage of their

points x and x′, respectively, are connected by some LSM. In this case we consider x and x′

coupled, which implies that the distance d(Tmx, Tmx′) shrinks exponentially as m grows.
Let us denote by `c,n and `′c,n the mass coupled this way up to time n, and let f be a Hölder

function. We have that
∣∣∫ fdTm∗ `c,n − ∫ fdTm∗ `′c,n∣∣ shrinks exponentially as m grows.

Exponential decay of correlations and other statistical properties of dispersing billiard maps
were proved in [Che06] by the above described coupling method. Furthermore, given its flexibility,
coupling has turned out to be especially useful in various non-stationary situations ([CD09],
[SYZ13]).

For further reference it should be noted that all of the above discussed methods (either coupling
or spectral, performed either directly on the phase space, or on the Young tower) are powerful
enough to extend, in the case of Sinai billiards, the exponential bounds to multiple correlations,
see eg.[CM06, section 7.7]. By multiple correlations we mean

Corr(f̃ , g̃;n) where

f̃ = f1 · f2 ◦ T−1 · · · fk ◦ T−k+1, g̃ = g1 · g2 ◦ T · · · gk ◦ T k−1 for some (2.8)

k ≥ 1 and the functions fi, gi, i = 1 . . . k are Hölder continuous.

On the other hand, combinations of the coupling and the spectral methods may provide further
strong results as eg. in [DSL18].

We close this section by mentioning three methods that can be used for proving the Central
Limit Theorem (CLT) in dispersing billiards.

- A popular method for proving the CLT in dynamical systems is to construct a martingale
approximation for Snf , following the strategy of [Gor69]. This approach was applied in a
variety of contexts, see eg. [Liv96], [KV86], [You98], and proved to be very powerful when
the rates of correlation decay are sumable. Nevertheless, other methods turned out to extend
better to cases with nonstandard scaling, which is the main interest of this dissertation.

- The perturbed transfer operator or, as often called, Nagaev-Guivarc’h method was first
used for Markov chains in [Nag57] and then extended to hyperbolic dynamical systems,
see [GH88]. A key ingredient is the transfer operator P , acting on one of the above men-
tioned Banach spaces B, with a fixed point corresponding to the natural invariant measure
µ, and a spectral gap. If the aim is to prove the CLT for the Birkhoff sums of an observable
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f : M → R, then the perturbed transfer operator is defined as Pt(φ) = P (eitfφ), φ ∈ B, for
real parameters t, with |t| < ε for some ε > 0. The central quantity is λ(t), the leading eigen-
value of Pt: the behaviour of the characteristic function Eµ(eitSnf ) is determined by λ(t)n.
Thus if the dependence of λ(t) on t is sufficiently smooth, then the characteristic function
of f can be estimated, as in the classical proof of the CLT for the i.i.d. case. The method
extends to a wide range of further probabilistic limit phenomena that can be treated by
characteristic functions, including local limit laws, Berry-Esseen type bounds, almost sure
invariance principles and also to nonstandard situations, just to mention a few. We refer to
[Gou15] for an excellent review on this approach. See also chapters 3 and 5 of the present
dissertation.

- Another fruitful approach, applied in particular to dispersing billiards in [BSC91] (for a
more recent exposition, see [CM06, section 7.8]), is to estimate the characteristic function
Eµ(eitSnf ) directly, without any reference to spectral techniques. In particular, following
ideas dating back to Bernstein, the terms in Snf can be split into alternating big and small
blocks of size np and nq, respectively, where 0 < p < q < 1. The method relies on fast
decay of multiple correlations (cf. (2.8)), based on which the big blocks can be treated as
if they were independent. Classical tools from probability theory (such as moment bounds
or Chebyshev’s inequality) then can be used to show that the small blocks are negligible,
and to handle the contribution of the big blocks. See [CM06, section 7.8] for details, [Che06]
for further limit laws and chapter 4 of this dissertation for an extension to a situation with
nonstandard scaling.

2.2.2 The billiard flow

A standard approach to the billiard flow is to represent it as a suspension flow, that is, consider

Mτ = {(x, s) ∈M × R | 0 ≤ s ≤ τ(x)} / ∼; (x, τ(x)) ∼ (Tx, 0)

Φt : Mτ →Mτ ; Φt(x, s) = (x, s+ t) subject to identifications

µτ = (τ̄)−1 (µ× Leb) ; invariant with respect to Φt (where τ̄ =

∫
M

τdµ).

Given F : Mτ → R (piecewise) Hölder continuous, let

F̄ =

∫
Mτ

Fdµτ ;

StF (y) =

∫ t

0

F (Φuy)du for t > 0 and y ∈Mτ ;

f(x) =

∫ τ(x)

0

F (x, u)du for x ∈M.

Assume F̄ = 0, which then implies f̄ =
∫
M
fdµ = 0. Ergodicity of µτ with respect to Φt follows

immediately from the ergodicity of µ with respect to T , hence StF (y)/t → 0 as t → ∞, for µτ

almost every y, by the Birkhoff ergodic theorem. Furthermore, the central limit theorem for the
suspension flow is known to follow from the central limit theorem for the base transformation
under fairly general conditions – see [MT04]. In particular

If
Snf√
n

D
=⇒ N (0, σ2) for some σ2 ≥ 0 and

Snτ − nτ̄√
n

D
=⇒ N (0, Dτ ) for some Dτ ≥ 0

then
StF√
t

D
=⇒ N (0, (τ̄)−1σ2) (where

D
=⇒ denotes convergence in distribution).
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This applies in particular to finite horizon dispersing billiard flows, the CLT for which was actually
established already in [BS81b]. (For a discussion of the case of infinite horizon, see chapter 5.)
Some further statistical limit laws similarly extend from the base transformation to the suspension
flow, see [MT04]. Mixing and bounds on the rates of correlation decay for the flow are, however,
more delicate and do not follow from such general considerations. This is related to the flow
direction, which is an additional dimension of the phase space Mτ (when compared to M), along
which the Lyapunov exponent is necessarily zero, no matter how strongly hyperbolic the base
transformation T : M → M is. For a counterexample to mixing, just consider a suspension flow
with constant roof function. Hence, to obtain mixing of the flow, some kind of non-integrability
of the roof function is needed.

Even for smooth uniformly hyperbolic flows – such as, in increasing order of generality, geodesic
flows on compact Riemannian surfaces of negative curvature with respect to volume; Anosov flows,
and Axiom A flows with respect to some equilibrium measure – progress related to the mixing
rates was much slower than for their discrete time analogues. In particular, there exist examples
of Axiom A flows with arbitrary slow rates of correlation decay ([Pol85]), while it is still an open
question if all mixing Anosov flows mix exponentially. See [Mel18] for a recent survey.

The case of geodesic flows on surfaces with negative curvature is, by now, much better under-
stood as there is a geometric mechanism to produce non-integrability in the flow direction, and
in that regard, dispersing billiards behave similarly. The mechanism is related to the preservation
of a contact structure, which ensures that the strong stable and unstable manifolds6 of the flow
correspond to strictly converging and strictly diverging wavefronts, respectively (see section 2.1).
This implies that, for y = (x, u) ∈ Mτ , moving along a loop of stable → unstable → stable →
unstable curves of x, when lifted to the respective strong unstable and stable manifolds of y, small
advances along the flow direction can be obtained, see [CM06, sections 6.9–6.11] for details. It
was this mechanism based on which Sinai proved mixing (actually, the stronger K property) for
dispersing billiard flows in his seminal paper [Sin70].

Effective bounds on the rates of mixing for hyperbolic flows, however, turned out to be much
more difficult to handle. For that purpose, it is important how the size of the above mentioned
advance along the flow direction depends on the size of the loop of stable-unstable-stable-unstable
curves, quantified in terms of a temporal distance function. A breakthrough was achieved by
Chernov in [Che98] where he proved a stretched exponential bound on the decay of correlations
(cf. (2.6)) for a substantial class of Anosov flows, including geodesic flows on smooth and compact
surfaces of negative curvature. He extended this result to dispersing billiard flows with finite
horizon in [Che07]. The method of proof used in Chernov’s works was approximating the billiard
flow by Markov chains with countably many states.

Combining Chernov’s geometric ideas with spectral techniques, Dolgopyat proved exponential
decay of correlations for a class of Anosov flows (including again geodesic flows on surfaces of
negative curvature) in the major work [Dol98a]. This paper exploited a strong form of non-
integrability in the flow direction – since then often called uniform non-integrability (UNI) –
which essentially means a good control of the temporal distance function. There are many further
developments based on this paper, let us mention in particular [Liv04] which, using the anisotropic
spaces of [BKL02], extended Dolgopyat’s result on exponential mixing rates to higher dimensional
contact Anosov flows. As for dispersing billiard flows with finite horizon and no corner points,
it was [BDL18] which solved the longstanding conjecture on exponential decay of correlations,
implementing Dolgopyat’s approach in the context of the anisotropic Banach spaces introduced
in [DZ11].

Dolgopyat, actually, developed Chernov’s work also in another direction. In [Dol98b] he intro-

6The strong stable manifold of y ∈ M is the curve W s(y) with the property that for any y′ ∈ W s(y) we have
d(Φty,Φty′)→ 0 exponentially as t→ +∞. Strong unstable manifolds are defined analogously.
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duced the notion of rapid mixing (or superpolynomial decay of correlations) which means that,
for any q > 0, for F and G Hölder continuous and sufficiently regular in the flow direction (with
the amount of regularity depending on q), Corr(F,G; t) = O(t−q) holds. In [Dol98b] then he used
a weak form of non-integrability – essentially, it is enough to have two periodic points for the flow
such that the ratio of their periods is Diophantine – to prove rapid mixing for a “typical” class of
Axiom A flows. In contrast to [Dol98a], the method of [Dol98b] turned out to combine well with the
Young towers constructed for dispersing billiards. In [Mel07] Melbourne proved rapid mixing for
flows that can be represented as sufficiently regular suspensions of Young towers with exponential
tails. This class includes in particular dispersing billiards with finite horizon. Although this result
of [Mel07] on rapid mixing is suboptimal – in finite horizon dispersing billiard flows correlations
are known to decay exponentially by [BDL18] – it is remarkable that it was generalized to other
classes of billiards (see eg. Theorem G) to which [BDL18] has not been extended. Furthermore,
using truncation techniques, this approach was adapted to treat some examples with polynomial
decay rates, too. See [Mel09], [Mel18], [BM08], [BBM19] and section 5.3.3 of this dissertation on
further details.

2.3 Outlook: multidimensional dispersing billiards

This dissertation focuses on two dimensional (or planar) hyperbolic billiard models. Multidimen-
sional models are more complicated and less understood. For the sake of comparison, here we
summarize some results – in part obtained by the author – on multidimensional dispersing bil-
liards.

Sinai’s work, [Sin70], on the hyperbolic and ergodic properties of dispersing billiards was
extended to the multidimensional case by Chernov and Sinai in [SC87]. An important direction in
which the theory was further developed is the proof of the Boltzmann-Sinai ergodic hypothesis,
that is, the ergodicity of hard ball systems on the Euclidean torus, with research spanning over
several decades, and completed by Simányi in [Sim09], [Sim13]; see also [Sim19] for a survey.

Let us turn back to multidimensional dispersing billiards, which also have strong motivation
originating from physics, for instance associated to the higher dimensional versions of Lorentz
gases, see chapter 5. Although – in contrast to the semi-dispersing billiards corresponding to hard
ball systems – these models have uniform expansion rates, their geometric properties provide
significant additional challenge related to the planar case, specially when finer statistical properties
are considered. A systematic study was initiated in the papers [BCS02] and [BCS03], which in
particular led to the discovery of pathological behaviour (the lack of curvature bounds) in the
local geometry of the singularity manifolds. A further important advance was achieved in [BT08]
where we managed to handle these phenomena and proved, by constructing a Young tower, the
exponential decay of correlations (and the CLT) for multidimensional dispersing billiard maps
with finite horizon; however, subject to a combinatorial condition, the sub-exponential (or slightly
more generally, the sub-expansion) complexity of the singularity set. Although believed to hold
generically, the status of the complexity condition is still unclear; actually, an example with
exponentially growing complexity was constructed in [BT12].
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Chapter 3

The Bunimovich stadium

3.1 Description

Let ` > 0, and consider a region D in the plane delimited by two semicircles of unit radius,
connected by two parallel segments of length `. The billiard dynamics inside this domain is called
the Bunimovich stadium billiard, see Figure 3.1. Although at first sight it seems quite different
from the dispersing billiard examples discussed in the previous chapter, it shares some important
properties with them. In particular, Bunimovich proved ([Bun90]) that the billiard map in the
stadium is ergodic and hyperbolic. The mechanism responsible for this behaviour is described
below, along with some further geometric features which characterize the dynamics of Bunimovich
stadia.

Figure 3.1: The Bunimovich stadium

We use the billiard map coordinates (r, ϕ) introduced earlier, the phase space M is thus a
single cylinder. More precisely, the periodic position coordinate r ∈ R/(2π + 2`)Z is arclength
along the (inner) boundary of D, measured counterclockwise, with r = 0 corresponding to the
lower endpoint of the right semicircle, while, as usual, ϕ ∈ [−π/2, π/2] is the angle the post-
reflection velocity makes with the (inward pointing) normal vector of the boundary at the point
r. The billiard map is denoted by T : M → M , and the Liouville measure µ this time takes the
form

dµ =
cosϕdϕdr

2(2π + 2`)
.

The singularities of T correspond to corner points, where the semicircles and the straight segments
meet. Accordingly, letting

S0 = ({0} ∪ {π} ∪ {π + `} ∪ {2π + `})× [−π/2, π/2],
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we have that although T is continuous, its derivative is discontinuous at S0 ∪ T−1S0.
Let us also note that, as usual, the billiard flow St :M→M in the stadium can be regarded

as a suspension flow with base transformation T : M →M and roof function τ : M → R+, where
τ(x) is the free flight function. For the flow, we will use the notations of section 2.2.2.

Defocusing mechanism. As discussed in the previous chapter, in dispersing billiards it is
the scattering effect of the boundary that is responsible for hyperbolicity, that is, the invariance
and the expansion of the cone field associated to dispersing wavefronts. In contrast, the boundary
components of the stadium are either flat (the segments) or focusing (the semicircles), thus a
different cone field is needed. On the semicircles, define

for x = (r, ϕ) with 0 < r < π or π + ` < r < 2π + `, let

Cux =

{
(dr, dϕ) ∈ TxM | − 1 ≤ dr

dϕ
≤ 0

}
.

Unstable curves, that is, curves with tangent vectors in Cux correspond to converging wavefronts;
actually, these wavefronts are designed to converge strongly enough to ensure that, when evolved
by the free flight, they defocus and continue as dispersing wavefronts before reaching the next
collision – see Figure 3.2 for an illustration. Moreover, if x is on one of the semicircles, and Tx is on
the other semicircle, the flight time after defocusing exceeds the flight time before defocusing. This
ensures the expansion of the length of the wavefront in course of such transitions. Finally, upon
collision on the semicircular arc, the arriving dispersing wavefront bounces off as a converging
wavefront. This ensures that the above cone field is preserved.

Figure 3.2: The defocusing mechanism

The cone field is extended to the flat sides as follows.

For x = (r, ϕ) with π < r < π + ` or 2π + ` < r < 2π + 2`, let

Cux =

{
(dr, dϕ) ∈ TxM | 0 ≤

dr

dϕ

}
,

which simply means that unstable curves give rise to dispersing wavefronts when bouncing off the
flat sides. With these definitions, the defocusing mechanism ensures the invariance of the cone
field: for x ∈M \ (S0 ∪ T−1S0)

DTxC
u
x ⊂ CuTx,

as in dispersing billiards. However, the uniform expansion can be only ensured at transitions from
one semicircle to the other semicircle. This motivates the definition of the induced phase space.

Induced phase space. Let

M̂ = {x ∈M |x belongs to a semicircle, but T−1x does not belong to that semicircle}

=
⋃

r∈(0,π)

{r} × (−r/2, π/2− r/2) ∪
⋃

r∈(0,π)

{r + π + `} × (−r/2, π/2− r/2),
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which has the shape of two parallelograms in M . See Figure 3.3.

right semicircle upper segment left semicircle lower segment

Figure 3.3: The phase space M and the induced phase space M̂ .

Let us also introduce

the first return time rM̂ : M̂ → Z+; rM̂ (x) = min{k ≥ 1 |T kx ∈ M̂};
and the first return map T̂ : M̂ → M̂ ; T̂ (x) = T rM̂ (x)x.

Note that rM̂ is unbounded, and thus the singularity set of T̂ ,

S1 = S0 ∪ T̂−1S0

consists of countably infinitely many smooth curves. The connected components of M̂ \ S1, that
is, the sets where the return time rM̂ takes some constant value, are often called cells. Cells
accumulate at the corners of the parallelograms, and play an important role in the analysis of
the stadium billiard, see below for further details. We also let, for n ≥ 1, Sn = S0 ∪ T̂−1S0 ∪
. . . T̂−n+1S0, the discontinuity set for T̂n.

The map T̂ : M̂ → M̂ is uniformly hyperbolic in the sense that for x ∈ M̂ \ S1

DT̂xC
u
x ⊂ CuT̂x

and there exist c > 0 and Λ > 1 such that:

|DT̂nx dx| ≥ cΛn|dx| for every dx ∈ Cux , x ∈ M̂ \ Sn.

The Liouville measure µ induces a T̂ -invariant, absolutely continuous probability measure µ̂
on M̂ . By direct computation

µ(M̂) = 2

∫ π

r=0

∫ π/2−r/2

ϕ=−r/2

cosϕdr dϕ

4π + 4`
=

2

π + `

and thus

dµ̂ =
cosϕdr dϕ

8
.

Intermittency. The strategy for describing the statistical properties of the map (M,T, µ) is
to

• investigate the induced map (M̂, T̂ , µ̂). It turns out that in most regards, it resembles the
dispersing billiard maps of Chapter 2.

• study the distribution of the return time function rM̂ : M̂ → R+. By the previous bullet, it is
essentially the tail of this distribution that determines the statistical behaviour of (M,T, µ).
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Both of these ingredients rely on the analysis of points in M̂ with high values of rM̂ ; that

is, from which long trajectories originate with a high number of consecutive hits in M \ M̂ .
In the stadium, such trajectory sections belong to one of two types: series of bouncing almost
perpendicularly on the parallel segments, and series of sliding almost tangentially along one of
the semicircles, see Figure 3.4.

(a) Bouncing (b) Sliding

Figure 3.4: Intermittent behaviour in the stadium

Accordingly, there exists some n0 ≥ 1 such that for n ≥ n0 we have

{x ∈ M̂ | rM̂ (x) = n} = Bn ∪Dn

where Bn is the set of points from which bouncing series originate, while Dn is the set of points
from which sliding series originate. A more detailed description of these sets is given in section 3.3.
Here we mention that the Bn and the Dn accumulate at the obtuse vertices and the acute vertices
of the parallelogram M̂ , respectively, and that we have the following rough estimates on their
measures:

µ̂(Bn) � 1

n3
; µ̂(Dn) � 1

n4
. (3.1)

Hence, the bouncing trajectories dominate the tail asymptotics of the return time rM̂ , while
the role of the sliding trajectories is less significant. The lower magnitude of the measure of the
sliding sets Dn (compared to the bouncing sets Bn) is related to the density cosϕ of the invariant
measure µ.

The asymptotic of µ̂(Bn) from (3.1) implies that

µ̂(x ∈ M̂ | rM̂ (x) ≥ n) � 1

n2
. (3.2)

This means that rM̂ does not belong to L2
µ̂(M̂), but it belongs to L2−ε

µ̂ (M̂) for any ε > 0. It

also indicates that rM̂ , as a random variable on the probability space (M̂, µ̂), belongs to the
non-standard domain of attraction of the normal law.

3.2 Results

Preceding results. The Bunimovich stadium is one of the most popular billiard models with a
very extensive literature, here we only list some important results that preceded our paper [BG06].

The mathematical investigation of the stadium was initiated by Bunimovich in [Bun79], with
more detailed arguments in [Bun90], proving in particular the ergodicity of the map T : M →M
(and the flow St :M→M).

Concerning decay of correlations, a major step was achieved first in [Mar04], and then, with
a slightly different strategy in [CZ05]. These constructed a Young tower with exponential tails
for the induced map (M̂, T̂ , µ̂). This, together with the tail estimates on the distributions of rM̂ ,
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provided a Young tower with polynomial tails for the original map (M,T, µ). As for bounding
the rate of correlation decay, an additional challenge is to relate the tails of R (the return time
to the base of the tower) to the tails of rM̂ (the return time to the induced phase space M̂).

Given f, g : M → R Hölder continuous, a first rough bound Corr(f, g;n) � log2 n
n was obtained

in [Mar04] and [CZ05], which was improved to Corr(f, g;n)� 1
n in [CZ08]. We comment on this

improvement below in section 3.3.5.

Main results of Chapter 3. As before, let us consider f : M → R Hölder continuous. By the

ergodicity (M,T, µ), we have
∑n−1
k=0 f(Tkx)

n →
∫
f dµ for µ-a.e. x ∈M . Let us introduce

If = I =
1

2`

[∫
r∈[π,π+`]

f(r, 0) dr +

∫
r∈[2π+`,2π+2`]

f(r, 0) dr

]
. (3.3)

This is the average of f along the trajectories bouncing perpendicularly to the straight segments
of the stadium; which is, in a sense, the set of “infinite bouncing”.

Theorem A. Let f : M → R be Hölder continuous, satisfying
∫
f dµ = 0 and If 6= 0. Then∑n−1

k=0 f ◦ T k√
cn log n

D
=⇒ N (0, 1),

where

c =
4 + 3 log 3

4− 3 log 3
· `2I2

4(π + `)
.

In very rough terms, Theorem A shows that if I 6= 0, then the Birkhoff sums of f are deter-
mined by the tail behaviour of rM̂ , and thus follow a corresponding nonstandard limit theorem.
Nonetheless, the exact form of the scaling and the asymptotic variance requires further explana-
tion, which is given in section 3.3.

The following direct consequence of Theorem A shows that the bound 1/n on the correlations
is optimal.

Remark 3.1. Under the assumptions of Theorem A, Corr(f, f ;n) 6= o(1/n), that is, the quantity
n
∫
f · f ◦ Tn does not tend to zero. Indeed, we have

∫ [n−1∑
k=0

f ◦ T k
]2

= n

∫
f2 + 2

n−1∑
i=1

(n− i)
∫
f · f ◦ T i.

Now we argue by contradiction: assume
∫
f · f ◦ T i = o(1/i), it follows that

∫ [∑n−1
k=0 f ◦ T k

]2
=

o(n log n). In particular, the variance of the random variable
∑n−1
k=0 f◦T

k

√
n logn

tends to zero. This implies

that this random variable tends to zero in probability, which is in contradiction with Theorem A.

On the other hand, if I = 0, then the Birkhoff sums of f satisfy a standard Central Limit
Theorem:

Theorem B. Let f : M → R be Hölder continuous, satisfying
∫
f dµ = 0 and If = 0. Then there

exists (σ2
f =)σ2 ≥ 0 such that ∑n−1

k=0 f ◦ T k√
n

D
=⇒ N (0, σ2).
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Remark 3.2. In Theorem B, σ2 = 0 if and only if f is a coboundary, that is, there exists some
measurable function χ : M → R such that f = χ − χ ◦ T almost surely. Also, in contrast to the
simple geometric description for If , in the case of Theorem B, σ2

f depends on more complicated
autocorrelations of f , see (1.2).

To proceed to the billiard flow, we consider the Hölder observable τ : M → R, the free path
length. Its average, the mean free path τ̄ can be computed by the Formula [CM06, (2.32)]:

τ̄ =
π|D|
|∂D|

=
π(π + 2`)

2`+ 2π
,

where |D| and |∂D| denote the area and the perimeter of the stadium, respectively. On the other
hand we have Iτ = 2, hence for the Birkhoff sums of the centralized τ0(x) = τ(x)− τ̄ the standard

limit theorem, Theorem B applies in the special case Iτ0 = 0 ⇔ τ̄ = 2 ⇔ ` = 4π−π2

2π−4 ≈ 1.18, and
the nonstandard limit theorem, Theorem A applies for any other value of the parameter `.

As the billiard flow can be regarded as suspension flow (Mτ ,Φt, µτ ) with base transformation
(M,T, µ) and roof function τ (see section 2.2.2), several limit theorems on the flow follow from
those on the map. For F : Mτ → R Hölder continuous and centered (ie.

∫
Mτ F dµτ = 0), let

STF (y) =

∫ T

0

F (Φty) dt, where y = (x, s) = (r, ϕ, s) ∈Mτ ;

JF =
1

2`

[∫
r∈[π,π+`]∪[2π+`,2π+2`]

∫
t∈[0,2]

F (r, 0, t) dtdr

]
.

Corollary 3.3. The following limit theorems for the billiard flow can be derived from Theorems A
and B.

1. If JF 6= 0, then
STF√
c
τ̄ T log T

D
=⇒ N (0, 1).

Here c is the constant from Theorem A, with I replaced by JF .

2. If JF = 0, then
STF√
T

D
=⇒ N (0, σ2

F )

for some σ2
F ≥ 0.

As for bounds on the rate of correlation decay for the flow, a first comment is that, similarly
to the map case discussed in Remark 3.1, a direct consequence of the limit law of Corollary 3.3
is that if JF 6= 0, then Corr(F, F ; t) 6= o(1/t). Theorem C below states, at least for observables
smooth along the flow direction, an optimal upper bound O(1/t).

Definition 3.4. We will say that F : Mτ → R is differentiable in the flow direction if for any
y ∈Mτ F (Φty) is differentiable as a function of t. In this case we define (∂tF )(y) as the derivative
of F (Φty) at t = 0. Higher order differentiability and (∂kt F ) for k ≥ 1 are defined analogously.
Given η ∈ (0, 1] and m ≥ 1, the notation F ∈ Cm,η(Mτ ) means that F is m times differentiable
in the flow direction and the functions F, ∂F, . . . , ∂mF are all Hölder continuous (as functions
on Mτ ) with exponent η. Finally, F : Mτ → R is smooth along the flow direction if there exists
η ∈ (0, 1] such that F ∈ Cm,η(Mτ ) for any m ≥ 1.

30

               balint.peter_60_23



Theorem C. Assume F,G : Mτ → R are smooth along the flow direction. Then

Corr(F,G; t)� 1

t
.

Theorems A and B are proved in [BG06], while Theorem C is proved in [BBM19]. For detailed
arguments, we refer to these papers. Nonetheless, we present some important ideas from the proofs
of the limit theorems, focusing mostly on the non-standard case of Theorem A in section 3.3. A
similar discussion of Theorem C is given in section 5.3.3 along with correlation bounds on other
billiard flows, in particular the infinite horizon Lorentz gas.

3.3 Ingredients of proofs

The main goal of this section is to describe the phenomena related to Theorem A. Let us fix some
f : M → R, Hölder continuous with exponent η ∈ (0, 1], centered (

∫
M
f dµ = 0), with I = If 6= 0.

Let us denote the Birkhoff sum as Snf(x) =
∑n−1
k=0 f(T kx), for x ∈M and n ≥ 1.

3.3.1 Induced limit theorem

Let us define the induced observable

f̂ : M̂ → R; f̂(x̂) =

rM̂ (x̂)−1∑
k=0

f(T kx̂), for x̂ ∈ M̂

and its Birkhoff sum with respect to the induced map

Ŝnf̂(x̂) = f̂(x̂) + f̂(T̂ x̂) + · · ·+ f̂(T̂n−1x̂), for x̂ ∈ M̂.

Theorem A can be reduced to the following induced limit theorem.

Theorem 3.5. Consider f : M → R as in Theorem A, and let f̂ denote the associated induced
observable. Then

Ŝnf̂√
ĉn log n

D
=⇒ N (0, 1),

where

ĉ = c · (µ(M̂))−1 =
4 + 3 log 3

4− 3 log 3
· `

2I2

8
.

To see that Theorem 3.5 implies Theorem A, note that, as (M,T, µ) is ergodic, the Kac
lemma (see eg. [Pet83, p. 46]) applies stating

∫
rM̂ dµ̂ = (µ(M̂))−1. Hence, on the average, a

single iteration of T̂ corresponds to (µ(M̂))−1 iterations of T , and thus Snf ≈ Ŝnµ(M̂)f̂ , which is

responsible for the scaling factor in the asymptotic variance. See [Gou07, Appendix A] or [BCD11,
Section 2] for further details.

3.3.2 The tail of the distribution of f̂

The natural approach to Theorem 3.5 is as follows. The system (M̂, T̂ , µ̂) has strong statistical
properties, in particular, it can be modeled by a Young tower with exponential tails, which indi-
cates a quick loss of memory. Hence, naively, it could be expected that the stationary sequence
of random variables f̂ , f̂ ◦ T̂ , ..., f̂ ◦ T̂n−1... behaves as an independent sequence. This heuristics
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is almost appropriate, yet, as argued below, there is an additional effect to be taken into ac-
count. In any case, to prove Theorem 3.5, a key ingredient is the description of the tail of the
random variable f̂ , as expressed by Proposition 3.6 below. Recall the � and the ∼ notations from
section 1.3.

Proposition 3.6.

µ̂(x̂ ∈ M̂ | |f̂(x̂)| ≥ n) ∼
∞∑

k=n/|I|

`2

4k3
∼ I2`2

8n2
as n→∞

or equivalently ∫
|f̂ |≤K

(f̂)2 dµ̂ ∼ I2`2

4
logK as K →∞.

The aim of this section is to clarify the following two issues:

• Proposition 3.6 requires more precise estimates than the rough bounds of (3.1).

• If we had an i.i.d. sequence X1, X2, ... of centered random variables with tail behaviour given
by Proposition 3.6, then, by classical results from probability theory on the non-standard
domain of attraction of the normal law (see, for example [Fel57, section XVII.5]), we would
have

X1 + · · ·+Xn√
n log n

D
=⇒ N (0, D) with D =

`2I2

8

so we still need to argue for the additional factor 4+3 log 3
4−3 log 3 in Theorem 3.5.

Recall that rM̂ = n for large n occurs on two types of orbits: sliding points (x̂ ∈ Dn) and

bouncing points (x̂ ∈ Bn). As f is bounded, we have |f̂ ||Bn∪Dn � n. Hence, by the rough tail

estimate (3.1), sliding points make a lower order (actually, L2) contribution to the tail of f̂ . Hence
Proposition 3.6 follows from the two Lemmas below:

Lemma 3.7.

f̂(x̂) ∼ nIf ; for x̂ ∈ Bn.

Lemma 3.8.

µ̂(Bn) ∼ `2

4n3
.

To prove Lemma 3.7, recall that the trajectory starting from x̂ ∈ Bn follows the pattern on
Figure 3.4a. Hence f̂(x̂) =

∑n
i=1 f(xi) +O(1) with xi = (ri, ϕi), where

- ϕi � 1
n ,

- letting m = dn2 e, we have

π ≤ r1 < r3 < · · · < r2m−1 ≤ π + `;

π + 2` ≤ r2 < r4 < · · · < r2m ≤ 2π + 2`;

and |ri − ri−2| ∼
2`

n
; i = 3, . . . , n.
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Hence, by the Hölder continuity of f , the value of f̂(x̂) can be approximated by a Riemannian
integral

f̂(x̂) =

n∑
i=1

f(ri, 0) + o(n) =

(
n∑
i=1

f(ri, 0) · 2`

n

)
n

2`
+ o(n) =

=
n

2`

(∫ π+`

π

f(r, 0) dr +

∫ 2π+2`

2π+`

f(r, 0) dr

)
+ o(n) = nI + o(n)

which completes the proof of Lemma 3.7.
We proceed to Lemma 3.8. First note that, to handle bouncing orbits, it is useful to apply

the unfolding trick: when bouncing on the straight segments, reflect, instead of the trajectory, the
billiard domain; this way the trajectories can be regarded as straight lines. It is also better for
visualization purposes to rotate the picture by 90 degrees, so that trajectories of long bouncing
series correspond to almost horizontal lines. See Figure 3.5.

Instead of Bn, we prefer to describe the slightly simpler geometry of T̂Bn. (By invariance of
the measure, we have µ̂(Bn) = µ̂(T̂Bn)). The cells T̂Bn accumulate at one of the obtuse vertices
of the parallelogram as n increases, their geometry is depicted on Figure 3.7a.

Figure 3.5: The unfolding trick.

To identify the corners of this quadrangular cell, note that x̂ ∈ T̂Bn corresponds to some
trajectory that reaches the semicircle after a sequence of n consecutive bounces, which thus makes
an angle β ∼ `

2n with the horizontal direction. The corners correspond to the extremal situations
for the point of impact, for β fixed; see Figure 3.6. In particular on Figure 3.6a E represents a
phase point with x̂E = (0, β), while on Figure 3.6b C represents a phase point with x̂C = (2β,−β).

The corners of T̂Bn on Figure 3.7a can be identified as follows; En and En+1 correspond
to Figure 3.6a with β ∼ `

2n and β ∼ `
2(n+1) , respectively, while Cn and Cn+1 correspond to

Figure 3.6b with β ∼ `
2n and β ∼ `

2(n+1) , respectively. From this description, the dimensions of

T̂Bn follow, and its measure can be computed, hence Lemma 3.8 follows. Note that on T̂Bn we
have ϕ ≈ 0, hence in leading order the density is 1

8 , and that Figure 3.7a appears four times, at

the four obtuse vertices of M̂ .

3.3.3 Short range correlations for T̂

It remains to explain the factor 4+3 log 3
4−3 log 3 in Theorem 3.5. We will see that it is related to the

following phenomena: a long bouncing series is followed by another long bouncing series of com-
parable length. Hence, in contrast to an i.i.d. situation, large values of rM̂ occur in clusters of a
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� E

(a) The (upper) left corner E of T̂Bn.

� ��

C

��

(b) The (lower) right corner C of T̂Bn.

�� ���

(c) A point with transition n→ i ∼ 3n.

Figure 3.6: Trajectories corresponding to various points of T̂Bn.

specific structure. This is determined by the transition rules between consecutive bouncing series,
described in Lemma 3.9 below. For brevity, introduce α = 3

4 log 3 and note 4+3 log 3
4−3 log 3 = 2α

1−α + 1.

Lemma 3.9. We have

T̂Bn ∩Bi 6= ∅ ⇐⇒
n

3
+ o(n) ≤ i ≤ 3n+ o(n). (3.4)

Moreover, there exists C1 > 0 and a sequence εn that tends to 0 as n → ∞, such that for any
i ∈ [n/3 + C1, 3n− C1],

(1− εn)
3n

8i2
≤ µ̂(T̂Bn ∩Bi)

µ̂(T̂Bn)
≤ 3n

8i2
(1 + εn). (3.5)

En

En+1

Cn

Cn+1

(a) The geometry of the cell T̂Bn.

–0.6

–0.4

–0.2

0

0.2

0.4

0.6

0.2 0.4 0.6 0.8 1 1.2

(b) The intersections T̂Bn ∩Bi.

Figure 3.7: The cells T̂Bn and Bi.
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In other words, we go from n to i asymptotically with probability 3n
8i2 (note that

∑3n−C1

i=n/3+C1

3n
8i2 →

1).

Let us explain first how Lemma 3.9 implies the occurrence of the factor 2α
1−α+1 in Theorem 3.5.

Note that by (3.5), given a bouncing series of length n, the expected length of the next bouncing
series satisfies

E(rM̂ ◦ T̂ |Bn) =

3n−C1∑
i=n/3+C1

i · 3n

8i2
=

3n

8
(log(3n)− log(n/3)) + o(n) = α · n+ o(n).

Thus, indeed, large values of rM̂ (and thus of f̂) arise in clusters. Consider a bouncing point
with a large value rM̂ = nmax; it is followed by a sequence of further large values, which are,
consecutively, α · nmax, α

2 · nmax, α
3 · nmax, ... in expectation. Similarly, rM̂ = nmax is preceded

by another sequence of large values of similar character. The contribution of these two geometric

series rescale nmax to
(

2α
1−α + 1

)
nmax, as reflected in the asymptotic variance in Theorem 3.5.

Lemma 3.9 relies on the geometry of the possible intersections of T̂Bn and Bi, depicted on
Figure 3.7b. In fact, for i fixed, Bi consists of two connected components, B1

i and B2
i . A point

x̂ ∈ B1
i is shown on Figure 3.6b, here the series of bouncing on the segments starts immediately

from x̂, while for x̂ ∈ B2
i shown on Figure 3.6c, the series of bouncing on the segments is preceded

by an additional collision on the semicircle. Both the B1
i and the B2

i are stripes accumulating on

the obtuse vertex of M̂ . The intersections with T̂Bn are transversal as the T̂Bn have long sides
which are negatively sloped, while both B1

i and B2
i have long sides which are positively sloped

in the (r, ϕ) coordinates. To describe the possible transitions T̂Bn ∩ Bi 6= ∅, note that, with the
unfolding trick, the bouncing series arising from x̂ ∈ Bi corresponds to a flight that makes a
small angle β′ ∼ `

2i with the horizontal direction. Hence we need to consider the allowed β → β′

transitions. The two extremal situations with β′ = 3β ⇔ i ∼ n
3 , and β′ = β/3 ⇔ i ∼ 3n, are

depicted on Figures 3.6b and 3.6c, respectively. This explains the relation (3.4). To see (3.5), note
that the B1

i and B2
i have width � 1

i2 , while T̂Bn has length � 1
n . Hence by transversality of the

intersections we have transition probabilities of the form µ̂(Bi | T̂Bn) ∼ c ni2 for some c > 0, and
c = 3

8 follows from normalization, see the statement of Lemma 3.9.

3.3.4 More comments on the proof of Theorems A and B

After describing the geometric phenomena behind Theorem A, let us mention that a key ingredient
in the proof given in [BG06] is a nonstandard limit theorem in expanding Young towers. For
terminology and notations on Young towers, we refer to section 2.2.1. Also, recall from section 3.2
that, by [Mar04] and [CZ05], the induced map (M̂, T̂ , µ̂) can be modelled by a hyperbolic Young
tower (∆, F, µ∆) with exponential tails. After collapsing along stable directions, an expanding
Young tower (∆̄, F̄ , µ∆̄) with exponential tails is obtained, in the sense of Definition 2.1.

To state our nonstandard limit theorem in expanding Young towers, we introduce some more
notation. A function ḡ : ∆̄ → R is locally Hölder continuous if there exists C > 0 and γ < 1
such that |ḡ(x) − ḡ(y)| ≤ Cγs(x,y) whenever x and y belong to the same partition element of
∆̄. Locally Hölder continuous functions can very well be unbounded. It is possible to associate
to our induced observable f̂ : M̂ → R a locally Hölder function ḡ : ∆̄ → R with some standard
procedures (which, nonetheless, are technically involved due to the unboundedness of f̂ , see [BG06,

section 2]). ḡ then has the same tail distribution (with respect to µ∆̄) as f̂ (with respect to µ̂), in
particular, it belongs to the non-standard domain of attraction of the normal law, in the following
sense.
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A function L : R∗+ → R∗+ is slowly varying if, for all λ > 0, L(λx)/L(x) tends to 1 when
x→∞. By classical probabilistic results, a real random variable Z is in the nonstandard domain
of attraction of the Gaussian distribution N (0, 1) if and only if it satisfies one of the following
equivalent conditions:

- The function L(x) := E(Z21|Z|≤x) is unbounded and slowly varying.

- P(|Z| > x) ∼ x−2l(x) for some function l such that L̃(x) := 2
∫ x

1
l(u)
u du is unbounded and

slowly varying.

In this case, L̃(x) ∼ L(x) when x→∞, and l(x) = o(L(x)). We will say that l and L are the tail
functions of Z. They are defined up to asymptotic equivalence. Choose a sequence bn →∞ such
that n

b2n
L(bn)→ 1. Then, if Z0, Z1, . . . is a sequence of independent random variables distributed

as Z, then
Z0 + · · ·+ Zn−1 − nE(Z)

bn

D
=⇒ N (0, 1).

Recall from Definition 2.1 that ω(x) denotes the height of the point x ∈ ∆̄, while π0 : ∆̄→ ∆̄0

is the projection to the base. Given ḡ : ∆̄ → R, define Ḡ : ∆̄ → R as Ḡ(x) =
∑ω(x)−1
k=0 ḡ(F̄ kπ0x).

Now we can state our non-standard limit theorem in expanding Young towers (this is [BG06,
Theorem 3.4]):

Theorem 3.10. Let (∆̄, F̄ , µ∆̄) be an expanding Young tower with exponential tails, and let
ḡ : ∆̄ → R be locally Hölder continuous. Assume that the distribution of ḡ is in the nonstandard
domain of attraction of N (0, 1), with tail functions l and L. Assume moreover that l and L are
slowly varying, and l(x lnx)/l(x) → 1, L(x lnx)/L(x) → 1 when x → ∞. Finally, assume that
there exists a real number a 6= −1/2 such that∫

ḡ(eitḠ − 1) = (a+ o(1))itL(1/|t|)) when t→ 0. (3.6)

Write L1(x) = (2a+ 1)L(x), and choose a sequence bn →∞ such that n
b2n
L1(bn)→ 1. Then∑n−1

k=0 ḡ ◦ F̄ k − n
∫
ḡ

bn

D
=⇒ N (0, 1).

Remark 3.11. For ḡ obtained from the observable f̂ : M̂ → R of Theorem 3.5, we have L(x) =
I2`2

4 log x or equivalently l(x) = I2`2

8 , and thus the assumptions of Theorem 3.10 are satisfied.
Also, in this case we have a = α

1−α , where α = 3
4 log 3 from the above description of transitions

between consecutive bouncing series in the stadium.

The proof of Theorem 3.10 in [BG06, section 3] uses the perturbed transfer operator (or
Nagaev-Guivarc’h) method, see section 2.2.1. Let P denote the transfer operator of (∆̄, F̄ , µ∆̄)
acting on an appropriate Banach space B as in [You98], and, for real parameters t, let Pt denote
its perturbation associated to ḡ, defined as Pt(ψ) = P (eitḡψ), ψ ∈ B. Then the main goal is to
obtain an expansion of the leading eigenvalue λt of Pt, in particular (in the centered case

∫
ḡ = 0)

λt = 1− t2

2 L1(1/|t|)(1+o(1)). The argument is strongly inspired by the work of [AD01] on Gibbs-
Makov maps, see Definition 5.7 in Chapter 5.3.3 for a definition. This is an important class of
dynamical systems which resemble the first return maps of F̄ to the base ∆̄0 of the expanding
tower. In [AD01] Aaronson and Denker obtain the limit law of Theorem 3.10 in the context of
Gibbs-Markov maps, however, with L1(1/|t|) replaced by L(1/|t|) in the expansion of λt, and
consequently in the normalizing sequence bn. In our case, there is an additional effect due to the
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presence of the higher levels of the tower, reflected by a 6= 0 (which replaces L by L1). This effect is
connected to potential short-range correlations of high values of ḡ that may occur at upper levels
of the tower, before returning to the base. In [BG06, section 4] then it is proved that, in the case of
the stadium, such short range correlations are dominated by the transitions between consecutive
long bouncing series described above in the present section. This way a can be expressed in terms
of the stadium geometry, reducing Theorem 3.5 to Theorem 3.10.

Let us comment briefly also on the proof of Theorem B. An important ingredient here, too,
is inducing, this time on the base of the hyperbolic Young tower ∆0 ⊂ ∆. Let F0 : ∆0 → ∆0 be
the first return map of F : ∆ → ∆. Equivalently, as ∆0 = R is a subset (the Cantor rectangle)
in M̂ , we have F0x̂ = T̂ r̂(x̂)x̂, however, r̂ : R → Z+ is not the first return of T̂ to R, see the
description of hyperbolic Young towers in section 2.2.1. Accordingly, the natural F0-invariant
probability measure µ∆0

on ∆0 is just obtained by conditioning µ̂ on R = ∆0. Define the induced

observable g0 : ∆0 → R as g0(x̂) =
∑r̂(x̂)−1
j=0 f̂(T̂ j x̂). In the case of Theorem B, as

∫
f = 0 and

If = 0, the induced observable g0 belongs in L2+ε(∆0) for some ε > 0. This makes it possible
to apply Gordin’s martingale approximation from [Gor69] to prove the following standard CLT:
there exists σ0 ≥ 0 such that ∑n−1

k=0 g0 ◦ F k0√
n

D
=⇒ N (0, σ2

0),

from which Theorem B follows. To apply [Gor69] to
∑n−1
k=0 g0 ◦F k0 , one has to find an appropriate

sigma algebra F0 on ∆0 and check two L2-summability conditions, namely∑
n≥0

‖E(g0 |Fn0 F0)− g0‖L2 <∞;
∑
n≥0

‖E(g0 |F−n0 F0)‖L2 <∞.

F0 is obtained as the pull-back of the standard sigma algebra of ∆̄0 by π̄ : ∆0 → ∆̄0 (ie. collapsing
stable manifolds). The summability conditions can be obtained from the expansion properties of
F0, the Hölder regularity of f , and the tails of the return times involved, see [BG06, section 5.2]
for further details.

3.3.5 Comments on the rate of correlation decay

The methods and the results of [BG06] have been applied and extended in several directions, here
we discuss a particularly interesting aspect, the mixing rates of the map (M,T, µ). As mentioned
in section 2.2, if a map can be modelled by a Young tower, estimates on the rate of correlation
decay follow from bounds on the tail of the return time to the base of the tower. In the case of
the stadium, there are several return times involved, and here we summarize the notation:

- rM̂ denotes the first return time of T to M̂ . The associated first return map is (M̂, T̂ , µ̂).

- Now, by [Mar04, CZ05] the induced map (M̂, T̂ , µ̂) can be modelled by a Young tower with
exponential tails. ∆0 ⊂ M̂ is the base of this Young tower, r̂ is the return time. The tower
map is (∆̂, F̂ , µ∆̂), which thus models (M̂, T̂ , µ̂). The return time r̂ extends from ∆0 to ∆̂
as a hitting time.

- This then generates another tower map (∆, F, µ∆) (modelling the original map (M,T, µ))

with return time r : ∆0 → Z+, r(y) =
∑r̂(y)−1
k=0 rM̂ (T̂ ky), which extends to the higher levels

of ∆ as a hitting time.

It is the tails of the hitting time r that is relevant for the mixing rates of (M,T, µ): [You99]
essentially states that, for f, g : M → R Hölder continuous, Corr(f, g;n) � µ∆(r > n). Now in
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[Mar04] and [CZ05], exponential bounds on the tails of r̂ were combined with the bounds of (3.2)

on the tails of rM̂ to give a naive bound of the form µ∆(r > n) � log2 n
n on the tails of r. In

[CZ08], a better estimate of the form µ∆(r > n)� 1
n was obtained with a more careful analysis,

which crucially relied on the statistics of short range correlations described in subsection 3.3.3
above.

The upper bound Corr(f, g;n) = O( 1
n ) of [CZ08] is essentially optimal, see Remark 3.1. We

mention a recent remarkable result on the optimality of this bound from [BMT21], which extends
the methods of [Sar02] and [Gou04b]. Let f, g : M → R be Hölder continuous and supported on
M̂ (that is, f ≡ 0, g ≡ 0 on M \ M̂) with

∫
f dµ 6= 0 and

∫
g dµ 6= 0. Then

Corr(f, g;n) ∼ µ∆(r > n) ·
∫
fdµ

∫
gdµ. (3.7)
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Chapter 4

Dispersing billiards with cusps

4.1 Description

In this chapter we turn back to the investigation of dispersing billiards, however, in contrast
to Chapter 2, we no longer assume that the C3-smooth boundary components Γi are disjoint.
More precisely, the billiard domain Q ⊂ T2 is assumed to have a piecewise smooth boundary
∂Q = ∪Ii=1Γi where the C3 smooth compact curves Γi can only intersect at their endpoints:
Γi ∩ Γj = ∂Γi ∩ ∂Γj for i 6= j. Throughout, the curves Γi are assumed to be strictly convex
when viewed from the exterior of the domain, that is, from T2 \D. We distinguish two types of
intersections:

- corner points, when the intersections are transversal, that is, the angle of the tangent vectors
of Γi and Γj at the intersection point is positive.

- cusps, the main interest of this chapter, when the intersections are tangential, that is, the
angle of the tangent vectors of Γi and Γj at the intersection point is zero.

(a) Bounded number of iterations in the corner
(b) Unbounded number of iterations in the
cusp.

Figure 4.1: Tables with corner points and cusps.

The billiard dynamics arising in these two geometries differ significantly. In particular, as it
can be seen for example by the unfolding trick mentioned in the previous chapter, the number
of iterations in the vicinity of a transversal corner point is uniformly bounded from above (see
Figure 4.1a). On the other hand, an unbounded number of consecutive collisions can take place
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in an arbitrary small neighborhood of a cusp (see Figure 4.1b). We will refer to such successive
collisions as corner series.

Although there are some technical challenges (most notably the problem of complexity, see
section 2.3, which was clarified in [DST14] for this category) many results on the strong statistical
properties of dispersing billiards have been extended to domains with transversal corners. In
particular, exponential decay of correlations and the central limit theorem (with standard

√
n

normalization) was proved for the map (M,T, µ) by two different methods, Young towers with
exponential tails in [Che99], and anisotropic Banach spaces in [DZ14].

The statistical properties of the billiard map in the presence of cusps are, however, strikingly
different. As we will see in the next section, long corner series slow down the rate of correlation
decay, and cause anomalous scaling in the limit theorem. To describe these phenomena, as in
Chapter 3, we introduce a set M̂ ⊂ M – with associated first return time rM̂ : M̂ → Z+, first

return map T̂ : M̂ → M̂ , and invariant absolutely continuous probability measure µ̂ on M̂ – in
such a way that (M̂, T̂ , µ̂) has strong statistical properties. This time M̂ is obtained by cutting
out a fixed small neighborhood of the cusp. That is, M̂ = M \ M0, where M0 corresponds to
collisions in a small neighborhood of the cusp – or, if there are several cusps, in some fixed small
neighborhoods of any of these – see Figure 4.2a. The exact size of the neighborhood is not relevant,
as although it effects the form of the limit laws on (M̂, T̂ , µ̂), this factor scales out when getting
back to (M,T, µ).

r1 r2 

M0

�� ��

(a) A small neighborhood of the cusp.

r1

(b) A corner series in M0.

Figure 4.2: Inducing and corner series

Note that the cusp – made by the points r1 and r2 on the two boundary components Γ1

and Γ2, see Figure 4.2a – correspond to two lines in the phase space, spanning from −π/2 to
π/2 in the collision angle coordinate ϕ. Accordingly, M0 corresponds to two rectangularly shaped
domains, one of which, in the vicinity of r1, is displayed as the grey region on Figure 4.2b. There
is a similar rectangle near r2, and during the corner series, the trajectory alternates between
these two rectangular regions. Consider x̂ ∈ M̂ with a large value of rM̂ (x̂): the black dots on
Figure 4.2b show T x̂, T 3x̂, T 5x̂, ... (while T 2x̂, T 4x̂... follow a similar pattern in the vicinity of r2).
The longer rM̂ (x̂), the closer these points are to the boundary line r = r1. On the other hand, for
long corner series, the trajectory enters M0 almost tangentially, that is, with ϕ coordinate close
to −π2 . Then ϕ increases and |r − r1| decreases as the trajectory goes deeper into the cusp until
ϕ ≈ 0, the turning point, beyond which both ϕ and |r − r1| keeps increasing. This exiting part
of the trajectory follows a pattern essentially symmetric to the entering part, until it leaves M0

with ϕ ≈ π/2, that is, with an almost tangential collision. We will show in section 4.3 that, in the
asymptotics of rM̂ →∞, the distribution of ϕ values occurring in course of a corner series follows
a specific density. This is reflected below in the statement of Theorem D (specifically in the value
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of the asymptotic variance Df , see Formula (4.1)).

We close this section by commenting briefly on the flow St :M→M in dispersing billiards
with cusps. As discussed in section 2.2.2, the billiard flow can be represented as a suspension flow
(Mτ ,Φt, µτ ). The core phenomena are that the long corner series in the cusp, that correspond
to an unbounded number of iterations of the map, take place within a uniformly bounded flow
time. In particular, the roof function τ – the free flight length – vanishes in the points of M that
correspond to the cusp: in the notations of Figure 4.2, we have τ(r1, ϕ) = 0 for any ϕ ∈ [−π/2, π/2]
(this can be seen by (piecewise) Hölder continuity of τ). Accordingly, the billiard flow has stronger
statistical properties than the map, as stated in Theorem G below.

4.2 Results

In this section we summarize the results of the dissertation on dispersing billiards with cusps.
These belong to three categories. In section 4.2.1 results on limit laws for the map (M̂, T̂ , µ̂) are
described from [BCD11]. Then in section 4.2.2 we move on to the results on statistical properties of
the flow from [BM08]. Finally, in section 4.2.3 results on the convergence of moments are discussed
from [BCD17].

4.2.1 Limit laws for the billiard map

Preceding results. It was first conjectured in [Mac83] that correlations decay with rate O(1/n)
for the map (M,T, µ). Back in this paper Machta supported this conjecture by heuristic arguments,
in particular, he introduced an approximation of the evolution during corner series by differential
equations, which also play an important role in our investigation, see section 4.3.2. Ergodicity
was proved by Rehaček in [Ř95], which, by general arguments based on hyperbolicity, also implies
further ergodic properties, such as mixing, K-mixing and the Bernoulli property, see [CM06,
Chapter 6] and [CH96]. A polynomial bound on the rate of correlation decay was obtained in

[CM07] which proved that, given f, g : M → R Hölder continuous, we have Corr(f, g;n)� log2 n
n .

The method of [CM07] was the one already mentioned at the beginning of section 3.2 (see also
section 3.3.5): construction of a Young tower with exponential tails for the induced map (M̂, T̂ , µ̂),
combined with bounds on the tail of the return time rM̂ : M̂ → Z+. The bound on the rate of
correlation decay was improved to O(1/n) in [CZ08].

Results on limit laws for the billiard map. To state our results, let us introduce some
notation. Recall that the Liouville measure µ on M is given by dµ = cµ · cosϕ · dr dϕ, where
the normalization constant satisfies cµ = [2 · Length(Γ)]−1 so that µ is a probability measure on
M . We consider the situation sketched on Figure 4.2: there is one cusp formed by two boundary
components Γ1 and Γ2, meeting tangentially at their respective endpoints r1 and r2. Denote,
furthermore, the curvatures of Γ1 at r1 and Γ2 at r2 by K1 and K2, respectively, and introduce
K0 = 1

2 (K1 + K2). Now consider f : M → R Hölder continuous, and define the nonnegative
constant

D2
f =

cµ
8K0

[∫ π/2

−π/2
[f(r1, ϕ) + f(r2, ϕ)]

√
cosϕdϕ

]2

. (4.1)

Remark 4.1. If there is more than one cusp formed by the boundary components Γ = ∪Ii=1Γi,
then D2

f is obtained as a sum of the expressions (4.1) on all cusps.

As before, let us denote the Birkhoff sum as Snf : M → R; Snf(x) =
∑n−1
k=0 f(T kx).
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Theorem D. Let f : M → R be Hölder continuous, satisfying
∫
f dµ = 0 and Df 6= 0. Then

Snf√
n log n

D
=⇒ N (0, D2

f ).

Let us note that as in the case of the stadium, Theorem D implies a lower bound on the rate
of correlation decay: for f as in the statement of the Theorem, in particular, with Df 6= 0, we

have Corr(f, f ;n) 6= o(1/n), see Remark 3.1. We also note that, for f and g supported on M̂ ,
(3.7) applies.

Our next result concerns the extension of Theorem D to a functional limit theorem (or Weak
Invariance Principle). For an integer N ≥ 1 and 0 ≤ s ≤ 1, define SsNf as follows: if s = k

N for
some integer k = 1, . . . N , then let SsNf = Skf , the kth Birkhoff sum of f ; and for intermediate
values k−1

N < s < k
N , extend by linear interpolation between Sk−1f and Skf (with the convention

S0f = 0).

Theorem E. Let f : M → R satisfy the assumptions of Theorem D, in particular Df 6= 0. Define
SsNf as above. Then the process

WN (s) =
SsNf

Df

√
N logN

; 0 < s < 1

converges, as N →∞, to standard Brownian motion.

In contrast, if Df = 0, we have the following standard central limit theorem.

Theorem F. Let f : M → R be Hölder continuous, satisfying
∫
f dµ = 0 and Df = 0. Then

there exists σ2
f ≥ 0 such that ∑n−1

k=0 f ◦ T k√
n

D
=⇒ N (0, σ2

f ).

Remark 4.2. As in the case of the stadium, for Theorem F, Remark 3.2 applies: σ2 = 0 if and
only if f is a coboundary. σ2 depends on the time autocorrelations of f , see Theorem 4.8 for an
expression.

Stable limit laws and Levy processes in case of higher order tangency. At this point it
is important to mention a very interesting direction of research which was, to considerable extent,
motivated by the results of this section. For the case of billiard tables when the order of tangency
is higher than quadratic, in [JZ18] Jung and Zhang proved the emergence of stable limit laws in a
setting analogous to our Theorem D. The index of the limiting stable distribution is determined
by the order of the tangency at the cusp. This result was then extended to the functional level
in a series of papers, [MV20], [JPZ20] and [JMP21], proving convergence to a Levy process for
a setting analogous to our Theorem E, but again with higher order tangency at the cusp. Note
that this research is interesting also from the functional analytic perspective: as the limit process
is discontinuous, it is a subtle question in which topology the convergence occurs. We refer to the
above mentioned papers for further details.

4.2.2 Statistical properties of the billiard flow

In this section we consider the billiard flow St :M→M, or equivalently, the suspension flow Φt :
Mτ →Mτ with the invariant probability measure µτ (where τ is the first return time). We consider
the class of observables F ∈ Cm,η(Mτ ) for η ∈ (0, η] and m ≥ 1, that is, η-Hölder and m times
differentiable along the flow direction, see Definition 3.4. These spaces are all contained in Cη(Mτ ),
which is just the space of η-Hölder continuous functions F : Mτ → R. Recall, furthermore, the
notion of rapid mixing (or superpolynomial decay of correlations) from section 2.2.2.
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Definition 4.3. The flow (Mτ ,Φt, µτ ) has superpolynomial decay of correlations (or rapid mix-
ing) if, for any q ≥ 1 there exists m ≥ 1 such that for any η ∈ (0, 1], and any F,G ∈ Cm,η(Mτ )
we have Corr(F,G; t)� t−q.

Before stating the results on the statistical properties of the billiard flow we make a comment.
As noted earlier (see section 2.2.2, or the discussion before Corollary 3.3), under fairly general
conditions, limit theorems for the suspension flow can be reduced to limit theorems for the base
transformation. Now consider F : Mτ → R Hölder continuous, and define f : M → R, f(x) =∫ τ(x)

0
F (Φtx) dt. Let us recall the notation from (4.1) (see also Figure 4.2) and note that τ(x) = 0

whenever x = (ri, ϕ) for some ϕ ∈ [−π/2, π/2] and i = 1, 2, where r1 and r2 are the two points that
make the cusp. Accordingly, if f : M → R is obtained from some flow observable F : Mτ → R,
then f also vanishes at such points, and thus Df = 0. Hence Theorem F, a central limit theorem
with standard normalization applies. In fact, for the flow, we have a stronger result, the almost
sure invariance principle, in the following sense.

Definition 4.4. Consider a suspension flow (Mτ ,Φt, µτ ) and a vector valued Hölder continuous
F : Mτ → Rd (for some d ≥ 1) and centered (

∫
F dµτ = 0) observable. The flow satisfies the

vector valued almost sure invariance principle (ASIP) if there exists some λ > 0 such that for
any F as above there exists some d dimensional Brownian motion W(T ) such that (on a possibly
enlarged probability space)

STF =

∫ T

0

F ◦ Φtdt =W(T ) +O(T
1
2−λ) almost surely, as T →∞.

We note that the almost sure invariance principle implies several other statistical limit laws, in-
cluding the central limit theorem and its functional version (with the standard

√
T normalization),

or the law of iterated logarithm, see [PS75] for a more complete list.

Theorem G. The billiard flow for dispersing billiards with cusps has superpolynomial decay of
correlations in the sense of Definition 4.3, and satisfies the vector valued almost sure invariance
principle in the sense of Definition 4.4.

Remark 4.5. We note that analogous results for billiards with transversal corner points were
proved in [Mel07].

The requirement of smoothness along the flow direction excludes some physically relevant ob-
servables – such as the velocity – that may change instantaneously at collisions.

The optimal rate (the value of the exponent λ) in the ASIP (Definition 4.4) is a delicate ques-
tion that we do not intend to survey here, see eg. [MN09], [Gou10], [Kor18] for some discussion.
Let us just mention that for the scalar case (d = 1) and F : Mτ → R smooth along the flow
direction, any value λ < 1

4 can be obtained and the ASIP extends to the time one map of the flow,
see [Mel18, section 1.2].

4.2.3 Convergence of the second moment

Consider a dynamical system H : N → N with an ergodic invariant probability measure ν. Let
the integrable and centered A : N → R (with ν(A) =

∫
N
Adν = 0) satisfy some limit theorem.

That is, denoting as usual the Birkhoff sum as SnA = A+ · · ·+A ◦Hn−1, we have a convergence
in distribution: there exists some nontrivial probability distribution function G : R → R and a
scaling sequence bn such that

lim
n→∞

ν

(
x ∈ N

∣∣∣∣ SnA(x)

bn
≤ z

)
= G(z) (4.2)

43

               balint.peter_60_23



for every z ∈ R where G is continuous. Then we may study the following question: do we have for
some p > 0

lim
n→∞

ν (|(SnA)/bn|p) =

∫
|z|p dG(z) (4.3)

in which case we say that the pth moment converges properly. The pth moment of (SnA)/bn may
also converge to a value different from the right hand side of (4.3) or diverge altogether. We
mention the following standard facts (e.g., [Dur10, Exercise 3.2.5, p. 101]):

- Suppose (4.2) holds and supn ν (|(SnA)/bn|p) < ∞. Then the qth moment of (SnA)/bn
properly converges for every q < p.

- There is a critical moment p∗ ∈ [0,∞] such that
(a) the qth moment of (SnA)/bn properly converges for all q < p∗
(b) the qth moment of (SnA)/bn diverges for all q > p∗.

- In case p∗ = ∞ we have proper convergence of all moments. In case p∗ = 0 we have
divergence of all moments. The p∗th moment itself may converge (properly or improperly)
or diverge. We note, however, that convergence in distribution implies that

lim inf
n→∞

µ (|(SnA)/bn|p) ≥
∫
|z|p dG(z)

therefore the limit of the p∗th moments can only be greater than (or equal to) the p∗th
moment of the limit distribution.

For the case of collision maps of dispersing billiards with cusps, specifically in the setting of
Theorem D, we have the following result.

Theorem H. Let (M,T, µ) be a dispersing billiard map with cusps, and f : M → R as in
Theorem D, that is, Hölder continuous with

∫
fdµ = 0 and Df 6= 0. Then

lim
n→∞

µ
(
[Snf ]2

)
n log n

= 2D2
f . (4.4)

In other words, the second moments converge to a value which is twice the second moment of the
limit distribution. We will refer to this phenomenon as the “doubling effect”.

Theorem H specifically implies that in dispersing billiards with cusps p∗ = 2. Here we mention
the related work of Gouëzel and Melbourne [GM14] which, following upon [MT12], studies this
question in the context of Young towers. Essentially, [GM14] shows that if the tails of the tower
satisfy µ∆(r > n) ∼ Cn−β for some constant C > 0 and exponent β > 0, then the critical moment
is p∗ = 2β. In particular, for dispersing billiards with cusps, [GM14] shows that p∗ = 2 and obtains
bounds of the form µ(|Snf |2)� n log n, but does not prove the doubling effect. Let us also mention
[Det12] which identifies the doubling effect in the context of the infinite horizon Lorentz gas, see
section 5. In [BCD17, Appendix A] we argue that this effect is of entirely probabilistic origin, see
also section 4.3 on further details.
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4.3 Ingredients of proofs

4.3.1 Inducing and truncation

As in the case of the stadium, a first step in the proof of the results of subsection 4.2.1 is inducing
on (M̂, T̂ , µ̂). As in Chapter 3, given f : M → R Hölder continuous, we use the notations

f̂(x̂) =

rM̂ (x̂)−1∑
k=0

f(T kx̂); and Ŝnf̂(x̂) = f̂(x̂) + · · ·+ f̂(T̂n−1x̂); for x̂ ∈ M̂. (4.5)

Recall also that µ̂ = (µ(M̂))−1µ|M̂ , where the normalizing factor satisfies (µ(M̂))−1 = µ̂(rM̂ ) =∫
rM̂ dµ̂ by the Kac lemma.

Theorems D, E and F can be reduced to the following three theorems, respectively.

Theorem 4.6. Let f : M → R satisfy the assumptions of Theorem D, in particular,
∫
fdµ = 0

and Df 6= 0. Consider the induced observable f̂ as in (4.5). Then

Ŝnf̂√
n log n

D
=⇒ N (0, D2

f̂
),

where D2
f̂

= (µ(M̂))−1D2
f .

Theorem 4.7. Consider f : M → R as in Theorem 4.6, then it satisfies the assumptions of
Theorem E. Using the notations of (4.5), define also, for N ≥ 1 and 0 ≤ s ≤ 1, ŜsN f̂ as the
Birkhoff sum for integer values of sN , and otherwise by linear interpolation. Then

ŴN (s) =
ŜsN f̂

Df̂

√
N logN

, 0 < s < 1,

converges, as N →∞, to the standard Brownian motion.

Theorem 4.8. Let f : M → R satisfy the assumptions of Theorem F, in particular,
∫
fdµ = 0

and Df = 0. Consider the induced observable f̂ as in (4.5). Then

Ŝnf̂√
n

D
=⇒ N (0, σ2

f̂
),

with the asymptotic variance σ2
f̂

given by the Green-Kubo formula:

σ2
f̂

=
∞∑

n=−∞

∫
f̂ · f̂ ◦ T̂n dµ̂. (4.6)

This series converges exponentially, see also Lemma 4.10. Furthermore, σ2
f̂

= (µ(M̂))−1σ2
f from

Theorem F.

The theorems of section 4.2.1 can be reduced to these induced statements along the lines
mentioned in section 3.3.1, specifically for the weak invariance principle (that is, Theorem E) see
[BCD11, section 8].

Let us introduce some more notation. For integers m ≥ 1 and 1 ≤ p < q ≤ ∞, let

Mm = {x̂ ∈ M̂ | rM̂ (x̂) = m}; Hp = ∪m≥pMm; Mp,q = Hp \Hq+1 = ∪p≤m≤qMm
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and
f̂p,q = f̂ · 1Mp,q

, f̂p,q;0 =
(
f̂ − (µ̂(Mp,q))

−1µ̂(f̂p,q)
)
· 1Mp,q

,

where 1Mp,q is the indicator of the set Mp,q. For brevity, we will sometimes write f̂q = f̂1,q,

the truncation of f̂ to the set of points with return time at most q. In the proof of the limit
laws (Theorems 4.6, 4.8 and 4.7) we will use truncation levels q that depend on n (or N), see

section 4.3.3. Note also that, although f̂ is centered (µ̂(f̂) = 0), that may not be the case for the

truncation, which is the reason for introducing f̂p,q;0.
In section 4.3.2 below we describe the dynamics near the cusp (the corner series) along with

the geometry and the dimensions of the cells Mm. In particular, we will argue that

µ̂(Mm) � m−3 (4.7)

which already indicates that f̂ belongs to the non-standard domain of attraction of the normal
law. However, as in the case of the stadium, we need more precise estimates on the tail. The
analogue of Proposition 3.6 in the case of the cusp is the following Lemma:

Lemma 4.9. Given f̂ as in Theorem 4.6, we have

µ̂(f̂2
p ) = 2D2

f̂
log p+O(1)

as p→∞.

Two other key statements stated below, Lemma 4.10 and Lemma 4.12 concern the autocorre-
lations of f̂ and its Hölder regularity, respectively.

Lemma 4.10. Given f̂ as in Theorem 4.6, there exist C > 0 and θ ∈ (0, 1) such that for any
n ≥ 1

µ̂(f̂ · f̂ ◦ T̂n) ≤ Cθn. (4.8)

Remark 4.11. Let us make some comments.

• In Lemma 4.10 the requirement n ≥ 1 is crucial. For n = 0 the expression gives µ̂(f̂2) =∞,
the induced observable does not belong to L2 (in fact, Lemma 4.9 describes the rate of the
blow up of the L2 norm).

• Another important comment is that Lemma 4.10 does not hold in the stadium. Indeed, in
the stadium short range correlations are more significant than in dispersing billiards with
cusps, see Lemma 3.9.

• Lemma 4.10 extends to the correlations of the truncated observables: for any 1 ≤ p < q ≤ ∞
and 1 ≤ p′ < q′ ≤ ∞, we have

µ̂(f̂p,q;0 · f̂p′,q′;0 ◦ T̂n) ≤ Cθn (4.9)

where C > 0 and θ ∈ (0, 1) may depend on f̂ , but are independent of the truncation levels
p, q, p′, q′ and the time gap n.

To move on to the regularity properties of f̂ , let us note that the boundaries of the cells Mm

are discontinuities for T̂ , and thus the natural question to consider is the Hölder regularity of
f̂ |Mm

, the restriction of the induced observable to the cells. Also, as f̂ is unbounded on M̂ , it can
be expected that its Hölder norm blows up as m→∞ – however, in a controllable manner.

Lemma 4.12. Consider f : M → R Hölder continuous with exponent η ∈ (0, 1]. Then for any

m ≥ 1 f̂ |Mm
is Hölder continuous with exponent η/4 and Hölder norm O(m2).
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4.3.2 Description of corner series and its consequences

In this subsection we give a rough description of the dynamics of corner series, the geometry and
the dimensions of the cells Mm, and describe how these properties imply our key Lemmas 4.9, 4.10
and 4.12. For a more detailed exposition see [BCD11]. In particular, for simplicity let us assume
that both boundary components Γ1 and Γ2 are circular arcs of unit radii. Instead of the usual
(r, ϕ) we will use the coordinates (α, γ) where α measures the angular distance along the arc Γi
from the endpoint ri, i = 1, 2; while γ = π

2 − ϕ is the angle the outgoing trajectory makes with
the tangent line of the arc. As mentioned earlier, any corner series consists of two, symmetric
parts: entering the cusp and exiting the cusp, and we will focus on the former. While entering the
cusp, let us denote x = (α, γ) and Tx = x′ = (α′, γ′), which can be related by simple geometric
considerations, see Figure 4.3. In particular:

γ′ − α′ = γ + α;

2− cosα− cosα′ =(sinα− sinα′) · tan(α+ γ) ⇒ (4.10)

α′ − α ≈ − α2

tan(γ)
.

�����

� ' - �'

A

B

Figure 4.3: Evolution of coordinates while entering the cusp. We have A = 2− cosα− cosα′ and
B = sinα− sinα′.

We introduce the following indices: m denotes the length of the corner series, that is, we
consider x̂ ∈ Mm ⊂ M̂ , while for i = 1, . . . ,m − 1 we have T ix̂ = (αi, γi) ∈ M0. Then (4.10)
implies, for i < m/21:

γi+1 − γi = 2αi; αi+1 − αi ≈ −
α2
i

tan γi

As already noticed by Machta in [Mac83], these relations can be regarded as discretizations of
the following differential equations:

γ̇ = 2α, α̇ = − α2

tan γ
.

These differential equations have an integral

I = α2 sin γ (4.11)

1For i ≥ m/2 we have similar relations with i replaced by a countdown index i′ = m− i.
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(it is easy to check that İ = 0). Accordingly, the consecutive points in the corner series on
Figure 4.2b fit, with better precision as m grows, the level curves of I. In what follows we determine
a relation between I and the return time m, along with a formula for f̂ |Mm

. To do so, let us
introduce the new variable

s = Ψ(γ) =

∫ γ

0

√
sin z dz,

for which
si+1 − si ≈

√
sin γi(γi+1 − γi) = 2αi

√
sin γi = 2

√
I,

in other words, during corner series, the variable s evolves (in leading order) linearly with i.
For long corner series (ie. large m), the billiard trajectory both enters and leaves M0 almost
tangentially, and during the series the coordinate γ changes from 0 to π. Accordingly, the variable
s changes linearly on its range, given by the following elliptic integral

κ :=

∫ π

0

√
sin zdz = 2

√
2

π

(
Γ

(
3

4

))2

≈ 2.39628.

Thus, as m→∞

κ ∼ sm−1 − s1 =

m−2∑
i=1

(si+1 − si) ∼ m · 2
√
I, that is

m ∼ κ

2
√
I
, and (4.12)

si ∼
iκ

m
∼ 2i
√
I.

Our next goal is to compute the large m asymptotic of f̂(x̂) =
∑m−1
i=0 f(T ix̂) for x̂ ∈Mm. It has

to be taken into account that T ix̂ alternates between Γ1 and Γ2; that is, in the (r, ϕ) coordinates,
(αi, γi) correspond, for even and odd i, to (r1 − αi, π2 − γi) and (r2 − αi,−π2 + γi), respectively
(or vice versa). It is useful to introduce:

f̄ :
[
−π

2
,
π

2

]
→ R, f̄(ϕ) =

1

2
(f(r1, ϕ) + f(r2,−ϕ)) ,

then, by the Hölder continuity of f :

f̂(x̂) ∼
m−1∑
i=0

f̄
(π

2
− γi

)
∼
m−1∑
i=0

f̄

(
π

2
−Ψ−1

(
iκ

m

))

∼m
κ

∫ Ψ−1(π)

0

f̄
(π

2
−Ψ−1(s)

)
ds =

m

κ

∫ π

0

f̄
(π

2
− γ
)√

sin γ dγ.

So, to summarize

f̂ |Mm
∼ Jf ·m, with Jf =

1

2κ

∫ π/2

−π/2
(f(r1, ϕ) + f(r2, ϕ))

√
cosϕdϕ. (4.13)

Note that Formula (4.13) is analogous to Lemma 3.7 from Chapter 3. To proceed with the
proof of Lemma 4.9, by

µ̂(f̂2
p ) ∼

p∑
m=1

J2
fm

2µ̂(Mm) ∼ 2J2
f

p∑
m=1

mµ̂(Hm) (4.14)
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we need an estimate on µ̂(Hm) = (µ(M̂))−1µ(∪∞k=mMk). Instead of Hm ⊂ M̂ let us consider
H ′m = ∪∞k=mT

[k/2]Mk ⊂M0, the set of points, with return time at least m, at their deepest point
in the cusp in course of their corner series. We record the following facts:

- As the sets T [k/2]Mk do not overlap, invariance of the measure implies µ(Hm) = µ(H ′m).

- The set H ′m has two components, one on the arc Γ1 and another on the arc Γ2.

- On H ′m, γ ∼ π
2 (or in other words, the coordinate ϕ is close to 0) so the density of the

measure µ is sin γ = cosϕ ≈ 1, µ is proportional to Lebesgue measure in leading order.

- Points of H ′m are characterized by return time at least m, which, by Formulae (4.11) and
(4.12), means κ

2m ≤
√
I ∼ α (recall again sin γ ∼ 1 on H ′m).

- The dimensions of H ′m in the γ direction are determined by the amount of change in the γ
coordinate in course of one iteration of T , which, by (4.10), is equal to 2α.

Thus H ′m consists of two components (on the two arcs Γ1 and Γ2) both of which look like{
(α, γ) | 0 ≤ α ≤ κ

2m
; γ1(α) ≤ γ ≤ γ2(α)

}
; with γ2(α)− γ1(α) ∼ 2α.

This gives (recall cµ = (2length(Γ))−1, the normalizing factor for the invariant measure µ.)

µ(H ′m) ∼ 2cµ

∫ κ
2m

0

2α dα =
cµκ

2

2m2
.

Now, as in course of the calculations we made the simplifying assumption that both of the arcs
Γ1 and Γ2 are circular with radii 1, in the general case an additional factor (K0)−1 appears as a
scaling between the arclength and the coordinate α. As in Formula (4.1), K0 = 1

2 (K1 +K2), where
K1 and K2 are the curvatures of Γ1 and Γ2 at the points r1 and r2, respectively. We arrive at

µ̂(Hm) = (µ(M̂))−1 cµκ
2

2K0m2
(4.15)

Equations (4.13), (4.14) and (4.15) together imply

µ̂(f̂2
p ) ∼ 2J2

f

p∑
m=1

mµ̂(Hm) ∼ J2
f

cµκ
2

K0µ(M̂)
log p = 2D2

f̂
log p

as in Lemma 4.9.
Here we record some further important facts on the properties T̂ : M̂ → M̂ and the cells Mm.

For proofs, see [BCD11] and [CM07].
The dynamics of unstable curves under T̂ : M̂ → M̂ is determined by uniform expansion and

fragmentation caused by singularities, out of which the former is stronger. This is quantified by the
crucial growth lemma which holds for T̂ in the form stated in (2.4). Standard pairs and standard
families and their Z functions can be defined as in section 2.1. The growth lemma implies Formula
(2.5) on the evolution of standard families. As discussed in section 2.2.1, further consequences are
that (M̂, T̂ , µ̂) can be modeled by a Young tower with exponential tails, the map has exponential
decay of correlations as stated in (1.1), which extends to multiple correlations in the sense of
(2.8).

The cell Mm ⊂ M̂ has length � m−7/3 in the unstable direction and length � m−2/3 in the
stable direction. The map T̂ = Tm is continuous when restricted to Mm, and the image cell T̂Mm

has length � m−2/3 in the unstable direction and length � m−7/3 in the stable direction. Let
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us denote by νm the probability measure obtained by conditioning µ̂ on Mm. Foliating Mm by
unstable curves of length m−7/3, νm can be represented as a standard family G with Z-function
ZG � m7/3. Introducing G1 = T̂G for the image of this standard family – which represents the
probability measure T̂∗νm – we have ZG1 � m2/3. As the induced map satisfies the growth lemma
(2.5), this estimate can be propagated to

ZGn � m2/3, ∀n ≥ 1, where Gn = T̂nG is the standard family representing T̂n∗ νm,
(4.16)

which means that the average length of the unstable curves included in Gn is at least m−2/3,
see section 2.1 for further details on standard families. In particular, this gives an estimate on
the conditional probabilities T̂n∗ νm(Mk). As the size of the cells Mk in the unstable direction is
� k−7/3, (4.16) implies

T̂n∗ νm(Mk)� ZGnk−7/3 � m2/3k−7/3; ∀n ≥ 1

by comparing the unstable dimensions, see also (3.5) (and its explanation in section 3.3.3) for a
similar estimate in the case of the stadium. This implies

µ̂(Mk ∩ T̂nMm) = µ̂(Mm) · T̂n∗ νm(Mk)� m−7/3k−7/3, ∀n ≥ 1. (4.17)

This estimate expresses that T̂ mixes rapidly (if Mk and T̂nMm were independent, we would have
� m−3k−3). Formula (4.17) will play an important role in the proof of Lemma 4.10 below, but
before discussing this, let us consider Lemma 4.12.

Proof of Lemma 4.12. Let us consider f : M → R Hölder continuous with exponent η, and
x̂, ŷ ∈Mm ⊂ M̂ . We have

|f̂(x̂)− f̂(ŷ)| ≤
m−1∑
i=0

|f(T ix̂)− f(T iŷ)| �
m−1∑
i=0

dist(T ix̂, T iŷ)]η. (4.18)

The images T i(Mm), i = 1, . . . ,m− 1, keep stretching in the unstable direction and shrinking in
the stable direction, as i increases (see [CM07, pp. 750–751]), thus we can assume that x̂, ŷ lie on
one unstable curve.

It was shown in [CM07, Eq. (4.5)] that unstable vectors u at points x̂ ∈ Mm are expanded
under T̂ = Tm by a factor

‖Dx̂T
m(u)‖/‖u‖ � mλ1λm−1, (4.19)

where
λ1 = ‖Dx̂T (u)‖/‖u‖, λm−1 = ‖Dx̂T

m−1(u)‖/‖Dx̂T
m−2(u)‖

are the one-step expansion factors at two“special” iterations at which the corresponding points
T (x̂) and Tm−1(x̂) may come arbitrarily close to ∂M , i.e., experience almost grazing collisions. For
this reason λ1 and λm−1 do not admit upper bounds, they may be arbitrarily large (see [CM07,
p. 741]).

For those two iterations with unbounded expansion factors we can use the Hölder continuity
(with exponent 1/2) of the original billiard map T , i.e.,

dist(Tx, Ty) ≤ C1[dist(x, y)]1/2

for some C1 > 0 (see, e.g., [CM06, Exercise 4.50]). Then due to (4.19) for all i = 2, . . . ,m− 2 we
have

dist(T ix̂, T iŷ)� m dist(T x̂, T ŷ)� m [dist(x̂, ŷ)]1/2

50

               balint.peter_60_23



Lastly, again by the Hölder continuity of T

dist(Tm−1x̂, Tm−1ŷ)� [dist(Tm−2x̂, Tm−2ŷ)]1/2 � m1/2[dist(x̂, ŷ)]1/4.

Adding it all up according to (4.18) gives

|f̂(x̂)− f̂(ŷ)| � m2[dist(x̂, ŷ)]η/4,

which completes the proof of Lemma 4.12.

Proof of Lemma 4.10. Let us introduce two truncation levels p ≤ q, the values of which will be
determined later. Note that as µ̂(f̂) = 0, we have

|µ̂(f̂1,q)| = |µ̂(f̂q,∞)| �
∞∑
m=q

mµ̂(Mm)�
∞∑
m=q

m−2 � q−1.

As f̂ |Mm
has supremum norm � m (by construction) and Hölder norm � m2 (by Lemma 4.12),

the standard correlation estimate for (piecewise) Hölder functions, (1.1) implies

µ̂(f̂1,q · f̂1,q ◦ Tn) = µ̂(f̂0
1,q · f̂0

1,q ◦ Tn) + (µ̂(f̂1,q))2 � q4βn + q−2

for some β < 1 that depends only on the Hölder exponent η of f . Now

µ̂(f̂1,p · f̂q,∞ ◦ Tn)�
p∑

m=1

∞∑
k=q

mkµ̂(Mm ∩ T̂nMk)� p

∞∑
k=q

kµ̂
(

(∪pm=1Mm) ∩ T̂nMk

)
� p

∞∑
k=q

kµ̂(Mk)� p/q,

and the same estimate applies to µ̂(f̂q,∞ · f̂1,p ◦ Tn). Finally, we use (4.17) to obtain

µ̂(f̂p,∞ · f̂p,∞ ◦ Tn)�
∞∑
m=p

∞∑
k=p

mkµ̂(Mm ∩ T̂nMk)�
∞∑
m=p

∞∑
k=p

m−4/3k−4/3 � p−2/3.

Now choosing q = β−n/5 and p = q1/2, the above estimates together imply

µ̂(f̂ · f̂ ◦ Tn)� q4βn + q−2 + p/q + p−2/3 � βn/5 + q−1/3 � θn; with θ = β
1
15

which completes the proof of Lemma 4.10.

4.3.3 Further comments on the proofs of the limit theorems

Based on the description of the corner series and the key Lemmas 4.9, 4.10 and 4.12 from sec-
tion 4.3.2, here we discuss some ideas from the proofs of the limit theorems of section 4.2. We
start with Theorem 4.6. In contrast to the case of the stadium from chapter 3, which reduced
the analogous nonstandard limit law to a theorem in Young towers, here the convergence in dis-
tribution is obtained directly by the Levy continuity theorem, that is, studying the characteristic

function of Ŝnf̂√
n logn

. More precisely, as the function f̂ is unbounded, a first step is to introduce

two truncation levels:

p =

√
n

(log n)100
; and q =

√
n log log n;
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and decompose, using the notations of section 4.3.1, f̂ = f̂1,p + f̂p,q + f̂q,∞ (here the power 100 in
the denominator of p could be replaced by any sufficiently large number ω > 10). Now by (4.7):

µ̂(∃i ∈ {0, . . . , n− 1} | f̂q,∞ ◦ T̂ i 6= 0)� nq−2 = (log log n)−2 → 0 as n→∞,

hence
Ŝnf̂−Ŝnf̂1,q√

n logn
tends to zero in probability, so we can replace f̂ with f̂1,q. We make one further

truncation and introduce
f̃ = f̂1,q − f̂p,q;0, (4.20)

where we recall that f̂p,q;0(x̂) = f̂p,q(x̂) − (µ̂(Mp,q))
−1µ̂(f̂p,q) for x̂ ∈ Mp,q, the centered version

of f̂p,q. Now, by the correlation estimate of Lemma 4.10 (see also Remark 4.11),

µ̂[(Ŝnf̂p,q;0)2] =

n−1∑
i=0

µ̂[(f̂p,q ◦ T̂ i)2] +O(n),

while by Lemma 4.9

µ̂[(f̂p,q ◦ T̂ i)2] = µ̂(f̂2
p,q)� log(q/p)� log log n ∀i = 0, ..., (n− 1) and thus

µ̂[(Ŝnf̂p,q;0)2] = n · µ̂(f̂2
p,q) +O(n)� n log log n.

Hence, for any ε > 0

µ̂(|Ŝnf̂p,q;0| > ε
√
n log n)� n log log n

ε2n log n
→ 0 as n→∞

by Chebyshev’s inequality. Thus, indeed, Theorem 4.6 can be reduced to

Ŝnf̃√
n log n

D
=⇒ N (0, D2

f̂
) with respect to µ̂, as n→∞. (4.21)

To proceed with the proof of (4.21), the following properties of f̃ (defined in (4.20)) are useful. f̃
vanishes on Mq,∞ and takes a constant value

(µ̂(Mp,q))
−1µ̂(f̂p,q)� p2p−1 � p

on Mp,q. For its moments, we have

µ̂(f̃) =µ̂(f̂1,q)� q−1,

µ̂(f̃3) =O

(
p∑

m=1

m3

m3

)
+O

(
p3

p2

)
� p,

µ̂(f̃4) =O

(
p∑

m=1

m4

m3

)
+O

(
p4

p2

)
� p2,

µ̂(f̃2) =µ̂(f̂2
1,p) +O(1) = 2D2

f̂
log p+O(1). (4.22)

Remark 4.13. By the above discussion, convergence in distribution can be studied by the Birkhoff
sums of f̃ . Now f̃ is obtained by truncating f̂ at a level ∼

√
n. Accordingly, we have 2D2

f̂
log p ∼

D2
f̂

log n in the leading term of µ̂(f̃2). This is reflected by the cancellation of a factor 2 in (4.22)

when compared to Lemma 4.9.
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(4.21) is proved by Bernstein’s big-small block technique already mentioned in section 2.2.1.
We refer to [BCD11] for details and here give only a brief sketch of the argument. The interval
0, ..., (n− 1) is split into alternating big and small blocks of size P = [na] and Q = [nb] for some
0 < b < a < 1. The total number of big blocks is K ∼ n1−a and at the end there may be a leftover
block of size � P +Q. Then

Ŝnf̃√
n log n

=
Ŝ′nf̃√
n log n

+
Ŝ′′n f̃√
n log n

where Ŝ′nf̃ is the contribution from big blocks, and Ŝ′′n f̃ is the contribution from small blocks and
the leftover block. Now on the one hand, by Lemmas 4.9 and 4.10 the second moment of Ŝ′′n f̃
can be controlled, hence it can be neglected by Chebyshev’s inequality. On the other hand, the
small blocks serve as gaps between big blocks, which thus, thanks to the decorrelation estimates
of Lemma 4.10, can be regarded independent. Thus the study of (4.21) can be reduced to the
characteristic function

φn(t) = µ̂

(
exp

(
itŜ′nf̃√
n log n

))
=

[
µ̂

(
exp

(
itŜP f̃√
n log n

))]K
+ o(1)

where ŜP f̃ is the contribution from the first big block. By Taylor expansion

exp

(
itŜP f̃√
n log n

)
= 1 +

itŜP f̃√
n log n

− t2(ŜP f̃)2

2n log n
+O

(
|ŜP f̃ |3

(n log n)3/2

)
which is integrated with respect to µ̂, so we need bounds on the moments of ŜP f̃ . By (4.22) and
Lemma 4.10:

µ̂(ŜP f̃)�P/q;
µ̂((ŜP f̃)2) =Pµ̂(f̃2) +O(P ) = 2PD2

f̂
log p+O(P ) which gives the leading contribution; and

µ̂(|ŜP f̃ |3) ≤(µ̂((ŜP f̃)2)µ̂((ŜP f̃)4))1/2 by the Cauchy-Schwartz inequality.

The fourth moment can be estimated as

µ̂((ŜP f̃)4) ∼
∑

µ̂
(
f̃ ◦ T̂ j1 · f̃ ◦ T̂ j2 · f̃ ◦ T̂ j3 · f̃ ◦ T̂ j4

)
where the summation is on all ordered sets of indices 0 ≤ j1 ≤ j2 ≤ j3 ≤ j4 ≤ P . By the
decorrelation estimates of Lemma 4.10, the main contribution comes from the case when all three
time gaps D1 = j2−j1, D2 = j3−j2 and D4 = j4−j3 are small, in particular satisfy Dj ≤ C log n
for some (fixed) large constant C > 0. The contribution of any such term can be estimated by the
Cauchy-Schwartz inequality and (4.22) as

µ̂
(
f̃ ◦ T̂ j1 · f̃ ◦ T̂ j2 · f̃ ◦ T̂ j3 · f̃ ◦ T̂ j4

)
≤ µ(f̃4)� p2

and the total number of such terms is � P (log n)3, which gives

µ̂((ŜP f̃)4)� Pp2 log3 n =⇒ µ̂(|ŜP f̃ |3)� Pp log2 n� P
√
n

(log n)10
. (4.23)

Note that it is this estimate (4.23) on µ̂(|ŜP f̃ |3) where the second truncation – replacing f̂1,q with

f̃ , see (4.20) – is needed. Summarizing, we arrive at

µ̂

(
exp

(
itŜP f̃√
n log n

))
= 1−

t2PD2
f̂

2n
+O

(
P

n
√

log n

)
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and thus

φn(t) = exp

(
−
t2PKD2

f̂

2n
+O

(
PK

n
√

log n

))
+ o(1)

which, as PK ∼ n, converges to exp
(
− 1

2 t
2D2

f̂

)
, as desired.

The invariance principle, Theorem 4.7 requires two main components: convergence of
finite dimensional distributions and tightness. After similar truncation steps (see [BCD11, section
8] for details) as in the proof of the limit law Theorem 4.6, both properties have to be verified for
the family of functions

W̃N (s) =
ŜsN f̃√

D2
f̂
N logN

0 < s < 1. (4.24)

To derive convergence of finite dimensional distributions it is enough to show that for any 0 <
s1 < · · · < sk ≤ 1, any sequences

n1

N
→ s1,

n2

N
→ s2, . . . ,

nk
N
→ sk,

and any fixed t1, t2, . . . , tk we have

µ̂

(
exp

(
i
∑k
j=1 tjŜnj f̃√
N logN

))
→

k∏
j=1

exp

(
−
D2
f̂
(sj − sj−1)2T 2

j

2

)
(4.25)

where s0 = 0 and Tj =
∑k
r=j tr. This convergence can be proved by the same big small block

technique as in the proof of Theorem 4.6 above. It remains to show that the family (4.24) is tight.
By standard arguments (see eg. [Bil13, section 7]), this requires a uniform control on the modulus
of continuity of the functions W̃N . In particular, it is enough to show that there exists a sequence
{δk} with

∑
k δk <∞ such that µ̂(M̃K,N )→ 0 as K →∞ uniformly in N , where

M̃K,N =
{
∃j, k : j < 2k and

∣∣∣W̃N

(
j+1
2k

)
− W̃N

(
j

2k

)∣∣∣ > Kδk

}
. (4.26)

Let δk = 1/k2. First we estimate the µ̂-measure of

M̃K,N,k,j =
{
|Ŝn1

f̃ − Ŝn1
f̃ | ≥ 1

k2 K
√
N logN

}
(4.27)

where n1 = [jN/2k] and n2 = [(j + 1)N/2k]. Recall that f̃ = O(p), hence

Ŝn2 f̃ − Ŝn1 f̃ = O (p(n2 − n1)) = O
(
pN/2k

)
.

Thus the set (4.27) is empty if 2k/k2 > N , in particular if k > 100 logN . For k ≤ 100 logN , we
use the fourth moment estimate from (4.23) and the Markov inequality to get

µ̂(M̃K,N,k,j) ≤
k8µ̂

(
[Ŝn2

f̃ − Ŝn1
f̃ ]4
)

K4N2 log2N

= O

(
k8(n2 − n1)p2 log3N

K4N2 log2N

)
= O

(
k8

K42k log99N

)
.

Summing over j = 0, . . . , 2k − 1 and then over k ≤ 100 logN gives µ̂(M̃K,N ) = O(1/K4) → 0 as
K →∞, uniformly in N , which implies the tightness.
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The proof of the standard limit theorem 4.8 in [BCD11, section 7] follows the same line
of reasoning as that of Theorem 4.6, with some modifications (in fact, simplifications) as this time

f̂ has less heavy tails. In particular, as Df = 0, we have f̂ |Mm � m1−η/2 where η is the Hölder

exponent of f , and thus f̂ belongs to L2, in fact even µ̂(f̂2+δ) < ∞ for some δ > 0 determined
by η. It is enough to use a single truncation level q =

√
n log log n and consider the Birkhoff sums

with the standard scaling:

Ŝnf̃√
n

for f̃ = f̂1,q.

The moment estimates (4.22) can be replaced by

µ̂(f̃)� q−1−η/2, µ̂(f̃4)� q2−2η; µ̂(f̃2) ∼ µ̂(f̂2) <∞.

Also, Lemma 4.10 remains valid, actually, it extends to the case of n = 0, and in particular the
sum (4.6) is finite. To proceed, the same type of big-small blocks of size P = na and Q = nb can
be used as in the proof of Theorem 4.6, and it remains to consider

exp

(
itŜP f̃√

n

)
= 1 +

itŜP f̃√
n
− t2(ŜP f̃)2

2n
+O

(
|ŜP f̃ |3

(n)3/2

)
.

The main contribution arises from the second moment

µ̂([ŜP f̃ ]2) ∼ Pµ̂(f̂2) + 2

P−1∑
k=1

(P − k)µ̂(f̂ · f̂ ◦ T̂ k) ∼ Pσ2
f̂

with σ2
f̂

from (4.6). In particular

µ̂

(
exp

(
itŜP f̃√

n

))
= 1−

t2Pσ2
f̂

2n
+O

(
P

n1+η/4

)
which, when raised to the power K ∼ n1−a (the number of big blocks), gives the desired result.

The proof of the statistical properties for the flow in dispersing billiards with cusps
stated in Theorem G can be reduced to general results on statistical properties for suspension
flows of Young towers. In particular, if a suspension flow (Φt, M̂ τ̂ , µ̂τ̂ ) satisfies the three properties
below, then it has rapid mixing (by [Mel09]) and satisfies the almost sure invariance principle (by
[MN09]). The three required properties are as follows:

1. The base transformation (M̂, T̂ , µ̂) can be modelled by a Young tower with exponential tails.

2. The roof function τ̂ : M̂ → R+ satisfies a mild non-integrability condition. We refer to
[BBM19, Proposition 6.6] for the precise form of this condition – it suffices if there exist
three periodic points x1, x2, x3 such that (τ̂(x1)− τ̂(x3))/(τ̂(x2)− τ̂(x3)) is Diophantine, see
also Proposition 5.17. An alternative sufficient condition can be formulated in terms of the
range of the temporal distance function, see Lemma 5.18.

3. The roof function τ̂ : M̂ → R+ is uniformly piecewise Hölder continuous in the following
sense. The map T̂ : M̂ → M̂ has countably many singularities: there exists a countable
partition M̂ =

⋃
m≥1Mm such that T̂ |Mm

is continuous for any m ≥ 1. A function f : M̂ →
R is uniformly piecewise Hölder continuous if for some η ∈ (0, 1] we have supm≥1 ‖f |Mm

‖η <
∞, where ‖ · ‖η denotes the η-Hölder norm.
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See also section 5.3.3, in particular Remark 5.19. To proceed with the verification, it is an impor-
tant observation that the flow in dispersing billiards with cusps can be regarded as a suspension
flow in several different ways. In particular, as the notation in the above list of required properties
suggests, instead of the original billiard map it is the induced map (M̂, T̂ , µ̂) that is taken as
the base transformation, which, as discussed in the preceding sections, satisfies property 1. The

relevant roof function is then the induced roof function τ̂ : M̂ → R+; τ̂(x̂) =
∑rM̂ (x̂)−1

k=0 τ(T kx̂).
Property 2. holds as dispersing billiard flows preserve a contact structure, see section 2.2.2 and
[BBM19, section 8.4]. It remains to prove property 3., in particular that there exists η ∈ (0, 1]
and C > 0 such that, for any m ≥ 1 and x̂, ŷ ∈Mm, |τ̂(x̂)− τ̂(ŷ)| ≤ C|x̂− ŷ|η. This is implied by
the following two bounds:

(i) |τ̂(x̂)− τ̂(ŷ)| � m2|x̂− ŷ|1/8; ∀m ≥ 1,∀x̂, ŷ ∈Mm;

(ii) |τ̂(x̂)− τ̂(ŷ)| � m−1/3; ∀m ≥ 1,∀x̂, ŷ ∈Mm.

Indeed, (i) and (ii) together imply

|τ̂(x̂)− τ̂(ŷ)| ≤ |τ̂(x̂)− τ̂(ŷ)| 17 · |τ̂(x̂)− τ̂(ŷ)| 67

� m2/7|x̂− ŷ| 1
56 ·m−2/7 � |x̂− ŷ| 1

56 .

Now (i) is just Lemma 4.12 combined with the 1/2-Hölder continuity of the billiard flow. Property
(ii) relies on the fact that the total flow time spent in M \ M̂ – the vicinity of the cusp – shrinks
uniformly as the length of the excursion (understood in terms of the discrete time of billiard
reflections) grows. This is expressed by

τ(T x̂) + ...+ τ(T rM̂ (x̂)−2x̂)� m−1 ∀x̂ ∈Mm,

see [CM07, Section 3]. It is important to note that this estimate also provides uniform bounds on
the supremum component of the Hölder norm of τ̂ |Mm . On the other hand the diameter of Mm

satisfies � m−2/3 (see the discussion preceding Formula (4.16)), which again by the 1/2-Hölder
continuity of the billiard flow implies

|τ(x̂)− τ(ŷ)| � m−1/3; and |τ(T rM̂ (x̂)−1x̂)− τ(T rM̂ (x̂)−1ŷ)| � m−1/3

by time reversibility. These estimates together imply the bound (ii), completing the verification
of property 3.

Remark 4.14. With a similar argument, in [BM08, Section 3.1] the rapid mixing and the almost
sure invariance principle are proved also for another class of billiard flows called Bunimovich
flowers. The boundary components Γi (where ∂Q = ∪Ii=1Γi) for these billiards are either dispers-
ing or focusing, and the focusing components are, actually, circular arcs satisfying some further
conditions that ensure the defocusing mechanism described in section 3.1, see [BM08, section 3.1]
for details. As flat components, like the parallel segments in the stadium, are excluded, bouncing
does not occur, and the only intermittent effect corresponds to sliding along circular arcs, see Fig-
ure 3.4. Now sliding orbit segments may consist of an arbitrary high number of collisions, but are
uniformly bounded in flow time, and thus for Bunimovich flowers the flow has stronger statistical
properties than the map.

Finally, let us comment on the convergence of the second moments. The doubling effect
expressed in the statement of Theorem H is related to the fact that, when studying convergence
in distribution for the induced Birkhoff sum Ŝnf̂ , f̂ can be truncated at the level ∼

√
n, see

Remark 4.13. However, when studying convergence of the second moment, values of f̂ up to the
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level ∼ n are relevant, which result in a doubled value for the (truncated) second moment. For a
detailed proof, see [BCD17], to give some impression, a short computation is included here. Recall
that, by [CM07] and [CZ08], µ(f · f ◦ Tn) = Corr(f, f ;n)� 1/n. Hence

µ([Snf ]2) = n · µ

(
f ·

(
n∑

k=−n

f ◦ T k
))

+O(n). (4.28)

To proceed, recall the notation that Mm = {x̂ ∈ M̂ | rM̂ (x̂) = m} and introduce Lm = ∪j≤mMj ⊂
M̂ and alsoMm = ∪m−1

k=0 T
kMm ⊂M , which is essentially the “column above” Mm. The setsMm,

m ≥ 1 give a partition of M . Let, furthermore, Hm = ∪j>mMj and Lm = M \ Hm = ∪j≤mMj .
Note that µ̂(Mm)� m−3 and thus µ(Mm)� m−2 while µ(Hm)� m−1. Now

µ

(
f ·

(
n∑

k=−n

f ◦ T k
))

=

∫
Ln/10

(
f(x) ·

(
n∑

k=−n

f(T kx)

))
dµ(x) +O(1) =

=

n/10∑
m=1

m−1∑
j=0

∫
T jMm

f(x) ·

m−j−1∑
k=−j

f(T kx)

 dµ(x) +O(1) = (4.29)

= µ(f̂2 · 1|Ln/10) +O(1) = 2(log n)D2
f (1 + o(1)),

which, when combined with (4.28) and Lemma 4.9, gives (4.4) in Theorem H.

It is the second step in (4.29) that requires some justification in the above computation. It
expresses the fact that, for x ∈ Mm, it is only points “in the same column” that make a leading
contribution to the correlations, the interactions between distinct columns can be neglected. This
essentially follows from Lemma 4.10 on the decay of correlations for the induced map T̂ . For
further details [BCD17] is referred. We would also like to note that, for the special class of
(Hölder) functions f : M → R that vanish on M \ M̂ , (4.4) actually follows from the correlation
asymptotics recently obtained in [BMT21], in particular from Formula (3.7).

As mentioned in section 4.2.3, the doubling effect is of entirely probabilistic origin, it is a
consequence of the tail distribution of f̂ , that is, Lemma 4.9. To demonstrate this, the description
of a probabilistic model from [BCD17, Appendix A] is included here. This is a stochastic process
ξ(t) that has continuous time t > 0 and takes values ±1. Switching from one value to the other
occurs at random moments 0 < T0 < T1 < · · · , and intervals between switching times, Rk =
Tk−Tk−1, are independent identically distributed random variables with a polynomial tail bound
P(Rk > x) ∼ cx−2 for x→∞. We denote by E(Rk) = µ their common mean value.

We note that T0 can be chosen so that the sequence {Tk} will be stationary in the following
sense. For each t > 0, denote m(t) = min{m ≥ 0: Tm > t} and H(t) = Tm(t) − t. Then the
stationarity means that

P(H(t) > u) = P(T0 > u)

does not depend on t (for each u > 0). By [Fel57], Chapter XI, Equation (4.6) we have

P(T0 > t) =
1

µ

∫ ∞
t

P(Rk > x) dx ∼ c

µt
.

Now we define our process ξ(t). Let ξ0, ξ1, . . . be i.i.d. random variables taking values ±1, each
with probability 1/2. We set ξ(t) = ξk if t ∈ [Tk−1, Tk] and ξ(t) = ξ0 if t < T0.

Now consider S(T ) =
∫ T

0
ξ(t) dt. Denote Rk = Rkξk and Sm =

∑m
k=0Rk. Then obviously

S(T ) ∼ Sm(T ) as T → ∞. By [Fel57], Section XVII.5, Theorem 2 the sequence Sm/
√
mVm
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converges in distribution to the standard normal law N (0, 1), where

Vm =

∫ √cm
1

x2 dP(Rk < x) ∼ c lnm. (4.30)

By the Law of Large Numbers, m(T ) ∼ T/µ, so that

S(T )√
T lnT

⇒ N
(

0,
c

µ

)
as T →∞. On the other hand,

E
(
S2(T )

)
= 2

∫∫
0<s<t<T

E(ξ(s)ξ(t)) ds dt.

Since the ξk’s are independent, we have

E(ξ(s)ξ(t)) = P
(
H(s) > t− s

)
= P(T0 > t− s).

Accordingly

E
(
S2(T )

)
∼ 2

∫
0<s<T

c

µ
ln(T − s) ds ∼ 2c

µ
T lnT (4.31)

hence we observe the doubling effect again. It can be traced to the upper limit
√
cm in the

integration (4.30). If we change it to cm, then Vm would double and would match the asymptotics
of the second moment (4.31).
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Chapter 5

Infinite horizon

5.1 Description

In this Chapter planar dispersing billiard models are considered, however, in contrast to Chapter 4,
we no longer allow the boundary components to touch or intersect. Thus the strictly convex
scatterers – which, for simplicity, we may think of as circular disks – are disjoint. Nevertheless, we
relax the assumptions of Chapter 2 in a different direction: infinite horizon tables are considered,
that is, there is no uniform upper bound on the length of the free flight between two consecutive
collisions.

The difference between finite and infinite horizon configurations is particularly apparent if
one considers the infinite table obtained by unfolding the billiard configuration from T2 to the
plane. The obtained billiard system, corresponding to a periodic configuration of scatterers on
R2, is called the periodic Lorentz gas. See Figure 5.1 for a comparison of the finite and the infinite
horizon situations. Lorentz gas models were introduced by Hendrik Lorentz in 1905 ([Lor05]) to
model the motion of electrons in metals. Here the scatterers correspond to the atoms and the
billiard particle corresponds to the electron. As Figure 5.1 suggests, finite and infinite horizon
Lorentz gases are popular mechanical models for diffusion and superdiffusion, respectively.

(a) Finite horizon. (b) Infinite horizon

Figure 5.1: Finite and infinite horizon Lorentz gases

Figure 5.1b also demonstrates that long flights occur along the so-called corridors, that is,
infinite scatterer-free stripes, which are aligned with specific directions on the plane. Corridors
provide the core phenomena responsible for superdiffusive motion.

A remarkably simple way of constructing a Lorentz gas is to remove a circular scatterer of
radius ρ < 1

2 about each point of the Euclidean lattice Z2, see Figure 5.2a. The obtained billiard
configuration necessarily has infinite horizon for any value of ρ, however, the corridor structure
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– and thus the characteristics of superdiffusivity – do depend on the scatterer size. As ρ shrinks,
more and more corridors open up parallel to rational directions ξ = (p, q) ∈ Z2, see Figure 5.2b.
This particular model will be one of our main interests throughout Chapter 5.

�

(a) The configuration (b) The corridors

Figure 5.2: Lorentz gas with a single circular scatterer of radius ρ < 1
2 on Z2

Some comments on the terminology. When studying the billiard model on the torus T2

(with compact phase space) we will use the expression “dispersing billiard (possibly with infinite
horizon)” as opposed to the billiard dynamics on the infinite, periodic configuration on R2, which
we will refer to as “the periodic Lorentz gas”. The later is a Z2 extension of the former, see
section 5.2 for details. This is the most common terminology in the literature, although there is
some ambiguity.1 A further comment is that throughout Chapter 5 we consider periodic Lorentz
gases, as opposed to aperiodic models which cannot be reduced to billiards on the torus. In
particular, one of our main concerns is to prove limit laws for the displacement of the billiard
particle in the periodic Lorentz gas (see below for details), where randomness arises only from the
initial conditions. In random Lorentz gases (see eg. [LT20]) there is additional randomness arising
from the location of the scatterers (sampled, for example, according to a Poisson point process);
this in particular implies that the horizon is almost surely finite.

Let us turn back to the investigation of the map T : M → M for dispersing billiards with
infinite horizon, with the Liouville invariant measure µ. It turns out that in several respects it
resembles the induced maps arising in stadia and dispersing billiards with cusps studied in the
previous two Chapters. In particular, there is a competition between expansion and singularities,
which is most strikingly present at the accumulating singularity structures. These occur in the
vicinity of singular periodic orbits that arise at the boundaries of corridors, see Figure 5.3a, and
section 5.3 for further details. However, as in the induced maps mentioned above, “expansion
prevails fractioning” which can be quantified in growth lemmas. As a consequence, most of the
strong statistical properties of the map (M,T, µ) discussed in Chapter 2 extend to the infinite
horizon case. In particular, the map has exponential decay of correlations and the central limit
theorem holds for Hölder continuous functions. Nonetheless, the main differences between the
infinite and finite horizon cases can be captured when studying them from the following two,
highly relevant perspectives.

Displacement and discrete displacement functions. Let M denote the dispersing billiard phase
space with the single scatterer of radius ρ (depicted on Figure 5.2) and let us introduce the
following two, particularly relevant observables (see also Figure 5.3b):

• ∆(= ∆ρ) : M → R2 is the displacement function defined as follows. By unfolding, a billiard
trajectory starting at the phase point x ∈ M can be lifted from the billiard on the torus

1Sometimes the billiard model on the infinite table with a single particle is called the Lorentz process, while the
expression Lorentz gas refers to an infinite collection of billiard particles in the same configuration, see [BGS21].
On the other hand, some papers use the expression Lorentz gas even for the billiard on the torus.
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to the planar configuration (the Lorentz gas). Let Q ∈ R2 denote the point from which
this trajectory emerges, and let Q1 ∈ R2 denote its first impact on the infinite scatterer
configuration. Finally let ∆(x) = Q1 −Q, which can be easily shown to be independent of
the lift.

• κ(= κρ) : M → Z2 is a discretized version of ∆. After lifting the trajectory, let K ∈ Z2

denote the index of the cell on Z2 from which the lifted trajectory emerges, and let K1

denote the index of the cell where the first impact occurs. Then let κ = K1 −K, which can
be again shown to be independent of the lift.

Our interest in these functions is related to their Birkhoff sums

∆n(x) = ∆(x) + ∆(Tx) + ...+ ∆(Tn−1x); κn(x) = κ(x) + κ(Tx) + ...+ κ(Tn−1x).

∆n(x) is precisely the displacement after n iterations in the planar periodic configuration of the
Lorentz gas. If x is chosen randomly on the starting scatterer (in particular according to µ on
M), then ∆n can be regarded as a random walk of mechanical origin on R2. The properties of
this random walk thus can be studied via the Birkhoff sums of the particular observable ∆ with
respect to the billiard map (M,T, µ).

However, it is important to note that in the infinite horizon case ∆ : M → R is unbounded.
Accordingly, the results on the strong statistical properties of (M,T, µ) for Hölder functions (in
particular, the CLT) do NOT apply. In fact, ∆ does not even belong to L2(µ): the blow-up of
the second moment can be studied by some geometrical analysis (see section 5.3) and it actually
turns out that ∆ belongs to the non-standard domain of attraction of the normal law.

Now the discrete displacement κ is cohomologus to ∆ in the following sense. Let q : M → R2

denote the location of the point associated to x ∈ M in T2 (which is this time identified with
the unit square). Then q(x) is bounded (actually smooth) as a function of x ∈ M , and ∆(x) =
κ(x) + q(Tx)− q(x). Hence, the discrepancy ∆n−κn = q(Tnx)− q(x) is bounded uniformly in n.
Thus, the asymptotic properties of the random walk can be also studied by the Birkhoff sums κn.

Let us also mention that ∆ : M → R (and naturally also κ) are discontinuous, with infinitely
many pieces of continuity. The singularities of these functions coincide with those of the map T
mentioned above, and thus accumulate on the singular periodic points of Figure 5.3a, which are
also the points where the values of ∆ (and κ) blow up.

(a) Singular fixed point at the corridor
boundary

�

x
�������

(b) Continuous (∆) and discrete (κ) dis-
placement functions

Figure 5.3: Singularities of the billiard map and the displacement function

The billiard flow. Although the map (M,T, µ) has exponential decay of correlations, the billiard
flow has much slower decay rates. As usual, the billiard flow can be regarded as a suspension flow,
with roof function τ : M → R+, where τ(x) = |∆(x)|, that is, the free flight is the length of the
displacement. Accordingly, τ is unbounded. The long stretches of free flight are analogous to the
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bouncing trajectory segments in the stadium (see Chapter 3), and cause intermittent behaviour
for the billiard flow which resembles the intermittency of the billiard maps of stadia and dispersing
billiards with cusps.

In accordance with the above two points, our main concerns in Chapter 5 are to

• obtain limit laws for the Birkhoff sums ∆n and κn (corresponding to the superdiffusion in
periodic Lorentz gases with infinite horizon); and to

• study mixing rates for the associated billiard flow.

5.2 Results

Throughout, we will use the notations introduced in section 5.1. The dynamics of the Lorentz gas
can be also considered as a Z2-extension of the billiard map (M,T, µ) with κ : M → Z2. That is,
let

M̃ = M × Z2; T̃ : M̃ → M̃ ; T̃ (x,m) = (Tx,m+ κ(x)) for x ∈M,m ∈ Z2,

with the σ-finite invariant measure µ̃ = µ× `Z2 , where `Z2 denotes the counting measure on Z2.
Preceding results. The Lorentz gas is a popular model of mathematical physics and a

complete survey of results is far beyond the scope of this dissertation, we only mention works
that are strongly connected to the subject of the present Chapter 5. As mentioned earlier, the
billiard map (M,T, µ) on he torus associated to infinite horizon tables has strong statistical
properties. Exponential decay of correlations for Hölder observables was first proved by a Young
tower construction in [Che99], and then later via a spectral gap for anisotropic Banach spaces
constructed on M in [DZ11].

From now on, for simplicity we restrict to the billiard table with a single circular scatterer
of radius ρ < 1

2 . To point out the dependence on qrho, we will occasionally use the notation
Tρ : M →M instead of T : M →M for the billiard map. For fixed ρ, the following non-standard
limit theorem was conjectured by Bleher in [Ble92], and was proved rigorously by Szász and Varjú
in [SV07]. There exists a positive definite matrix Σρ such that

∆n,ρ√
n log n

D
=⇒ N (0,Σρ), as n→∞ where ∆n,ρ =

n−1∑
k=0

∆(T kρ x), (5.1)

and, as ∆ and κ are cohomologous, the same result holds for κn,ρ =
∑n−1
k=0 κ(T kρ x) instead of ∆n,ρ.

The subscript ρ will be often omitted for brevity but this time we have included it to indicate
that the statement holds for fixed ρ. It is important to note that there is an explicit formula for
the covariance matrix. Let

X = Xρ =
{
x = (r, ϕ) ∈M

∣∣∣ϕ = ±π
2
, Tρx = x

}
the set of singular fixed points mentioned in the previous section, see Figure 5.3a. Recall that
κ(x) denotes the value of the discrete free flight. Any point x ∈ Xρ determines a corridor parallel
to κ(x), let d(κ(x)) denote the width of this corridor. Then

Σρ =
1

8ρπ

∑
x∈Xρ

d2(κ(x))

|κ(x)|
· κ(x)⊗ κ(x). (5.2)

One of our main concerns in this Chapter is the small ρ asymptotic of the Lorentz gas, hence it
is important to note that

lim
ρ→0

(
ρ2Σρ

)
= Σ, where Σ =

1

4π2

(
1 0
0 1

)
. (5.3)
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The Formulas above for Σρ and Σ will be discussed in section 5.3. For the sake of comparison with
further results stated below, in particular, Theorem I, note the following consequence of (5.1),
(5.2) and (5.3):

κn,ρ

ρ−1
√
n log n

D
=⇒ N (0,Σ) as first n→∞ and then ρ→ 0. (5.4)

Let us mention that [SV07] also proves the following local limit theorem:

For fixed ρ ∈ (0, 1/2), (n log n)µ(κn,ρ = 0)→ φΣρ(0) as n→∞,

where φΣρ is the density of the Gaussian random variable in (5.1). This local limit theorem implies
the recurrence of the associated Lorentz process on the plane. The proofs of [SV07] use the Nagaev-
Guivarc’h method with the Banach spaces of Young towers, building in several respects on [BG06],
see also Chapter 3 of the present dissertation.

Actually, the limit theorem (5.1) was also proved by an alternative method in [DC09]. This
is based on a direct estimation of the characteristic function, as in Chapter 4 of the present
dissertation. On top of (5.1), [DC09] also proved the weak invariance principle (or functional
limit law) for ∆n, analogous to our Theorem E. Several more recent works, eg. [P1̀9], [PT21] and
[MPT22], study the mixing properties of the Z2 extension (M̃, T̃ , µ̃).

The Boltzmann-Grad limit. From a different perspective, in a series of works [MS11a, MS11b],
Marklof & Strömbergsson studied the Boltzmann-Grad limit of the periodic Lorentz gas. This
corresponds to letting the scatterer size ρ→ 0 and investigating the displacement in the rescaled
continuous time T = ρt (so that the mean free path remains bounded). In particular, [MS11a]
proves that, in this Boltzmann-Grad limit, the displacement of the particle converges, on any
finite time interval, to an explicitly given Markov process. Marklof & Tóth [MT16] then studied
the large time asymptotic of this Markov process, and obtained a limit law and a weak invariance
principle with the non-standard normalization

√
T log T .

These results on the Boltzmann-Grad limit scenario hold in any dimension, not just in d = 2
as the results for fixed ρ mentioned above. For more details, we refer to the original references.
What is most relevant for us is that [MT16, Theorem 1.1] and [MT16, Theorem 1.3] are reduced
to discrete time statements that can be formulated in terms of the behavior of κn,ρ in the limits
ρ→ 0 first and then n→∞. In particular, [MT16, Theorem 1.2] states for d = 2 that:

κn,ρ

ρ−1
√
n log n

D
=⇒ N (0,Σ) as ρ→ 0 followed by n→∞, (5.5)

where κn,ρ and Σ are as in (5.4). 2

Results on the joint limit of ρ→ 0 and n→∞. The limit laws (5.4) and (5.5) naturally
raise the question (formulated also in [MT16]) if it is possible to handle a simultaneous scaling of
ρ→ 0 and n→∞. Theorem I below, a result from [BBT23], makes a step in that direction.

Theorem I. Let Σ be as in (5.3) and

bn,ρ =

√
n log(n/ρ2)

ρ
.

There exists a function M(ρ) with M(ρ)→∞ as ρ→ 0 such that

κn,ρ
bn,ρ

D
=⇒ N (0,Σ), as n→∞ and ρ→ 0 such that M(ρ) = o(log n).

2Actually, [MT16, Theorem 1.2] is stated for ∆ instead of κ, but as mentioned above, these two functions are
cohomologous.
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For the explicit form of M(ρ), we refer to section 5.3, at this stage we mention that this
quantity depends on the rate of correlation decay for Hölder observables as ρ→ 0. In particular,
as we discussed above, it is known that∣∣∣∣∫

M

ψ1 · ψ2 ◦ Tnρ dµ
∣∣∣∣ ≤ Cρ(ψ1, ψ2) · θ̂nρ for all n ≥ 0, (5.6)

where ψ1 : M → R and ψ2 : M → R are Hölder continuous, centered, and θ̂ρ < 1 may depend
on the Hölder exponent, while Cρ = Cρ(ψ1, ψ2) > 0 on the Hölder norm of these functions, and
both of these constants depend also on ρ (ie. on the billiard table). It is essentially the constant

Cρ and θ̂ρ that determine M(ρ) in Theorem I. Let us make two further comments on correlation
decay estimates.

• It is important to emphasize that the observable κρ is unbounded, the bound (5.6) does not
apply to it. Hence, even for fixed ρ, the autocorrelations of κρ have to be studied directly, as
in the analogous Lemma 4.10. Mixing rates of κρ are discussed in more detail in section 5.3
below.

• Several powerful methods have been designed to prove bounds of the form (5.6) – in par-
ticular using quasi-compactness of the transfer operator on Young towers ([You98]) or
anisotropic Banach spaces ([DZ11]), coupling of standard pairs ([CM06, Chapter 7]) or
most recently, Birkhoff cones ([DL21]). However, each of these methods involve some non-
constructive compactness argument which is the reason why there is no explicit information
available on how the rate of decay (ie. Cρ and θ̂ρ) depend on ρ. For instance, in the frame-
work of quasi-compact transfer operators, this corresponds to having effective bounds on
the essential spectral radius, but not on the spectral gap. This is a major source of unknown
dependence of the quantity M(ρ) on ρ in Theorem I.

It is also important to note that under the condition M(ρ) = o(log n) we have

bn,ρ

(ρ)−1
√
n log n

→ 1,

which shows that our Theorem I is indeed a direct analogue of both (5.4) and (5.5).
Comments on the random Lorentz gas. Let us mention the work of Lutsko and Tóth, [LT20],

which studies the analogous question of scatterer size tending to zero simultaneously with time
tending infinity in the context of the d = 3 dimensional random Lorentz gas. However, the
setting of [LT20] differs from ours in several respects. The random Lorentz gas, where additional
randomness arises from the placement of the scatterers, has almost surely finite horizon, which
results in diffusive behavior, in contrast to the superdiffusivity arising in our case. Furthermore,
the starting point of Lutsko & Tóth is the Boltzmann Grad limit of the random Lorentz gas,
and accordingly, [LT20] can handle situations when time tends to infinity at a sufficiently slow
pace in relation to the scatterer size tending to 0. In contrast, the starting point of our work is
the superdiffusive limit in the infinite horizon periodic Lorentz gas with fixed scatterer size, and
accordingly we can handle situations when time tends to infinity at a sufficiently fast pace in
relation to the scatterer size tending to 0.

Upper bounds on the rates of mixing of the billiard flow. The other main result
of Chapter 5, stated in Theorem J below, concerns the rate of correlation decay in the billiard
flow associated to infinite horizon Lorentz gases. This can be regarded in the usual way (cf.
section 2.2.2) as a suspension flow (Mτ ,Φt, µτ ) of the billiard map (M,T, µ), just this time the
roof function τ is unbounded. It is important to point out that in theorem J below we consider the
billiard on the torus T2, and that the result applies to arbitrary infinite horizon configurations,
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not just the one with a single circular scatterer. Based on the tails of the distribution of τ , it has
been conjectured back in [FM88] that the rate of correlation decay for the flow is O(t−1).

Note that in the setting of the billiard maps, analogous results on O(n−1) decay rate had
been obtained earlier in the papers [Mar04], [CZ05], [CZ08] for various examples, in particular
for planar semi-dispersing billiard maps, which can be obtained eg. by placing a single circular
scatterer on the square, instead of the torus. However, as explained in section 2.2.2, studying
decay rates of the flow are more difficult than for the map. To demonstrate this, let us recall
that for finite horizon dispersing billiards exponential decay rates for the map were first proved
in [You98], while for the flow much later, in [BDL18]. In the case of infinite horizon, as mentioned
above, the map mixes exponentially on Hölder observables, and the natural question that arises
concerns the rates of correlation decay for the flow. Theorem J from [BBM19] gives an affirmative
answer to this long standing conjecture (dating back, as mentioned above, to [FM88]). To state
it, recall from Definition 3.4 the terminology and notations related to smoothness along the flow
direction.

Theorem J. Consider a planar dispersing billiard flow (Mτ ,Φt, µτ ) with infinite horizon, and as-
sume that v : Mτ → R and w : Mτ → R are smooth along the flow direction. Then Corr(v, w; t)�
1
t .

In fact, it is enough if one of the two observables, say v, is smooth along the flow direction,
and the other is Hölder continuous. Also, it suffices if v ∈ Cm,η(M) for some η ∈ (0, 1] and for
some fixed m ≥ 1, which in principle could be estimated with difficulty, but it is likely to be quite
large. Also, the above result has been preceded by several works on the decay rates of hyperbolic
semiflows and flows. We give a brief overview in section 5.3 below, and refer to the papers [BBM19]
and [Mel18] for further details.

5.3 Ingredients of proofs

5.3.1 Geometry of long flights

The purpose of this section is to collect some useful estimates on the distribution of the (discrete)
free flight function κρ : M → Z+. Although often these estimates date back to earlier works, we
will mostly refer to the exposition in [BBT23], as one of our main concerns is the dependence on
ρ, which typically requires a reconsideration of the arguments.

Let us start with pointing out that throughout, we will use the coordinate θ ∈ S1 (parameter-
ized as θ ∈ [0, 2π] with endpoints identified) to locate the position on the boundary of the circular
scatterer. The coordinate θ is then related to the usual arclength as r = ρθ. This way we may use
the same phase space

M =
{

(θ, ϕ) | θ ∈ [0, 2π), ϕ ∈
[
−π

2
,
π

2

]}
for every value of ρ. On M , we will use a clockwise orientation for both θ and ϕ, and in these
coordinates the Liouville measure µ takes the form

dµ =
1

4π
cosϕ · dθ dϕ (5.7)

which is again independent of ρ. Note, however, that the function κρ depends on ρ.
In what follows, first we discuss why the covariance matrix (5.2) has the limiting behaviour

(5.3). Then we include Lemma 5.3 to explain why Σρ in (5.2) is the covariance matrix for fixed ρ.

Corridor structure. The argument below is essentially from [BBT23], but see also [Det12] or
[NSV14] for similar computations. Let O` denote the circular scatterer of radius ρ placed at the
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lattice point ` ∈ Z2. The computation of the asymptotics of µ(x ∈ ∂O0× [−π2 ,
π
2 ] : κρ(x) = (p, q)),

in the limit as the norm of (p, q) ∈ Z2 tends to infinity is based on the division of the phase
space according to corridors. These are infinite strips on R2 in rational directions given by some
ξ ∈ Z2\{0} that are, for ρ sufficiently small, disjoint from all scatterers (but maximal with respect
to this property), and periodically repeated under integer translations. As soon as ρ < 1

2 , there

are infinite corridors parallel to the coordinate axes. If ρ < 1
4

√
2, then corridors at angles of ±45◦

open up, and the smaller ρ becomes, the more corridors open up at rational angles.
Given 0 6= ξ ∈ Z2 and ρ > 0 sufficiently small, there are two corridors simultaneously tangent

to O0 and Oξ, one corridor on either side of the arc connecting 0 and ξ. The widths of the corridors

are denoted by dρ(ξ) and d̃ρ(ξ), see Figure 5.4.

L
d̃ρ(ξ)

dρ(ξ)

ξ′

ξ′′

0

ξ

• • • • • • • •

• • • • • • • •

• • • • • •• •

• • • • • • • •

• • • • • • • •

Figure 5.4: Corridors tangent to the scatterers at 0 and ξ = (3, 2)

Lemma 5.1. If ρ = 0 and ξ = (p, q) ∈ Z2 is expressed in lowest terms, then

d0(ξ) = d̃0(ξ) =
1

|ξ|
.

For ρ > 0, the actual width of the corridor is then dρ(ξ) = d̃ρ(ξ) = max{0, |ξ|−1 − 2ρ}.
Remark 5.2. Let us call these two corridors in the direction ξ the ξ-corridors. They open up only
when ρ < d0(ξ)/2 = d̃0(ξ)/2. For ρ = 0, the common boundary (called ξ-boundary) of the two
ξ-corridors is the line through 0 and ξ. The other boundaries are lines parallel to the ξ-boundary,
going through lattice points that are called ξ′ and ξ′′ in the proof below. For ξ = (p, q) (with
gcd(p, q) = 1), these points ξ′ = (p′, q′), ξ′′ = (p′′, q′′) are uniquely determined by ξ in the sense
that p′/q′ and p′′/q′′ are convergents preceding p/q in the continued fraction expansion of p/q. In
particular |ξ′|, |ξ′′| ≤ |ξ|. In the sequel, we usually only need one of these two ξ-corridors, and we
take the one with ξ′ in its other boundary.

Proof. If (p, q) = (0,±1) or (±1, 0), then clearly d0(ξ) = d̃0(ξ) = 1, so we can assume without loss
of generality that p ≥ q > 0. Let L be the arc connecting (0, 0) to (p, q). The corridors associated
to ξ intersect [0, p]× [0, q] in diagonal strips on either side of L.
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Let q
p = [0; a1, . . . , an = a] be the standard continued fraction expansion with a ≥ 1, and the

previous two convergents are denoted by q′/p′ and q′′/p′′, say q′′/p′′ < q/p < q′/p′ (the other
inequality goes analogously). Therefore q′p− qp′ = 1 and q′′p′ − q′p′′ = −1. Also

(a− 1)q′ + q′′

(a− 1)p′ + p′′
<
q

p
<
q′

p′

are the best rational approximations of q/p, belonging to lattice points ξ′ above L and ξ′′ below
L. The vertical distance between ξ′ and the arc L is |q′ − p′ qp | = 1

p |q
′p − p′q| = 1

p . The vertical

distance between L and ξ′′ is

((a− 1)p′ + p′′)
q

p
− ((a− 1)q′ + q′′) =

1

p
((a− 1)(qp′ − q′p) + qp′′ − q′′p)

=
1

p
(1− a+ (aq′ + q′′)p′′ − (ap′ + p′′)q′′)

=
1

p
(1− a+ a(q′p′′ − q′′p′)) =

1

p
.

The corridor’s diameter is perpendicular to ξ, so d0(ξ) is computed from this vertical distance as
the inner product of the vector (0, 1/p)T and the vector ξ = (p, q)T rotated over 90◦:

1√
p2 + q2

〈(
0

1/p

)
,

(
−q
p

)〉
=

1√
p2 + q2

=
1

|ξ|
.

The computation for d̃0(ξ) = |ξ|−1 is the same.

Let us introduce (see also Figure 5.5)

Ψρ ={ξ = (p, q) ∈ Z2 \ 0 | g.c.d.(|p|, |q|) = 1, p2 + q2 ≤ (2ρ)−2};
Ψρ;0 ={ξ = (p, q) ∈ Ψρ | 0 ≤ q ≤ p}.

������

Figure 5.5: The set Ψρ. Red dots are primitive lattice points in Z2.

To proceed to the analysis of the expression (5.2), instead of summing on points x ∈ Xρ, we
prefer to sum on corridors parallel to some ξ ∈ Ψρ, with ξ = κρ(x). Note that to each ξ there
correspond two corridors at the “top” and at the “bottom” of the scatterer – the ξ′ and the ξ′′

corridors on Figure 5.4 – which account for a factor 2 when summing on ξ ∈ Ψρ instead of x ∈ Xρ.
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Note, furthermore, that to each corridor there also correspond two singular phase points x ∈ Xρ

pointing in opposite directions, however, this effect is already taken into account by including
both (p, q) and (−p,−q) in Ψρ. This way we reduce (5.2) to

Σρ =
1

4ρπ

∑
ξ∈Ψρ

d2(ξ)

|ξ|
· ξ ⊗ ξ.

Now to reduce to Ψρ;0, let us introduce the following equivalence relation on Z2.

Let ((p, q) =)ξ ∼= ξ̄(= (p̄, q̄)) if (p̄, q̄) = (±p,±q) or (p̄, q̄) = (±q,±p)

and note that |ξ| = |ξ̄| and thus d(ξ) = d(ξ̄) for ξ ∼= ξ̄, while for ξ ∈ Z2 fixed we have∑
ξ̄∼=ξ

ξ̄ ⊗ ξ̄ = 4|ξ|2 ·
(

1 0
0 1

)
.

This implies

Σρ = Aρ

(
1 0
0 1

)
with Aρ =

1

ρπ

∑
ξ∈Ψρ;0

d2(ξ) · |ξ| =
1

8ρπ

∑
ξ∈Ψρ

d2(ξ) · |ξ|. (5.8)

Now recall that for f, g : R+ → ∞, f(R) ∼ g(R) means that lim
R→∞

f(R)
g(R) = 1. The rest of the

computation relies on the following Formula on the asymptotics of primitive lattice points in a
circular disc (see for example [HN96]):

for any a > −2 we have:
∑
ξ∈Ψρ

|ξ|a ∼ 1

ζ(2)

2π · (2ρ)−a−2

a+ 2
=

12 · (2ρ)−a−2

π(a+ 2)
as ρ→ 0,

where ζ is the Riemann zeta function, hence ζ(2) = π2

6 . By the above Formulae and Lemma 5.1:

Aρ =
1

8ρπ

∑
ξ∈Ψρ

(
|ξ|−1 − 4ρ+ 4ρ2|ξ|

)
∼ 1

8ρπ
· (2ρ)−1

(
12

π
− 12

π
+

4

π

)
=

1

4ρ2π2

which implies (5.3).

Tail of κρ. To complete the picture concerning the asymptotic variance in the limit law for κρ,
here we discuss the following Lemma.

Lemma 5.3. For any ρ fixed, we have

µ(|κρ|2 · 1|κρ|<R) ∼ 2Aρ · log(R) (5.9)

as R→∞, where Aρ is defined in (5.8) above.

Now by Lemma 5.3 we have that if κρ, κρ ◦ Tρ, . . . was an i.i.d. sequence with this blow-up
of the variance, then (5.4) (and thus (5.1)) would follow. Note the factor 2 in (5.9) which is in
accordance with the doubling effect discussed in Theorem H.

Lemma 5.3 actually dates back to [Ble92] and it relies on the fact that large values of κρ occur
along corridors. Let is introduce

Dξ,m = {x = (θ, ϕ) ∈M |κρ(x) = ξ′ +mξ}; for some ξ ∈ Ψρ and m ≥ 1.
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ϕ = −π
2

ϕ = +π
2

θ = 0 θ = 2π

S0

S0

S−1

from

O−ξ

S−1

from

Oξ

S−1

from

O−κρ

Hk0

H−k0

θ−ξ
•

θκρ
•

(θ′κρ , ϕ
′
κρ)

•

•

Figure 5.6: The parameter subset M0 with singularity lines and κρ = ξ′ −mξ.

Our aim is to obtain estimates on the asymptotics of µ(Dξ,m) as m → ∞. In the computation
below, which is from [BBT23], we consider the geometry of TρDξ,m; which is suitable for our
purposes as µ(Dξ,m) = µ(TρDξ,m) by the invariance of µ. Also, we occasionally use the notation
M(0,0) instead of M for the phase space to indicate that we consider the scatterer O(0,0), at the
specific position (0, 0) ∈ Z2.

Recall that S0 = {ϕ = ±π2 } is a discontinuity of the billiard map corresponding to grazing
collisions. The forward and backward discontinuities are

Sn = ∪ni=0T
−i
ρ (S0) and S−n = ∪ni=0T

i
ρ(S0),

so that Tnρ : M \ Sn →M \ S−n is a diffeomorphism. Let us also recall that we line the curve S0

with homogeneity strips

Hk ={(θ, ϕ) ∈M |π/2− k−r0 ≤ ϕ ≤ π/2− (k + 1)−r0} for k ≥ k0,

H−k ={(θ, ϕ) ∈M | − π/2 + k−r0 ≤ ϕ ≤ −π/2 + (k + 1)−r0} for k ≥ k0, (5.10)

H0 ={(θ, ϕ) ∈M | − π/2 + k−r00 ≤ ϕ ≤ π/2 + k−r00 };

for a fixed number r0 > 1. The standard value is r0 = 2, but as distortion results and some other
estimates improve when r0 is larger, we choose the optimal value of r0 later.

The set S−1 consists of multiple curves inside M(0,0), one for each scatterer from which a
particle can reach O(0,0) in the next collision. In Figure 5.6 we consider the corridor in the direction
of ξ ∈ Z2, and depict the parts of S−1 coming from scatterers Oξ, O−ξ and O−κρ for some scatterer
on the other side of this corridor.
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O0O−ξ

Oκρ

α

Figure 5.7: A corridor collision map from O−ξ and O−κρ to O0.

Lemma 5.4. For the ξ-corridor, let (θ−ξ,
π
2 ) ∈ M(0,0) be the point of intersection of S0 and the

part of S−1 associated to the scatterer O−ξ, and (θκρ ,
π
2 ) ∈ M(0,0), κρ ◦ T−1

ρ = ξ′ − mξ, be the
point of intersection of S0 and the part of S−1 associated to the scatterer Oκρ = Oξ′−mξ at the
other side (i.e., the ξ′-boundary) of the ξ-corridor. Let (θ′κρ , ϕ

′
κρ) be the intersection of the parts

of S−1 associated to the scatterers O−ξ and the scatterer Oκρ . These are the red, blue and green
points, respectively, on the phase space sketch of Figure 5.6, with corresponding red, blue and green
trajectories, respectively on Figure 5.7. Then

|θ−ξ − θκρ | =
dρ(ξ)

|ξ|m

(
1 +O

(
ρ

|ξ|m

))
and

π

2
− ϕ′κρ =

√
2dρ(ξ)

ρm

(
1−O

(
ρ

|ξ|
− 1

m
+

√
dρ(ξ)ρ

|ξ|
√
m

))
.

Proof. The angle θ−ξ refers to the point where the common tangent line of O(0,0) and O−ξ touches
O(0,0), see the blue trajectory on Figure 5.7. For the value θκρ , κρ ◦ Tρ = ξ′ −mξ, we take the

common tangent line to O(0,0) and Oκρ which has slope
dρ(ξ)
m|ξ|

(
1 +O( ρ

|ξ|m )
)

. This is then also

|θ−ξ − θκρ |.

O0O−ξ• •

•R

• Q
•

P
•Q
′

α

−θ′κρ

−ϕ′κρ
ϕ′κρ

|ξ|

|ξ| − ρ sin θ′κρ

Figure 5.8: Illustration of the proof of Lemma 5.4
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Now for the other endpoint of this piece of S−1, consider the common tangent line to O−ξ

and Oκρ which has slope tanα :=
dρ(ξ)

(m−1)|ξ| (1 +O( ρ
|ξ|(m−1) )), hitting the scatterer O(0,0) in point

P . This is the green trajectory on Figure 5.7, with its section between scatterers Oξ and O(0,0)

depicted on Figure 5.8. If this line is extended inside O0, it hits the vertical line through the center
O0 in the point Q, see Figure 5.8. Let also R be the tangent point of O0 to the corridor, and
Q′ is the point on O0R at the same horizontal height as P , indicated also on Figure 5.8. Then
|RQ| = |ξ| sinα whereas |O0Q

′| = ρ− (|ξ| − ρ sin θ′κρ) sinα = ρ cos θ′κρ . The latter gives

θ′κρ =

√
2|ξ|
ρ

sinα

(
1−O(

ρ

|ξ|
sin θ)

)
=

√
2dρ(ξ)

ρm

(
1−O(

ρ

|ξ|
− 1

m
)

)
.

The triangle 4PO0Q has angles ϕ′κρ , α+ π
2 and θ′κρ , which add up to π. Hence

π

2
− ϕ′κρ = α+ θ′κρ =

√
2dρ(ξ)

ρm

(
1−O

(
ρ

|ξ|
− 1

m
+

√
dρ(ξ)ρ

|ξ|
√
m

))
(5.11)

as claimed.

To denote the m-dependence more explicitly, we will denote θκρ , ϕ
′
κρ and θ′κρ from the proof of

Lemma 5.4 by θm, ϕ
′
m and θ′m. It follows that the sets TρDξ,m are, in leading order in m, slanted

stripes in M , with

vertical extension: ϕ′m ≤ ϕ ≤
π

2
; with

π

2
− ϕ′m ∼

√
2dρ(ξ)

ρm
and

horizontal extension: θm+1(ϕ) ≤ θ ≤ θm(ϕ); with θm − θm+1 ∼
dρ(ξ)

|ξ|m2
.

Taking into account also the density of µ from (5.7), this implies

µ(Dξ,m) = µ(TρDξ,m) ∼ 1

4π

(dρ(ξ))
2

|ξ|ρm3
.

From this Formula, (5.9) follows by summation.

5.3.2 Further comments on the proof of Theorem I

The proof of Theorem I uses primarily the Nagaaev-Guivarc’h (or perturbed transfer operator)
method, described in section 2.2.1, and applied also in the proof of Theorem A (see Chapter 3).
However, the standard pairs (on which the proof of Theorem D strongly relies) also play an
important role in the argument.

The Nagaaev-Guivarc’h method requires: 1) the existence of a Banach space (B, ‖ ‖B) on which
the transfer operator Pρ of Tρ has a spectral gap; 2) the perturbed transfer operator (Pρ(t)ψ =
P (eitκρ · ψ) for ψ ∈ B) has sufficiently good continuity estimates ‖Pρ(t) − Pρ(0)‖B ≤ C|t|ν ; the
larger ν > 0, the better.3 Regarding 1), it turns out to be more advantageous to use, instead of the
Young tower spaces applied in the stadium case (see Chapter 3) or in the paper [SV07] for fixed
ρ, the Demers-Zhang anisotropic Banach spaces, see section 2.2.1. We exploit in particular that,
using a Lasota-Yorke inequality on the associated strong space B and weak space Bw, Demers &
Zhang [DZ11, DZ13, DZ14] established the spectral gap for every fixed ρ.

3In [BBT23] this (perturbed) transfer operator is denoted by Rρ, however, we prefer to use Pρ here to keep the
notation consistent with the previous chapters of the dissertation.
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Regarding 2), as in Keller & Liverani [KL99], one could work with the weak space. In [BBT23]
we establish continuity estimates in the strong and weak Banach spaces, neither of which have
been obtained previously in the context of infinite horizon dispersing billiards. These continuity
estimates are, however, O(|t|ν) for ν < 1/2 with explicit dependence on ρ, in both the strong and
the weak spaces. This exponent ν is too small to obtain the asymptotics of the leading eigenvalue
of Pρ(t) directly. Therefore we resort to a decomposition of the eigenvalue in several pieces, and
exploit a bootstrap of the standard pairs argument from [DC09, Proposition 9.1] (an analogue of
Proposition 4.10 from Chapter 4) to deal with some parts of the estimate.

The construction of the Banach spaces and the continuity estimates use the following key
ingredients.

Admissible curves. The norms of B and Bw are defined by the dual action on test functions
supported on a suitable class of admissible curves, W ∈ Ws, the construction is recalled in
[BBT23, section 4], and we refer to [DZ14] for full details. Because of this dual character, instead
of evolving unstable curves by T , it is more appropriate to consider the analogous evolution of
stable curves W ∈ Ws under T−1, in particular the growth lemma (see below) can be equivalently
formulated in this context.

To belong in the admissible class Ws, as in [DZ14], W has to satisfy some criteria – W is
included in a single homogeneity layer, its tangent belongs to the stable cone, and its curvature is
uniformly bounded. Nonetheless, on top of that, there is an additional requirement: if |W | denotes
the length of the curve, then

|W | < δ0 where δ0 = cρν , for some uniform c� 1 and 0 ≤ ν < 1

2
− 1

2r0
. (5.12)

We recall that r0 is the index of the homogeneity layers in (5.10). For ν = 0, the condition (5.12)
is the usual uniform (also in ρ) upper bound on the length of admissible curves; the version with
positive ν is needed to establish the continuity estimate for the perturbed transfer operator (with
the same exponent ν) mentioned above.

Growth lemma. Consider some admissible stable curve W ∈ Ws, and let Vi (i = 1, 2, . . . )

denote the connected and homogeneous components of T−1W . Then W =
∞⋃
i=1

TVi, and, by ex-

pansion of stable vectors under T−1, the |Vi| are larger than the |TVi|. As mentioned earlier,
growth lemmas express that this growth is stronger, in a statistical sense, than the partitioning
caused by singularities and the boundaries of homogeneity layers. In our case, Lemma 5.5 below
specifically states that this phenomenon is (i) uniform in ρ and (ii) effective even when compared
to some weight associated to long flights. By construction, the discrete free flight function κρ takes
a constant value on Vi, which we denote by κ(Vi). It is also important to note that, as the Vi are
homogenous, the distortion bounds on T |Vi are uniform in W ∈ Ws and also in ρ, see [BBT23,
Appendix B].

Lemma 5.5. Assume 0 ≤ ν < 1
2 −

1
2r0

. Then there is a constant C > 0, uniform in ρ, ν and r0

such that ∑
i

|κρ(Vi)|ν
|TρVi|
|Vi|

≤ C
(
ρ+ ρ−ν δ0

)
for every stable leaf W ∈ Ws.

Remark 5.6. (i) Since |W | ≤ δ0 ≤ cρν , there is θ∗ < 1, uniform in ρ, such that

∑
Vi

|κρ(Vi)|ν
|TρVi|
|Vi|

≤ 3C(ρ+ c) ≤ θ∗, (5.13)
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for ρ sufficiently small, and c chosen appropriately small in (5.12). We note that this statement
is new even for ν = 0, as θ∗ is uniform in ρ.

(ii) As for forthcoming estimates it is useful to have ν > 1
3 , we can take r0 = 5 and thus ν = 3

8 .

For the proof of Lemma 5.5, we refer to [BBT23, section 3]. The main challenge is that, when
summing on the Vi, we have to take into account a growing number of corridors, yet obtain
estimates uniform in ρ.

Banach spaces and spectral gap. As mentioned above, following the exposition of [DZ14],
the Banach spaces B and Bw are constructed as distributions acting on test functions supported
on admissible stable curves. Technically these spaces are obtained by closing C1(M), the space
of continuously differentiable functions, with respect to carefully constructed strong and weak
norms. For h ∈ C1(M), the action of the transfer operator Pρ is defined by duality as∫

M

(Pρh) · ψ d (Leb) =

∫
M

h · ψ ◦ Tρ d (Leb)

where Leb denotes Lebesgue measure on M . The following properties can be proved as in [DZ14]:

- There exist β > 0 and p > 0 such that Cβ(M) ↪→ B ↪→ Bw ↪→ (Cp(M))′, where Cβ(M) and
(Cp(M))′ denote the space of Hölder continuous functions, and its dual, respectively.

- The unit ball of B is relative compact in BW .

- The transfer operator with the weak and the strong norms satisfies a Lasota-Yorke inequality:
there exist some N ≥ 1 and σ < 1 (both uniform in ρ) and some Cδ0 > 0 (which may depend
on δ0 from (5.12), and thus on ρ) such that

‖PNρ h‖B ≤ σN‖h‖B + Cδ0‖h‖Bw .

- By the previous two items the operator P is quasicompact, in particular its essential spectral
radius is bounded by some σ < 1, uniformly in ρ. Outside a disc of radius less than 1, the
spectrum of P consists of finitely many eigenvalues of finite multiplicity.

- Mixing of Tρ with respect to µ implies that the peripheral spectrum consists of the simple
eigenvalue 1. This implies that Pρ has a spectral gap:

Pnρ =Πρ +Qnρ ; ∀n ≥ 1, where

Πρ is the projection onto the 1 dimensional subspace spanned by µ

and there exist Cρ > 0 and θ̂ρ < 1 such that (5.14)

‖Qnρ‖ ≤ Cρ(θ̂ρ)n.

Here γρ = 1 − θ̂ρ is the spectral gap of Pρ. It is important to note that, in contrast to the
essential spectral radius σ above, the constants Cρ and γρ do depend on ρ, and actually,
there is no information available on their specific form of dependence.

- The above spectral bounds imply that Tρ has exponential decay of correlations on Hölder
continuous functions, in the sense of (5.6).

Perturbed transfer operator and its leading eigenvalue. The perturbed transfer oper-
ator Pρ(t) is defined, for t ∈ R2 as

Pρ(t)h = Pρ(e
itκρh), for h ∈ B.
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It is related to the characteristic function of κn,ρ by

µ(eitκn,ρ) = µ((Pρ(t))
n1)

where 1 ∈ B is the function identically equal to 1 on M , and µ(·) denotes integration with respect
to the Liouville measure µ. As discussed in [BBT23, sction 5], it follows from Lemma 5.5 that

‖Pρ(t)− Pρ‖B � ρ−ν · |t|ν . (5.15)

Recall from Remark 5.6 that, with an appropriate choice of r0, we obtain (5.15) with some
ν ∈ ( 1

3 ,
1
2 ), but we can never go up to ν = 1

2 . This estimate implies that, for small |t|, the
spectrum of Pρ(t) depends on t continuously: the spectral gap persists, and there is a leading
simple eigenvalue λρ(t), with λρ(0) = 1, see Figure 5.9.

�

����
���t)

P� P��t�

Figure 5.9: The spectra of Pρ and Pρ(t).

The asymptotic behaviour of the leading eigenvalue λρ(t) for small |t| is the key to Theorem I.
As we have the estimate (5.15) only for ν < 1

2 , which itself is not sufficient to obtain the required
expansion, hence it has to be augmented with additional information on the decay of correlations
for κρ.

Decay of correlations for κρ. Note that the observable κρ is unbounded, hence the bound
(5.6) on the decay of correlations does not apply. The following result by Chernov and Dolgopyat,
see [CD09, Proposition 9.1], is analogous to our Lemma 4.10:

For fixed ρ ∈ (0, 1/2), there exist ϑ̂ρ ∈ (0, 1) and Ĉρ > 0

so that
∣∣∫
M
κρ · κρ ◦ Tnρ dµ

∣∣ ≤ Ĉρ · ϑ̂nρ for all n ≥ 1.
(5.16)

As in the case of Lemma 4.10, the following comments are relevant: the bound does not apply to
n = 0, as κρ does not belong to L2(µ); and the proof is based on standard pair arguments. In
[BBT23, Appendix C], this proof is revisited and extended in several directions.

On the one hand, on top of the mere existence of some Ĉρ > 0 and ϑ̂ρ < 1 in (5.16), we relate

these constants to Cρ and θ̂ρ of (5.6) (cf. also (5.14))4, in particular, we show that (5.16) holds
with

Ĉρ = ρ−
352
85 C

1
17
ρ , ϑ̂ρ = θ̂

1
17
ρ .

On the other hand, to exploit correlation bounds of the type (5.16) in the expansion of the
leading eigenvalue λρ(t) , these have to be combined with the action of the transfer operator Pρ
as follows: there exist ρ-dependent constants γ̂ρ ∈ (0, 1) and Ĉρ > 0 so that for every j ≥ 1,∣∣∣∣∫

M

(eitκρ − 1) (eitκρ − 1) ◦ T jρ dµ−
(∫

M

(eitκρ − 1) dµ
)2
∣∣∣∣ ≤ Ĉρ|t|2(1− γ̂ρ)j . (5.17)

4We also use the notations γρ = 1− θ̂ρ and γ̂ρ = 1− ϑ̂ρ.
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More generally, there exist ρ-dependent constants γ̄ρ ∈ (0, 1) and C̄ρ > 0 so that for every j ≥ 1
and every m ≥ 0 ∣∣∣ ∫

M

(eitκρ − 1) · Pmρ (eitκρ − 1) (eitκρ − 1) ◦ T jρ dµ

−
∫
M

(eitκρ − 1)Pmρ (eitκρ − 1) dµ

∫
M

(eitκρ − 1) dµ

− C
(∫

M

(eitκρ − 1) dµ
)∫

M

(eitκρ − 1) (eitκρ − 1) ◦ T jρ dµ

+ C
(∫

M

(eitκρ − 1) dµ
)3∣∣∣ ≤ C̄ρ|t|2(1− γ̄ρ)m+j , (5.18)

where C = 0 if m = 0 and C = 1 if m ≥ 1, see [BBT23, Propositon C.1].
Now let

M(ρ) = max{Cργ−2
ρ , ρ2C̄ργ̄

−2
ρ }

with Cρ, γρ = 1− θ̂ρ from (5.14), and C̄ρ, γ̄ρ = 1− ϑ̄ρ from (5.18). Based also on other estimates,
especially Lemma 5.3 and the continuity estimate (5.15), in [BBT23, Propositon 6.3] the following
expansion is obtained for the leading eigenvalue of Pρ(t):

1− λρ(t) = µ(1− eitκ) +O(|t|2M(ρ)ρ−2) =
1

ρ2
log(1/|t|)(Σt, t) +O(|t|2M(ρ)ρ−2), (5.19)

where Σ is defined in (5.3). Recall also from the statement of Theorem I that bn,ρ =

√
n log(n/ρ2)

ρ .

The estimate (5.19), along with the spectral description above, then implies that

log
(
Eµ
(
e
it
κn,ρ
bn,ρ

))
=

− n

ρ2
log

(√
n

ρ

√
log(n/ρ2)

|t|

)
· (Σt, t)

(bn,ρ)2
+ n ·O

(
M(ρ)ρ−2 |t|2

(bn,ρ)2

)
=

− 1

2
(Σt, t) · log((. . . )n/ρ2)

log(n/ρ2)
+O

(
M(ρ)

log n
|t|2
)
−→ −1

2
(Σt, t)

where the limit is taken as specified in Theorem I, that is, n → ∞ along with ρ → 0 such that
M(ρ) = o(log n). This implies that the remainder term tends to 0, while in the main term, we
use that the expression (. . . ) is O(log(n/ρ2)). By the Lévy continuity theorem, the limit law of
Theorem I follows.

5.3.3 Further comments on the proof of Theorem J

As we mentioned already in Section 2.2.2, a possible approach to study decay of correlations
for hyperbolic billiard flows is to regard these as suspension flows of Young towers. This is our
viewpoint in [BBM19] for the proof of Theorem J, too, some key steps of which are summarized
below.

We collect notations, some of which have been already introduced in Section 2.2.2 (or elsewhere
in Chapter 2). However instead of R ⊂M we prefer to denote the base of the (hyperbolic) Young
tower by Y ⊂ M . Then r : Y → Z+ is the height of the tower, that is, ∆ = {(y, k) | y ∈ Y ; 0 ≤
k ≤ r(y) − 1}, and we know that r has exponential tails. The tower map (∆, F, µ∆) is then an
extension of the billiard map (M,T, µ). Inside the tower, F just moves up (increases the second
coordinate) and thus most relevant is the action on the top level, which is essentially the return
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map to the base. We will denote this return map by FY : Y → Y , which preserves the probability
measure µY (obtained by conditioning µ on Y ).

Now to move on to the investigation of flows, recall that the billiard flow is a suspension of
(M,T, µ) with the roof function τ : M → R+. τ is unbounded, actually, we have already discussed
its tail properties in the previous section when studying κ. Indeed, τ and |κ| are the length of the
free flight and the discrete free flight, respectively, hence their difference is uniformly bounded.
We will denote the pullback of τ to the tower as h : ∆ → R+. The billiard flow thus can be
modeled by its extension, which is the suspension of the tower map (∆, F, µ∆) with the roof
function h : ∆ → R+. However, it turns out to be more advantageous to model the billiard flow
by another suspension flow.

To this end, let

ψ : Y → R+; ψ(y) =

r(y)−1∑
k=0

h(F ky)

the induced roof function. Let us consider the suspension flow Ht : Y ψ → Y ψ obtained from the
base transformation (Y, FY , µY ) with the roof function ψ : Y → R+, which is another option for
modelling the billiard flow.5 In other words, we consider the return map FY to the base of the
tower Y and the associated induced roof function ψ : Y → R+. (Y, FY , µY ) has great hyperbolic
properties, thus the main concern is to analyze ψ : Y → R+ from various aspects – such as the
tail distribution, the regularity and the non-integrability.

As in Chapters 2 and 3, we will denote the expanding Young towers – obtained, in particular,
by collapsing (∆, F, µ∆) along stable leaves – as (∆̄, F̄ , µ∆̄). The return map to the base of the
expanding Young tower will be denoted as (Ȳ , F̄Ȳ , µȲ ), which is a Gibbs-Markov map, in the sense
of [AD01], see Definition 5.7 below (these transformations were already mentioned in section 3.3.4).
We note, however, that there is no immediate candidate for the construction of an induced roof
function ψ̄ : Ȳ → R+ from ψ : Y → R+ as this later function takes variable values along the
stable leaves of Y .

The first major step towards the proof of Theorem J was made by Melbourne in [Mel09] where
he proved the analogous result in the context of Gibbs-Markov semiflows which are appropriate
suspensions of Gibbs-Markov maps, see below for the description. [Mel09] also had results for
a class of slowly mixing flows which, however, turned out to be too restrictive to include the
billiard examples. Our method of proof in [BBM19] was to extend the result of [Mel09] on Gibbs-
Markov semiflows gradually to various classes of further suspension flows. In each case, the base
transformation is an invertible map FY : Y → Y which is like the first return map to the base of
the (hyperbolic) Young tower, yet, more and more general classes of roof functions ψ : Y → R+

are permitted, covering eventually the case of Theorem J. Below we summarize the main steps of
this gradual extension.

For brevity, slightly abusing notation, we will denote the return map to the base of the Young
tower by F : Y → Y (instead of FY : Y → Y ) and the Gibbs-Markov map obtained by collapsing
Y along stable leaves, by F̄ : Ȳ → Ȳ (instead of F̄Ȳ : Ȳ → Ȳ ).

Gibbs-Markov maps and semiflows. Gibbs-Markov semiflows are built as suspensions
over Gibbs-Markov maps. A standard reference for background material on Gibbs-Markov maps
is [AD01].

Suppose that (Ȳ , µȲ ) is a probability space with an at most countable measurable partition
{Ȳj , j ≥ 1} and let F̄ : Ȳ → Ȳ be a measure-preserving transformation. For θ ∈ (0, 1), define

dθ(y, y
′) = θs(y,y

′) where the separation time s(y, y′) is the least integer n ≥ 0 such that F̄ny and

5In [BBM19] ψ is denoted as ϕ, and Ht is denoted as Ft, however, we prefer to use ψ and Ht to avoid confusion
with other notations used in Chapter 5.
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F̄ny′ lie in distinct partition elements in {Ȳj}. It is assumed that the partition {Ȳj} separates
trajectories, so s(y, y′) =∞ if and only if y = y′. Then dθ is a metric, called a symbolic metric.

A function v : Ȳ → R is dθ-Lipschitz if |v|θ = supy 6=y′ |v(y) − v(y′)|/dθ(y, y′) is finite. Let

Fθ(Ȳ ) be the Banach space of Lipschitz functions with norm ‖v‖θ = |v|∞ + |v|θ.
More generally (and with a slight abuse of notation), we say that a function v : Ȳ → R is

piecewise dθ-Lipschitz if |1Ȳjv|θ = supy,y′∈Ȳj , y 6=y′ |v(y) − v(y′)|/dθ(y, y′) is finite for all j. If in
addition, supj |1Ȳjv|θ <∞ then we say that v is uniformly piecewise dθ-Lipschitz. Note that such

a function v is bounded on partition elements but need not be bounded on Ȳ .

Definition 5.7. The map F̄ : Ȳ → Ȳ is called a (full branch) Gibbs-Markov map if

• F̄ |Ȳj : Ȳj → Ȳ is a measurable bijection for each j ≥ 1, and

• The potential function log(dµȲ /dµȲ ◦ F̄ ) : Ȳ → R is uniformly piecewise dθ-Lipschitz for
some θ ∈ (0, 1).

Definition 5.8. A suspension semiflow H̄t : Ȳ ψ̄ → Ȳ ψ̄ is called a Gibbs-Markov semiflow if
there exist constants C1 ≥ 1, θ ∈ (0, 1) such that F̄ : Ȳ → Ȳ is a Gibbs-Markov map, ψ̄ : Ȳ → R+

is an integrable roof function with inf ψ̄ > 0, and

|1Ȳj ψ̄|θ ≤ C1inf Ȳj ψ̄ for all j ≥ 1. (5.20)

(Equivalently, log ψ̄ is uniformly piecewise dθ-Lipschitz.) It follows that supȲj ψ̄ ≤ 2C1inf Ȳj ψ̄
for all j ≥ 1.

To have a mixing semi-flow, we still need to ensure some kind of non-integrability of the roof
function. This is captured by the somewhat technical Definition 5.9 below. For b ∈ R, we define
the operators

Mb : L∞(Ȳ )→ L∞(Ȳ ), Mbv = eibψ̄v ◦ F̄ .

Definition 5.9. A subset Z0 ⊂ Ȳ is a finite subsystem of Ȳ if Z0 =
⋂
n≥0 F̄

−nZ where Z is

the union of finitely many elements from the partition {Ȳj}. (Note that F̄ |Z0
: Z0 → Z0 is a full

one-sided shift on finitely many symbols.)
We say that Mb has approximate eigenfunctions on Z0 if for any α0 > 0, there exist constants

α, ξ > α0 and C > 0, and sequences |bk| → ∞, ψk ∈ [0, 2π), uk ∈ Fθ(Ȳ ) with |uk| ≡ 1 and
|uk|θ ≤ C|bk|, such that setting nk = [ξ ln |bk|],

|(Mnk
bk
uk)(y)− eiψkuk(y)| ≤ C|bk|−α for all y ∈ Z0, k ≥ 1. (5.21)

Remark 5.10. For brevity, the statement “Assume absence of approximate eigenfunctions” is
the assumption that there exists at least one finite subsystem Z0 such that Mb does not have
approximate eigenfunctions on Z0.

Below we will state explicitly checkable conditions that guarantee absence of approximate
eigenfunctions for some important applications. Most notably, for Gibbs-Markov semiflows arising
from hyperbolic billiard examples, absence of approximate eigenfunctions automatically follows
from the preservation of a contact structure.

Skew product Gibbs-Markov flows. Here we summarize the terminology for skew product
Gibbs-Markov flows from [BBM19, section 3].

Let (Y, d) be a metric space with diamY ≤ 1, and let F : Y → Y be a piecewise continuous map
with ergodic F -invariant probability measure µY . Let Ws be a cover of Y by disjoint measurable
subsets of Y called stable leaves. For each y ∈ Y , let W s(y) denote the stable leaf containing y.
We require that F (W s(y)) ⊂W s(Fy) for all y ∈ Y .
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Let Ȳ denote the space obtained from Y after quotienting by Ws, with natural projection
π̄ : Y → Ȳ . We assume that the quotient map F̄ : Ȳ → Ȳ is a Gibbs-Markov map as in
Definition 5.7, with partition {Ȳj}, separation time s(y, y′), and ergodic invariant probability
measure µȲ = π̄∗µY .

Let Yj = π̄−1Ȳj ; these form a partition of Y and each Yj is a union of stable leaves. The
separation time extends to Y , setting s(y, y′) = s(π̄y, π̄y′) for y, y′ ∈ Y .

Next, we require that there is a measurable subset Ỹ ⊂ Y such that for every y ∈ Y there
is a unique ỹ ∈ Ỹ ∩W s(y). Let π : Y → Ỹ define the associated projection πy = ỹ. Ỹ can be

thought of as one of the unstable leaves included in Y . (Note that Ỹ can be identified with Ȳ ,
but in general π∗µY 6= µȲ .)

We assume that there are constants C2 ≥ 1, γ ∈ (0, 1) such that for all n ≥ 0,

d(Fny, Fny′) ≤ C2γ
n for all y, y′ ∈ Y with y′ ∈W s(y), (5.22)

d(Fny, Fny′) ≤ C2γ
s(y,y′)−n for all y, y′ ∈ Ỹ . (5.23)

Let ψ : Y → R+ be an integrable roof function with inf ψ > 0, and define the suspension flow6

Ht : Y ψ → Y ψ as in section 2.2.2 with ergodic invariant probability measure µψY .
In the context of skew product Gibbs-Markov flows, we suppose that ψ is constant along

stable leaves and hence projects to a well-defined roof function ψ : Ȳ → R+. It follows that the
suspension flow Ht projects to a quotient suspension semiflow H̄t : Ȳ ψ → Ȳ ψ. We assume that H̄t

is a Gibbs-Markov semiflow (Definition 5.8). In particular, increasing γ ∈ (0, 1) if necessary, (5.20)
is satisfied in the form

|ψ(y)− ψ(y′)| ≤ C1infYjψ γ
s(y,y′) for all y, y′ ∈ Ȳj , j ≥ 1. (5.24)

We call Ht a skew product Gibbs-Markov flow, and we say that Ht has approximate eigenfunctions
if H̄t has approximate eigenfunctions (Definition 5.9).

Fix η ∈ (0, 1]. For v : Y ψ → R, define

|v|γ = sup
(y,u),(y′,u)∈Y ψ, y 6=y′

|v(y, u)− v(y′, u)|
ψ(y){d(y, y′) + γs(y,y′)}

, ‖v‖γ = |v|∞ + |v|γ ,

|v|∞,η = sup
(y,u),(y,u′)∈Y ψ, u 6=u′

|v(y, u)− v(y, u′)|
|u− u′|η

, ‖v‖γ,η = ‖v‖γ + |v|∞,η.

(Here |u− u′| denotes absolute value, with u, u′ regarded as elements of [0,∞).) Let Hγ(Y ψ) and
Hγ,η(Y ψ) be the spaces of observables v : Y ψ → R with ‖v‖γ <∞ and ‖v‖γ,η <∞ respectively.

We say that w : Y ψ → R is differentiable in the flow direction if the limit ∂tw = limt→0(w ◦
Ht −w)/t exists pointwise. Note that ∂tw = ∂w

∂u on the set {(y, u) : y ∈ Y, 0 < u < ψ(y)}. Define
Hγ,0,m(Y ψ) to consist of observables w : Y ψ → R that are m-times differentiable in the flow

direction with derivatives in Hγ(Y ψ), with norm ‖w‖γ,0,m =
∑m
j=0 ‖∂

j
tw‖γ .

We can now state the main theoretical results for skew product Gibbs-Markov flows from
[BBM19]. Theorem 5.11 is [BBM19, Theorem 3.1] while Theorem 5.12 is [BBM19, Theorem 3.2],
and are proved in [BBM19, section 4] and [BBM19, section 5], respectively.

Theorem 5.11. Suppose that Ht : Y ψ → Y ψ is a skew product Gibbs-Markov flow such that
ψ ∈ Lq(Y ) for all q ∈ N. Assume absence of approximate eigenfunctions.

Then for any q ∈ N, there exists m ≥ 1 and C > 0 such that

|Corr(v, w; t)| ≤ C‖v‖γ‖w‖γ,0,m t−q for all v ∈ Hγ(Y ψ), w ∈ Hγ,0,m(Y ψ), t > 1.

6Strictly speaking, Ht is not always a flow since F need not be invertible. However, Ht is used as a model for
various flows, and it is then a flow when ψ is the first return to Y , so it is convenient to call it a flow.
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Theorem 5.12. Suppose that Ht : Y ψ → Y ψ is a skew product Gibbs-Markov flow such that
µY (ψ > t) = O(t−β) for some β > 1. Assume absence of approximate eigenfunctions.

Then there exists m ≥ 1 and C > 0 such that

|Corr(v, w; t)| ≤ C‖v‖γ,η‖w‖γ,0,m t−(β−1) for all v ∈ Hγ,η(Y ψ), w ∈ Hγ,0,m(Y ψ), t > 1.

The proof of these theorems is based on bounding the Laplace transform of the correlation
function Corr(v, w; t) by spectral methods, using in particular the absence of approximate eigen-
functions condition, we refer to [BBM19] for details.

General Gibbs-Markov flows. Now we move on to more general classes of flows – in par-
ticular, drop the requirement that ψ is constant along stable leaves. This setup will be suitable
to cover the billiard examples. Let F : Y → Y be a map as in the case of skew product Gibbs-
Markov flows (essentially, the first return map to the base of the Young tower) with quotient

Gibbs-Markov map F̄ : Ȳ → Ȳ , and define Ỹj = Yj ∩ Ỹ . Let ψ : Y → R+ be an integrable roof
function with inf ψ > 1 and associated suspension flow Ht : Y ψ → Y ψ.

We no longer assume that ψ is constant along stable leaves. Instead of condition (5.24) we
require that

|ψ(y)− ψ(y′)| ≤ C1infYjψ γ
s(y,y′) for all y, y′ ∈ Ỹj , j ≥ 1. (5.25)

(Clearly, if ψ is constant along stable leaves, then conditions (5.24) and (5.25) are identical.)

Recall that π : Y → Ỹ is the projection along stable leaves. Define

χ(y) =
∑∞
n=0(ψ(Fnπy)− ψ(Fny)),

for all y ∈ Y such that the series converges absolutely. We assume

(H) (a) The series converges almost surely on Y and χ ∈ L∞(Y ).

(b) There are constants C3 ≥ 1, γ ∈ (0, 1) such that

|χ(y)− χ(y′)| ≤ C3(d(y, y′) + γs(y,y
′)) for all y, y′ ∈ Y .

When conditions (5.25) and (H) are satisfied, we call Ht a Gibbs-Markov flow. (If ψ is constant
along stable leaves then χ = 0, so every skew product Gibbs-Markov flow is a Gibbs-Markov flow.)

Since inf ψ > 0, it follows that ψn =
∑n−1
j=0 ψ ◦ F j ≥ 4|χ|∞ + 1 for all n sufficiently large. For

simplicity we suppose from now on that inf ψ ≥ 4|χ|∞ + 1 (otherwise, replace F by Fn).
Define

ψ̃ = ψ + χ− χ ◦ F. (5.26)

Note that inf ψ̃ ≥ inf ψ − 2|χ|∞ ≥ 1 and
∫
Y
ψ̃ dµY =

∫
Y
ψ dµY , so ψ̃ : Y → R+ is an integrable

roof function. Hence we can define the suspension flow H̃t : Y ψ̃ → Y ψ̃. Also, a calculation shows
that ψ̃(y) =

∑∞
n=0(ψ(Fnπy)−ψ(FnπFy)), so ψ̃ is constant along stable leaves and we can define

the quotient roof function ψ̄ : Ȳ → R+ with quotient semiflow H̄t : Ȳ ψ̄ → Ȳ ψ̄.
Now based on the above construction it can be shown that

- H̃t : Y ψ̃ → Y ψ̃ is a skew product Gibbs-Markov flow.

- the statement on polynomial mixing (Theorem 5.12) extends from the skew product Gibbs-

Markov flow (Y ψ̃, H̃t, µψ̃Y ) to the Gibbs-Markov flow (Y ψ, Ht, µψY ).

In fact, for the case of general Gibbs-Markov flows, the class of observables for which the bound
on decay of correlations holds is slightly more restrictive than for skew product Gibbs-Markov
flows, see [BBM19, Theorem 6.4]. Yet, it can be shown that if v : Mτ → R and w : Mτ → R are
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smooth along the flow direction as in Theorem J, then they lift to observables that belong to this
class. See [BBM19, sections 6 & 7] for details.

In the remainder of this section it is briefly sketched how the required conditions are checked
for infinite horizon dispersing billiard flows.

Condition (H). Checking condition (H) relies on the following two properties of infinite
horizon dispersing billiards:

- The map T : M → M contracts stable manifolds uniformly: there exist C > 0 and λ < 1
such that for x, x′ ∈ M , x′ ∈ W s(x), d(Tnx, Tnx′) ≤ Cλnd(x, x′). Similarly, T−1 contracts
unstable manifolds.

- During free flight, the trajectories are straight lines, which implies that |τ(x) − τ(x′)| ≤
d(x, x′) + d(Tx, Tx′) whenever x, x′ ∈M are in the same continuity component of T . This,
along with the uniform contraction mentioned above, implies the following estimate. Recall
that, for n ≥ 1, τn =

∑n−1
i=0 τ ◦T i. Then there exists C > 0 such that, whenever x′ ∈W s(x),

|τn(x)− τn(x′)| ≤ Cd(x, x′), uniformly in n ≥ 1.

These properties imply the below stated Formulas (5.27) and (5.28) for the map F : Y → Y (the
return map to the base of the Young tower) – see [BBM19, section 9.1] for details. There exist
C1 > 0 and γ < 1 such that, for all y, y′ ∈ Y ,

|ψ(y)− ψ(y′)| ≤ C1d(y, y′) for all y′ ∈W s(y), (5.27)

|ψ(y)− ψ(y′)| ≤ C1γ
s(y,y′) for all y′ ∈Wu(y), s(y, y′) ≥ 1. (5.28)

This ensures that Ht : Y ψ → Y ψ is a Gibbs-Markov flow:

Lemma 5.13. If conditions (5.27) and (5.28) are satisfied, then both (5.25) and condition (H)
holds.

Proof. Recall that Ỹ is one of the unstable leaves in Y . Hence (5.25) is implied by the following
property:

There exists C1 > 0 such that

|ψ(y)− ψ(y′)| ≤ C1C4(d(y, y′) + γs(y,y
′)) for all y, y′ ∈ Y, s(y, y′) ≥ 1. (5.29)

To see (5.29), let z = W s(y) ∩Wu(y′). Then

|ψ(y)− ψ(y′)| ≤ |ψ(y)− ψ(z)|+ |ψ(z)− ψ(y′)|

≤ C1(d(y, z) + γs(z,y
′)) ≤ C1C4(d(y, y′) + γs(y,y

′)),

where C4 is determined by the minimum angle between the stable and the unstable direction.
Now let us proceed to the verification of condition (H). By (5.27) and uniform hyperbolicity

of F , for all y ∈ Y , n ≥ 0,

|ψ(Fnπy)− ψ(Fny)| ≤ C1d(Fnπy, Fny) ≤ C1C2γ
nd(πy, y) ≤ C1C2γ

n

for some C2 > 0. It follows that

|χ(y)| ≤
∑∞
n=0 |ψ(Fnπy)− ψ(Fny)| ≤ C1C2(1− γ)−1.

Hence |χ|∞ ≤ C1C2(1− γ)−1 and condition (H)(a) is satisfied.
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Next, let y, y′ ∈ Y , and set N = [ 1
2s(y, y

′)], γ1 = γ1/2. Write

χ(y)− χ(y′) = A(πy, πy′)−A(y, y′) +B(y)−B(y′),

where

A(p, q) =

N−1∑
n=0

(ψ(Fnp)− ψ(Fnq)), B(p) =

∞∑
n=N

(ψ(Fnπp)− ψ(Fnp)).

By the calculation for |χ|∞, we obtain |B(p)| ≤ C1C2(1 − γ)−1γN for all p ∈ Y . Also, γN ≤
γ−1γ

1
2 s(y,y

′) = γ−1γ
s(y,y′)
1 , so B(p) = O(γ

s(y,y′)
1 ) for p = y, y′.

For n ≤ N − 1 we have s(Fny, Fny′) ≥ 1, and s(Fny, Fny′) = s(y, y′)− n. Then by (5.29),

|ψ(Fny)− ψ(Fny′)| ≤ C1C4(d(Fny, Fny′) + γs(y,y
′)−n) ≤ C(γnd(y, y′) + γs(y,y

′)−n),

where C = 2C2
4C1C2. Hence

|A(y, y′)| ≤
N−1∑
n=0

|ψ(Fny)− ψ(Fny′)| ≤ C
N−1∑
n=0

(γnd(y, y′) + γs(y,y
′)−n)

≤ C(1− γ)−1(d(y, y′) + γs(y,y
′)−N ) ≤ C(1− γ)−1(d(y, y′) + γ

s(y,y′)
1 ).

Similarly for A(πy, πy′). Hence |χ(y)− χ(y′)| � d(y, y′) + γ
s(y,y′)
1 , so (H)(b) holds.

Tail of ψ. To reduce Theorem J to Theorem 5.12, a crucial ingredient is the following Propo-
sition.

Proposition 5.14. µY (ψ > t) = O(t−2).

To prove it, let us recall that the tower is ∆ = {(y, `) ∈ Y × Z : 0 ≤ ` ≤ r(y) − 1} with
probability measure µ∆ = µY × counting/r̄ where r̄ =

∫
Y
r dµY . In the argument below, we

switch back to our original notation F : ∆ → ∆ for the tower map, while FY : Y → Y denotes
the return to the base. Recall also µ = π∗µ∆ where π(y, `) = T `y.

Since

µ∆(x ∈ ∆ : h(x) > t) = µ(x ∈M : τ(x) > t) = O(t−2), while (5.30)

µ(y ∈ Y : r(y) > n) = O(e−cn) for some c > 0, (5.31)

a standard argument shows that µ(ψ > t) = O((log t)2t−2), but this has to be improved.
The crucial ingredient for proving Proposition 5.14 is due to Szász & Varjú [SV07].

Lemma 5.15 ( [SV07, Lemma 16], [CZ08, Lemma 5.1] ). There are constants p, q > 0 with the
following property. Define

Xb(m) =
{
x ∈ ∆ : [h(x)] = m and h(F jx) > m1−q for some j ∈ {1, . . . , b logm}

}
.

Then for any b sufficiently large there is a constant C = C(b) > 0 such that

µ∆(Xb(m)) ≤ Cm−pµ∆(x ∈ X : [h(x)] = m) for all m ≥ 1.

A core phenomenon behind Lemma 5.15 is that given |κ| = m, the conditional expectation of
|κ ◦ T | is �

√
m. This is closely related to the exponential decay of correlations for κ, cf. Formula

(5.16). Let us mention that short range correlations of consecutive long excursions follow a similar
pattern in dispersing billiards with cusps, but are more substantial in stadia, cf. Lemma 4.10,
Remark 4.11 and Lemma 3.9.

To proceed with the proof of Proposition 5.14, define, for b > 0,

Yb(n) = {y ∈ Y : r(y) ≤ b log n and max
0≤`<r(y)

h(F `y) ≤ 1
2n and ψ(y) ≥ n}.
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Corollary 5.16. For b sufficiently large, µY (Yb(n)) = o(n−2).

Proof. Fix p and q as in Lemma 5.15. Also fix b sufficiently large.
Let y ∈ Yb(n). Define h1(y) = max0≤`<r(y) h(F `y) and choose `1(y) ∈ {0, . . . , r(y) − 1} such

that h1(y) = h(F `1(y)y). Define h2(y) = max0≤`<r(y), ` 6=`1(y) h(F `y). Then h1(y) and h2(y) are

the two largest free flights h ◦ F ` during the iterates ` = 0, . . . , r(y)− 1.
We begin by showing that these two flight times have comparable length. Indeed, let mi = [hi],

i = 1, 2. Then n ≤ ψ ≤ h1 + (r − 1)h2 ≤ n/2 + (b log n)h2. Hence

n

2b log n
− 1 ≤ m2 ≤ m1 ≤

n

2
. (5.32)

In particular, m1 > m1−q
2 and m2 > m1−q

1 for large n.
Choose `2(y) ∈ {0, . . . , r(y)− 1} such that `2(y) 6= `1(y) and h2(y) = h(F `2(y)y). We can sup-

pose without loss that `1(y) < `2(y). For large n, it follows from (5.32) that F `1(y)y ∈ Xb(m1(y)).
Hence

Yb(n) ⊂ F−`Xb(m) for some ` < b log n, m ≥ n/(2b log n)− 1,

and so
µ(Yb(n))� µX(Yb(n)× 0) ≤ b log n

∑
m≥n/(2b logn)−1

µX(Xb(m)).

By Lemma 5.15 and (5.30),

µ(Yb(n))� log n
∑

m≥n/(2b logn)−1

m−pµX(x ∈ X : [h(x)] = m)

� log n(n/ log n)−(2+p) = o(n−2),

as required.

Proof of Proposition 5.14
Write max0≤`<r(y) h(F `y) = h(F `1(y)y) where `1(y) ∈ {0, . . . , r(y)− 1}. Then

µY {y ∈Y : max
0≤`<r(y)

h(F `y) > n/2} = r̄µ∆{(y, 0) ∈ ∆ : h(F `1(y)y) > n/2}

= r̄µ∆{(y, `1(y)) : h(F `1(y)y) > n/2} = r̄µ∆{(y, `1(y)) : h ◦ π(y, `1(y)) > n/2}
≤ r̄µ∆{p ∈ ∆ : h ◦ π(p) > n/2} = r̄µ{x ∈M : τ(x) > n/2},

and so µY {y ∈ Y : max0≤`<r(y) h(F `y) > n/2} = O(n−2) by (5.30). Hence it follows from
Corollary 5.16 that

µ{y ∈ Y : r(y) ≤ b log n and ψ(y) ≥ n} = O(n−2).

Finally, by (5.31), µY (r > b log n) = O(n−bc) = o(n−2) for any b > 2/c and so µY (ψ ≥ n) =
O(n−2) as required.

Nonintegrability of ψ. To see that Theorem 5.12 applies in the context of infinite horizon
dispersing billiards, the condition on absence of approximate eigenfunctions still has to be verified.
In this regard, we refer to the following results.

Proposition 5.17 ([BBM19, Porposition 6.6]). Let y1, y2, y3 ∈
⋃
Yj be fixed points for FY , and

let Li = ψ(yi), i = 1, 2, 3, be the corresponding periods for Ht. Let Z0 ⊂ Ȳ be the finite subsystem
corresponding to the three partition elements containing π̄y1, π̄y2, π̄y3.

If (L1 −L3)/(L2 −L3) is Diophantine, then there do not exist approximate eigenfunctions on
Z0.
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The idea that periodic points with Diophantine ratios of their flow periods could be rele-
vant for excluding approximate eigenfunctions is due to Dolgopyat. In [Dol98b], in the context
of Axiom A flows, he assumed a condition analogous to Proposition 5.17, however, with only
two periodic points. The method of [Dol98b] was then extended to suspensions of Young towers
in [Mel07], where a similar condition with four periodic points was used. In more recent work
([Mel18], [BBM19]) then it was shown that three periodic points suffice, in the sense of Proposi-
tion 5.17 above. These Diophantine conditions ensure in particular that absence of approximate
eigenfunctions (and thus, depending on the tails of ψ, the relevant bound on the mixing rates, as
stated in Theorems 5.11 and 5.12) is a typical property, see eg.[Mel07]. Nonetheless, for hyperbolic
billiard examples, it turns out to be more powerful to exploit that the flow preserves a contact
structure.

Let y1, y4 ∈ Y and set y2 = W s(y1) ∩Wu(y4), y3 = Wu(y1) ∩W s(y4). Define the temporal
distance function D : Y × Y → R,

D(y1, y4) =

∞∑
n=−∞

(
ψ(FnY y1)− ψ(FnY y2)− ψ(FnY y3) + ψ(FnY y4)

)
.

It follows from the construction in [Mel18, Section 5.3] that inverse branches FnY yi for n ≤ −1
can be chosen so that D is well-defined.

Lemma 5.18 ( [Mel18, Theorem 5.6]). Let Z0 =
⋂∞
n=0 F

−n
Y Z where Z is a union of finitely many

elements of the partition {Yj}. Let Z̄0 denote the corresponding finite subsystem of Ȳ . If the lower
box dimension of D(Z0 × Z0) is positive, then there do not exist approximate eigenfunctions on
Z̄0.

Lemma 5.18 is particularly useful for flows with a contact structure, in which case a formula
for D in [Kat94, Lemma 3.2] can be exploited and the lower box dimension of D(Z0 × Z0) is
indeed positive, see [Mel09, Example 5.7]. In particular this applies to hyperbolic billiard flows,
such as (both finite and infinite horizon) dispersing billiards.

Remark 5.19. Above we described some key ingredients of the proof of Theorem J from [BBM19].
We note that Theorem C can be proved by similar methods, see [BBM19, section 9.3]. The main
difference is that for stadia instead of T : M → M the induced map T̂ : M̂ → M̂ is to be
considered, which is known to have a Young tower representation with exponential tails. In the
stadium case, the tails of ψ can be estimated as described in [CZ08, section 3].
Thus both Theorems J and C can be proved by reducing them, after applying several approximation
steps, to Theorem 5.12. Let us also note that the proof of Theorem G requires a similar reduction
of the flow in dispersing billiards with cusps to Theorem 5.11. This was initially proved in [BM08]
(building on [Mel07]), and the argument is revisited in [BBM19, Mel18].

83

               balint.peter_60_23



84

               balint.peter_60_23



Bibliography

[AD01] Jon Aaronson and Manfred Denker. A local limit theorem for stationary processes in the
domain of attraction of a normal distribution. In N. Balakrishnan, I.A. Ibragimov, and V.B.
Nevzorov, editors, Asymptotic methods in probability and statistics with applications. Papers
from the international conference, St. Petersburg, Russia, 1998, pages 215–224. Birkhäuser,
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[LT20] Christopher Lutsko and Bálint Tóth. Invariance principle for the random Lorentz gas—
beyond the Boltzmann-Grad limit. Comm. Math. Phys., 379(2):589–632, 2020.

[LY73] A. Lasota and James A. Yorke. On the existence of invariant measures for piecewise
monotonic transformations. Trans. Amer. Math. Soc., 186:481–488 (1974), 1973.

[Mac83] Jonathan Machta. Power law decay of correlations in a billiard problem. J. Statist.
Phys., 32(3):555–564, 1983.

89

               balint.peter_60_23



[Mar04] Roberto Markarian. Billiards with polynomial decay of correlations. Ergodic Theory
Dynam. Systems, 24(1):177–197, 2004.

[Mel07] Ian Melbourne. Rapid decay of correlations for nonuniformly hyperbolic flows. Trans.
Amer. Math. Soc., 359(5):2421–2441, 2007.

[Mel09] Ian Melbourne. Decay of correlations for slowly mixing flows. Proc. Lond. Math. Soc.
(3), 98(1):163–190, 2009.

[Mel18] Ian Melbourne. Superpolynomial and polynomial mixing for semiflows and flows. Non-
linearity, 31(10):R268–R316, 2018.

[MN05] Ian Melbourne and Matthew Nicol. Almost sure invariance principle for nonuniformly
hyperbolic systems. Comm. Math. Phys., 260(1):131–146, 2005.

[MN08] Ian Melbourne and Matthew Nicol. Large deviations for nonuniformly hyperbolic systems.
Trans. Amer. Math. Soc., 360(12):6661–6676, 2008.

[MN09] Ian Melbourne and Matthew Nicol. A vector-valued almost sure invariance principle for
hyperbolic dynamical systems. Ann. Probab., 37(2):478–505, 2009.

[MPT22] Ian Melbourne, Francoise Pene, and Dalia Terhesiu. Local large deviations for periodic
infinite horizon Lorentz gases. Journal d’Analyse Mathématique, to appear, 2022.
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[MT16] Jens Marklof and Bálint Tóth. Superdiffusion in the periodic Lorentz gas. Comm. Math.
Phys., 347(3):933–981, 2016.

[MV20] Ian Melbourne and Paulo Varandas. Convergence to a Lévy process in the SkorohodM1
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[Sim19] Nándor Simányi. Further Developments of Sinai’s Ideas: The Boltzmann–Sinai Hypoth-
esis, pages 287–298. Springer International Publishing, Cham, 2019.
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