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## Notations

## Generally used notations

| $\mathbb{R}$ | the set of real numbers |
| :--- | :--- |
| $\mathbb{Z}$ | the set of integer numbers |
| $\mathbb{R}^{n}$ | $n$-dimensional Euclidean space |
| $\mathbb{R}_{+}^{n}$ | $n$-dimensional positive orthant |
| $\overline{\mathbb{R}}_{+}^{n}$ | $n$-dimensional nonnegative orthant |
| $v_{j}$ | $j$ th element of a vector $v$ |
| $W_{i j}$ or $W_{i, j}$ | $(i, j)$ th element of a matrix $W$ (indexing order: row, column) |
| $W_{i, \cdot}$ | th column of a matrix $W$ <br> $W_{, j}$$\quad j$ th column of a matrix $W$ |
| $\dot{x}$ or $\frac{d}{d t} x$ | time derivative of $x$ |

## Notations for quasi-polynomial and Lotka-Volterra systems

| $y$ | quasi-polynomial (QP) state variable |
| :--- | :--- |
| $z$ | Lotka-Volterra (LV) state variable |
| $y^{*}$ | equilibrium point of the QP system |
| $z^{*}$ | equilibrium point of the LV system |
| $x$ | centered state variable of the LV system (i.e. $\left.x=z-z^{*}\right)$ |
| $A$ | $n \times m$ coefficient matrix of the QP system |
| $B$ | $m \times n$ exponent matrix of the QP system |
| $M$ | $m \times m$ coefficient matrix of the LV system $(M=B A)$ |
| $V$ | entropy-like Lyapunov function: $V(z)=\sum_{i=1}^{m} c_{i}\left(z_{i}-z_{i}^{*}-z_{i}^{*} \ln \frac{z_{i}}{z_{i}^{*}}\right)$ |
| $C$ | $m \times m$ diagonal matrix containing the coefficients of $V:$ |
|  | $\quad C=\operatorname{diag}\left(c_{i}\right), i=1 \ldots, m$ |
| $\Omega$ | $n \times 1$ row vector containing the parameters of time-rescaling |
| $\tilde{A}$ | $n \times(m+1)$ coefficient matrix of the time-rescaled QP system |
| $\tilde{B}$ | $(m+1) \times n$ exponent matrix of the time-rescaled QP system |
| $\tilde{M}$ | $(m+1) \times(m+1)$ LV coefficient matrix of the time-rescaled system |

## Notations for kinetic systems

| $X$ | $n$-dimensional vector of species |
| :--- | :--- |
| $C$ | $m$-dimensional vector of chemical complexes |
| $\left[X_{i}\right]$ | concentration of specie $X_{i}$ |
| $x$ | $n$-dimensional vector of specie concentrations (state variable, $x=[X]$ ) |
| $x^{*}$ | equilibrium concentration vector |
| $\alpha, \beta$ | positive stoichiometric coefficients |
| $C_{i} \rightarrow C_{j}$ | reaction involving reactant (source) complex $C_{i}$ and product complex $C_{j}$ |
| $\mathcal{S}$ | the set of species |
| $\mathcal{C}$ | the set of complexes |
| $\mathcal{R}$ | the set of reactions |
| $k_{j}$ | reaction rate coefficient corresponding to the $j$ th reaction |
| $k_{i j}$ | reaction rate coefficient corresponding to reaction $C_{i} \rightarrow C_{j}$ |
| $\rho_{j}$ | rate of the $j$ th reaction |
| $\rho_{i j}$ | rate of the reaction corresponding to reaction $C_{i} \rightarrow C_{j}$ |
| $Y$ | $n \times m$ complex composition matrix |
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$A_{k} \quad m \times m$ Kirchhoff (or kinetics) matrix
$\psi \in \mathbb{R}^{n} \mapsto \mathbb{R}^{m}$ monomial function of the kinetic system: $\psi_{j}(x)=\prod_{i=1}^{n} x_{i}^{Y_{i j}}$
$S \quad$ stoichiometric subspace of a reaction network
$\Sigma=(\mathcal{S}, \mathcal{C}, \mathcal{R}) \quad$ kinetic system characterized by the triplet $(\mathcal{S}, \mathcal{C}, \mathcal{R})$
$\Sigma=\left(Y, A_{k}\right) \quad$ kinetic system characterized by the pair ( $Y, A_{k}$ )
$\mathcal{N} \quad n \times r$ stoichiometric matrix of a reversible reaction network
$y \quad$ continuous optimization variables
$\delta \quad$ integer optimization variables

## Chapter 1

## Introduction

Although models are "really nothing more than an imitation of reality" [75], their widespread utilization not only in research and development but also in the everyday life of developed societies is clearly indispensable. Due to the (sometimes unnecessary) complexity of system components and their possible interactions, without building, analyzing and simulating appropriate models, we could not predict the outcome of common events like a regular parlamentary election, not to mention the safe operation and maintenance of such involved systems like a modern passanger car or a power plant. When we are interested in the evolution of certain quantities usually in time and/or space, we use dynamic models. The deep understanding and the targeted manipulation of such models' behaviour are in the focus of systems and control theory that now provides us with really powerful methods for model analysis and controller synthesis in numerous classical application fields such as electrical, mechanical and process engineering. [87, 144], [B1]. The key importance of dynamics in the explanation of complex phenomena occurring in living systems is now also a commonly accepted view [137, 2]. Besides the sufficient maturity of systems and control theory, the accumulation of biological knowledge mainly in the form of reliable models and the recent fast development in computer and computing sciences converged to the birth of a new discipline called systems biology, that can hopefully address important challenges in the field of life sciences in the near future [152].

The aim of this thesis is to summarize and present analysis results for certain classes of dynamical systems that are primarily applied in the description of biochemical processes and are given in the form of nonlinear ordinary differential equations (ODEs). The purpose of the present introductory chapter is to briefly outline the state of the art in the fields related to the topic of the thesis without mathematical formulas, and to give the most important motivations of the performed work based thereon.

### 1.1 Background and motivation

### 1.1.1 Nonnegative systems

Nonnegative systems are characterized by the property that all state variables remain nonnegative if the trajectories start in the nonnegative orthant. (If strict positivity of the state elements is required then these models are often referred to as positive systems.) Thus, nonnegative systems play an important role in fields such as (bio)chemistry, economy, population dynamics or even in transportation modeling where the state variables of the models are often physically constrained to be non-
negative [44, 74]. Interesting examples of nonnegative systems from the authors' own experience are the control-oriented simplified model of the primary circuit of the Paks Nuclear Power Plant [J23, J22, J24] and its important subsystem, the pressurizer [J27].

It is important to remark that many non-positive systems can be transformed to the nonnegative (or positive) system class through appropriate coordinates-transformations. The most common way of this is the following. First, the coordinates are shifted into the positive orthant such that the state variables belonging to the studied operation domain (with the possible initial conditions) remain positive. Then there are several possibilities to ensure the nonnegativity of the system. One popular solution is the approach of Samardzija [135] where the distortion of the phase-space can be kept under control in the region of interest. Another possibility is a state-dependent timerescaling of the model [54], [J3]. Naturally, when using such transformations, it has to be always checked that the transformed system preserves the required qualitative properties of the original one.

### 1.1.2 Quasi-polynomial systems

Quasi-polynomial (QP) systems form a wide class of smooth nonnegative systems and they clearly play an increasingly important role in the modeling of dynamical processes. The QP system class was introduced and first analyzed by Prof. Leon Brenig and his group [16, 17]. In [16] it was shown that majority of smooth ODE models can be algorithmically embedded into the QP form, and the so-called quasi-monomial (QM) transformation was defined under which the QP-model form is invariant. Furthermore, the QM transformation splits the family of QP systems into equivalence-classes, and in each class two simple canonical forms were defined in [17]. QP systems are also called Generalized Lotka-Volterra (GLV) systems, because the monomials of a QP system form a classical Lotka-Volterra (LV) system in a transformed state space which is often of higher dimension than that of the original QP system [77, 54]. Thus, numerous properties of QP models like integrability, stability, persistence or the existence of invariants can be examined using the corresponding LV system, the qualitative properties of which have been intensively studied for a long time [146]. Based on the above, we can say that LV models "have the status of canonical format" within smooth nonlinear dynamical systems [56]. Moreover, the simple matrix structure characterizing QP models allows us to perform important model analysis tasks using efficient numerical algorithms. In [80], the QP formalism was first extended to the discretetime case demonstrating that the LV system representation plays a central role in that case, too. The conditions for transforming neural network models to QP form are considered in [117] where the most important conclusion is that generalized LV systems are universal approximators of certain dynamical systems, just as are continuous-time neural networks.

Finding constants of motion has been an important and intensively studied area of the analysis of dynamical systems for a long time. If the given dynamical system is not integrable, then its first integrals (if they exist) give us very useful information about the properties of the solutions and about possibly physically meaningful conserved quantities. Several different approaches have been proposed in the literature for the determination of invariants under various conditions (see e.g. [1, 103, 138]). Furthermore, first integrals play a great role in modern systems and control theory e.g. in the field of canonical representations, controllability and observability analysis [87] and stabilization of nonlinear systems [149, 104]. The theoretical background of
the existence of quasi-polynomial invariants is well-founded. In [52] algebraic tools are applied to find semi-invariants and invariants in quasi-polynomial systems. In [53] it is shown that any QP invariant of a QP system can be transformed into a QP invariant of a homogeneous quadratic LV model and that the existence of polynomial-type semiinvariants in the corresponding LV systems is a necessary condition for the existence of QP invariants. A general method is given in the same paper for the symbolical checking of this necessary condition with numerous valuable examples. Moreover, a computer-algebraic software package called QPSI has been implemented for the determination of quasi-polynomial invariants and the corresponding model parameter relations [55].

The stability and boundednes of the solutions of QP systems is also a widely studied subject with practically well-usable results. In [54], the authors give sufficient conditions for the existence of a logarithmic (often called 'entropy-like') Lyapunov function for QP systems. Additional important conditions are given in the same paper that the solutions remain bounded inside the strictly positive orthant. These stability conditions are formulated as purely algebraic ones in [65], and they are shown to be equivalent to the diagonal stabilizability problem that has been known for long in control theory with many applications [93]. For the determination of Lyapunov function coefficients, an effective numerical procedure is proposed in [66] that is based on a series of linear programming steps. The methods for stability analysis of QP systems were further developed in [77, 79], while a possible Hamiltonian structure in Lotka-Volterra models was studied in [78]. As it was shown in [54], by introducing additional parameters, an appropriate time-rescaling transformation can significantly extend the possibilities to find a Lyapunov function for the investigated QP system to prove its global (asymptotic) stability.

Although it was visible from the available theoretical results that the QP class is general enough to approprietly describe the dynamics of many physical and technological systems, its utilization in the analysis or controller design for engineering models was not wide-spread in the first half of the 2000's.

### 1.1.3 Mass-action type deterministic models of chemical reaction networks

An important subset of nonnegative nonlinear dynamical systems (and also of QP systems) is the class of chemical reaction network (CRN) models obeying the massaction law [83]. Such networks can be used to describe pure chemical reactions, but they are also widely used to model the dynamics of intracellular processes, metabolic or cell signalling pathways [73]. Thus, CRNs are able to describe key mechanisms both in industrial processes and living systems. Being able to produce all the important qualitative dynamical properties like stable and unstable equilibria, multiple equilibria, bifurcation phenomena, oscillatory and even chaotic behaviour [42], CRNs "have become a prototype of nonlinear science" [155]. Many of these phenomena have been actually observed in real chemical experiments where the practical constraints are much more severe than in the case of mathematical models [122, 112]. This 'dynamical richness' of the model class explains that CRNs have attracted significant attention not only among chemists but in numerous other fields such as physics, or even pure and applied mathematics where nonlinear dynamical systems are considered. The increasing interest towards reaction networks among mathematicians and engineers is also shown by recent tutorial and survey papers in the nonlinear control community
[143, 5, 22]. From now on, only deterministic mass-action type models are meant by CRNs in this thesis, although it is well-known that in many applications, reaction rates different from mass-action type and/or stochastic models are required.

Chemical reaction network theory (CRNT) is originated in the 1970's by the pioneering works of Horn, Jackson and Feinberg [83, 49]. Since then, many strong results have been published in the field on the relation between network structure and qualitative dynamical properties. One of the most significant results in the study of the dynamical properties of chemical reaction systems is described in [49, 50], where (among other important results) the notion of 'deficiency' is introduced. The deficiency of a CRN is a nonnegative integer number that only depends on the stoichiometry and the graph structure of a CRN but not on the reaction rate coefficients. In the same paper, the stability of CRNs with zero deficiency is proved with a given Lyapunov function that is independent of the system parameters and therefore suggests a robust stability property with respect to parameter changes. These concepts were revisited, extended and put into a control theoretic framework in [143]. Conditions for the local controllability and observability of chemical systems were given in [45] and [46], respectively. In [32] it is shown that the absence of a certain kind of autocatalysis, autoinhibition and cooperativity implies the existence of a unique, asymptotically stable, positive equilibrium point in the dynamics. Moreover, a method was given for the construction of oscillatory reactions. The relationship between the chemical network structure and the possibility of multiple equilibria is investigated in [26] from and algebraic and in [27, 29] from a graph-theoretic point of view.

Several authors studied the possibilities of dimension reduction for large chemical networks. In [47], the characterization of nonnegative linear lumping schemes is given that preserves the kinetic structure of the original system. Important conditions for the existence of nonlinear lumping functions were established in [105], and methods for the construction of such functions were proposed in [106]. The effect of lumping on the qualitative properties of the solutions of kinetic systems was studied in [148]. The method of invariant manifold (MIM) is proposed in [68] and [69] for the reduced description of kinetic equations.

Weakly reversible networks (characterized by the property that each node in their reaction graphs lies on at least one directed cycle) is a particularly important class of reaction networks because strong properties are known about their dynamics. Under a supplemental condition, which is easily derived from the reaction graph alone, it is known that there is a unique positive equilibrium concentration within each invariant manifold of the network, and that equilibrium concentration is at least locally asymptotically stable [48, 82, 83].

It is known from the so-called "fundamental dogma of chemical kinetics" that different reaction networks can produce exactly the same kinetic differential equations $[101,83]$. CRNs with different parametrization (that often implies structural difference as well) will be called dynamically equivalent if they give rise to the same ODEs. A possible CRN (with a certain structure and parametrization) having a given dynamics will be called a realization of that dynamics. Naturally, the phenomenon of dynamical equivalence has an important impact on the identifiability of reaction rate constants: if a kinetic dynamics have different dynamically equivalent CRN realizations, then the model, where the parameter set to be estimated consists of all reaction rate coefficients, cannot be structurally identifiable [28]. The so-called inverse problem of reaction kinetics (i.e. the characterization of those polynomial differential equations which are
kinetic) was first addressed and solved in [86]. Here, in a constructive proof, a realization algorithm was given that produces a possible CRN realization of a given kinetic polynomial ODE system. This is certainly a fundamental result of kinetic realization theory and the numerical algorithms in chapter 5 will use it frequently.

Since many important conditions on the qualitative properties CRN dynamics are realization-dependent (see also subsection 2.5 .8 in the following chapter), it is worth examining whether there exists a dynamically equivalent (or sufficiently 'similar') realization that guarantees certain properties of the corresponding dynamics that are not directly recognizable from the initial CRN or from the corresponding differential equations. Such an approach, if successful, would certainly extend the scope of many existing strong CRNT results. Moreover, the kinetic representation of even non-chemically originated models may give us additional useful information about the systems's behaviour [135]. In spite of this, beyond the examples of dynamical equivalence showed e.g in $[83,155]$, to the best of the author's knowledge, there was no systematic computational approach for the determination of preferred dynamically equivalent CRN realizations.

### 1.1.4 The Hamiltonian view on dynamical systems

In recent decades, motivated by mechanical systems where this kind of description arises naturally [6], much effort has been made in the field of Lagrangian and Hamiltonian modeling of electrical, fluid, thermodynamical or mixed physical systems [124]. Technically speaking, when searching for a Hamiltonian representation, after possible coordinates transformations, one typically tries to factorize the system's ODE model as a product of a state-dependent matrix (often called the structure matrix) and the (transposed) gradient of a scalar-valued function mapping from the state space, that is usually called the Hamiltonian function. Although there exist some algorithmic approaches to construct a Hamitonian structure for nonlinear systems [115, 150, 85], Hamiltonian descriptions of real models have particular value when they have clear physical meaning. In these cases, the state dependent structure matrix typically reflects the interconnection structure of the system, while the Hamiltonian function is a generalized energy function that can often serve also as a Lyapunov function if it fulfills additional geometric conditions [149].

If the nonincreasing nature (in time) of the Hamiltonian function can be proved globally through the negative definiteness of the structure matrix, the corresponding system is called a dissipative-Hamiltonian model. It is straightforward to write any stable linear time-invariant (LTI) system in dissipative-Hamiltonian form [128]. However, in the nonlinear case the dissipativity property can be local, if it applies only to a neighborhood of the equilibrium point or reference trajectory. If there are no constraints on the local or global definiteness of the structure matrix, then the description is called pseudo-Hamiltonian realization [23]. Similarly to feedback linearization [87], a nonlinear state-feedback (if applicable) is often useful in transforming an initial model to a Hamiltonian one [84].

Finding physically meaningful Hamiltonian structures in linear and nonlinear electrical circuits is a thoroughly studied area [142, 24]. First, the pure LC case was fully solved, where the Hamiltonian function is the total electrical energy of the system [114]. The RLC case is much more complex than that, and according to the latest results, an extension of the state-space is required for the Hamiltonian description [88, 41]. For thermodynamical systems, the most general Hamiltonian system factorization is given
in the so-called "Generic" structure [156]. However, the "Generic" structure cannot be applied in a straightforward way for many particular models driven by the laws of thermodynamics. The Hamiltonian description of process system models was considered in [J1, B1], where the passive mass-convection network was treated separately, and conditions were given for the allowed form of the nonlinear source terms in the system model.

The energy oriented framework of Hamiltonian description provides a particularly good ground for the so-called passivity based control techniques that have a chance to construct theoretically well-founded robust feedback loops for even complex nonlinear systems [149]. The significance and usefulness of this approach is expressed briefly in [89] as: "... energy can serve as a lingua franca to facilitate communications among scientists and engineers from different fields." In the field of chemical thermodynamics, entropy is playing a similarly important role to energy [18]. This suggests that the family of entropy-like Lyapunov functions often appearing in thermodynamical (and nonnegative) models, can be a possible choice for the integrated treatment of nonlinear dynamical systems.

### 1.1.5 Background of the applied optimization techniques and their application in chemical and process systems

As an effective decision support and design tool, optimization can give us invaluable help in selecting those solutions from a set of candidates that are the most advantageous from a certain point of view, and possibly satisfy given constraints [15, 133]. Due to the enormous recent development both in theory and in the underlying hardware/software environment, optimization is now an ubiquitous instrument in many industries (manufacturing, chemical, electrical, transportation etc.) where really large-scale problems are solved routinely.

The basic idea of linear programming (LP) is attributed to Leonid Kantorovich around 1939 for solving military resource distribution problems, then it was reinvented and first published in a significantly extended form by George B. Dantzig [33, 34, 35]. Today's best LP solvers are highly efficient and reliable, and they can cope with the solution of problems containing approximately up to a million constraints and several million variables. The two most significant approaches for the numerical solution of LP problems are the simplex-type algorithms [113] and the interior point methods [134]. If some of the variables are constrained to be integer in an LP problem, then it is called a mixed integer linear programming (MILP) problem [119, 59]. MILP problems are generally NP-hard, but there exist efficient solvers for their treatment up to a limited problem size. Mixed Integer Nonlinear Programs (MINLPs) are the most general constrained optimization problems with a single objective. These problems can contain continuous and integer decision variables without any limitations to the form and complexity of the objective function or the constraints. As it is expected, the solution of these problems is rather challenging [58].

Linear matrix inequalities (LMIs) gained increasing popularity in the systems and control community from the 1990's, since many tasks related to stability or performance analysis and (robust) controller design for linear time invariant (LTI) and linear parameter varying (LPV) systems can be expressed in LMI form [14, 8, 136]. Although the LMI structure itself was known and small LMI problems were solved by hand around 1940, the real breakthrough in this field began by the observation in the 1980's that many practically important LMIs can be formulated as convex optimiza-
tion problems. Slightly later, the development of interior-point algorithms [15] allowed of the safe numerical solution of relatively large LMI problems.

The application of different optimization techniques in (bio)chemical and process engineering is wide-spread [57, 70, 10], therefore only a short subjective list of the most relevant results related to structure design or analysis of process and reaction systems is presented here. In the chemical and biochemical fields, efficient combinatorial optimization algorithms are widely applied e.g. in permanental polynomial computation [107], metabolic pathway construction, control analysis or metabolic network reconstruction [10]. Process network synthesis (PNS) aims at designing the structure of process plants satisfying given constraints and often optimizing an objective function related to the costs, quality measure, efficiency etc. of the operation [60]. It was shown in several publications that MILP techniques can be successfully used in solving PNS problems $[71,125,126,127]$. For the representation of process structure, a special bipartite graph called P-graph (Process graph) was introduced and analyzed in [61]. In [62], a polynomial-time algorithm was given for the generation of the maximal superstructure corresponding to a process network synthesis problem using P-graphs. From this superstructure, all possible solutions can be extracted by applying additional constraints. Building and analyzing a similar superstructure can lead to truly globally optimal solutions in separation network synthesis [100]. The P-graph methodology was successfully used for modeling and synthesizing complex reaction structures [43, 108], too.

MILP techniques were successfully used for decomposing complex reaction systems into chemically feasible steps [99]. The integration of logical expressions into mixed integer programming problems is an essential and powerful achievement in system modeling and control $[153,131,130,132,12]$ that will be utilized heavily in chapter 5. According to these results, a propositional logic problem, where a given statement must be proved to be true given a set of compound statements containing literals, can be solved by means of a linear integer program. For this, logical variables must be introduced and associated with the literals. Then the original compound statements can be translated to linear inequalities involving the logical variables. It is also noted that the evolutionary method as an approach for global optimization can also be successful in solving complex chemically originated problems (see, e.g. [92]), but similar techniques are out of the scope of this thesis.

Probably the most important motivation for the application of optimization methods in the computation of CRN structures was that by using a properly constructed optimization framework, there is a chance of deciding feasibility and determine feasible solutions even if the underlying problem is algebraically hard to treat. Finally, it is emphasized that no new results in the theory or practice of optimization is proposed in this thesis, but certain presented results are based on the application of standard optimization methods.

### 1.2 Aims of the work

Based on the above short review of the state-of-the-art, the original aims of the performed work presented in this thesis can be summarized as:

1. Analysis and control of QP and LV systems. Since the QP models were first introduced and analyzed in the mathematical physics community, no connections with systems and control theory were introduced. Moreover, despite the simple
matrix structure of the models, very few computational results were available about this system class. These facts naturally raised the following questions. How this system class can be utilized in the modeling and analysis of physical systems appearing in engineering? Can we develop computational model analysis or controller design methods that make use of the structure of QP systems?
2. Analysis of mass-action chemical reaction networks. Although the phenomenon of dynamical equivalence was known and it was also clear that several basic model properties are realization-dependent, there were practically no constructive computation results about finding CRN realizations with prescribed properties. Therefore, it was expected that the development of such methods can be of significant interest. Moreover, it seemed to be exploitable that massaction type deterministic CRN models form a special subset of QP systems.
3. Hamiltonian representation of the studied systems. Seeing the significance of Hamiltonian representation of dynamical systems, it was also challenging, how this kind of description can be applied to QP, LV and reaction kinetic systems and how it can be used for system analysis.

### 1.3 Structure and organization of the thesis

The structure of the thesis is the following. The basic notions and results previously known from literature and necessary to follow the forthcoming chapters are summarized in chapter 2. Chapters 3-7 contain the contributions of the author (with the exception of section 4.1 which introduces some further structures that are only used in that chapter). Chapter 3 presents analysis results in the fields of Hamiltonian description and the time-rescaling of QP and LV systems. Chapter 4 deals with a possible locally dissipative Hamiltonian structure in a certain CRN class. New results in the optimization-based computation of dynamically equivalent or linearly conjugate CRN structures are shown in chapters 5 and 6 , while chapter 7 summarizes the most important new scientific contributions of the thesis. The operation of presented methods and algorithms will be illustrated by numerical examples, some of which can be found in the Appendix.

## Chapter 2

## Preliminaries

This chapter summarizes the basic notions and tools necessary to understand the results and methods described in chapters 3-6. For more information, the reader is referred to the cited textbooks and basic references.

### 2.1 Applied computation structures and methods

### 2.1.1 Linear and bilinear matrix inequalities

A (nonstrict) linear matrix inequality (LMI) is an inequality of the form

$$
\begin{equation*}
F(x)=F_{0}+\sum_{i=1}^{m} x_{i} F_{i} \geq 0 \tag{2.1}
\end{equation*}
$$

where $x \in \mathbb{R}^{m}$ is the variable and $F_{i} \in \mathbb{R}^{n \times n}, i=0, \ldots, m$ are given symmetric matrices. The inequality symbol in (2.1) stands for the positive semidefiniteness of $F(x)$.

One of the most important properties of LMIs is the fact, that they form a convex constraint on the variables i.e. the set $\{x \mid F(x) \geq 0\}$ is convex. LMIs have been playing an increasingly important role in the field of optimization and control theory since a wide variety of different problems (linear and convex quadratic inequalities, matrix norm inequalities, convex constraints etc.) can be written as LMIs and there are computationally stable and effective (polynomial time) algorithms for their solution [14], [136].

A bilinear matrix inequality (BMI) is a diagonal block composed of $q$ matrix inequalities of the following form

$$
\begin{equation*}
G_{0}^{i}+\sum_{k=1}^{p} x_{k} G_{k}^{i}+\sum_{k=1}^{p} \sum_{j=1}^{p} x_{k} x_{j} K_{k j}^{i} \leq 0, \quad i=1, \ldots, q \tag{2.2}
\end{equation*}
$$

where $x \in \mathbb{R}^{p}$ is the decision variable to be determined and $G_{k}^{i}, k=0, \ldots, p, i=$ $1, \ldots, q$ and $K_{k j}^{i}, k, j=1, \ldots, p, i=1, \ldots, q$ are symmetric, quadratic matrices.

The main properties of BMIs are that they are non-convex in $x$ (which makes their solution numerically much more complicated than that of linear matrix inequalities), and their solution is NP-hard [90]. However, there exist practically applicable and effective algorithms for BMI solution [97, 147].

### 2.1.2 Linear programming

Linear programming (LP) is an optimization technique, where a linear objective function is minimized/maximized subject to linear equality and inequality constraints [34, 35]. Beside numerous other fields, LP has been widely used in chemistry and chemical engineering in the areas of system analysis [11, 94], simulation [67] and design [96]. The standard form of linear programming problems that will be used in this thesis is the following

$$
\begin{align*}
& \text { minimize } c^{T} y  \tag{2.3}\\
& \text { subject to: } \\
& \begin{array}{l}
A y=b \\
y \geq 0
\end{array} \tag{2.4}
\end{align*}
$$

where $y \in \mathbb{R}^{n}$ is the vector of decision variables, $c \in \mathbb{R}^{n} A \in \mathbb{R}^{p \times n}, b \in \mathbb{R}^{p}$ are known vectors and matrices, and ' $\geq$ ' in (2.5) means elementwise nonstrict inequality.

The feasibility of the simple LP problem (2.3)-(2.5) can be checked e.g. using the following necessary and sufficient condition.

Theorem 2.1.1. [34] Consider the auxiliary LP problem

$$
\begin{equation*}
\operatorname{minimize} \sum_{i=1}^{p} z_{i} \tag{2.6}
\end{equation*}
$$

subject to:

$$
\begin{align*}
& A x+z=b  \tag{2.7}\\
& y \geq 0, z \geq 0 \tag{2.8}
\end{align*}
$$

where $z \in \mathbb{R}^{p}$ is a vector of auxiliary variables. There exists a feasible solution for the LP problem (2.3)-(2.5) if and only if the auxiliary LP problem (2.6)-(2.8) has optimal value 0 with $z_{i}=0$ for $i=1, \ldots, p$.

It is easy to see that $x=0, z=b$ is always a feasible solution for (2.6)-(2.8). The above theorem will be useful for establishing that no feasible solution for a pure LP problem exists.

### 2.1.3 Mixed integer linear programming and propositional logic

A mixed integer linear program is the maximization or minimization of a linear function subject to linear constraints. A mixed integer linear program with $k$ variables (denoted by $y \in \mathbb{R}^{k}$ ) and $p$ constraints can be written as [119]:

$$
\begin{align*}
& \operatorname{minimize} c^{T} y \\
& \text { subject to: } \\
& A_{1} y=b_{1} \\
& A_{2} y \leq b_{2}  \tag{2.9}\\
& l_{i} \leq y_{i} \leq u_{i} \text { for } i=1, \ldots, k \\
& y_{j} \text { is integer for } j \in I, I \subseteq\{1, \ldots, k\}
\end{align*}
$$

where $c \in \mathbb{R}^{k}, A_{1} \in \mathbb{R}^{p_{1} \times k}, A_{2} \in \mathbb{R}^{p_{2} \times k}$, and $p_{1}+p_{2}=p$.
If all the variables can be real, then (2.9) is a simple linear programming problem that can be solved in polynomial time. However, if any of the variables is integer, then the problem generally becomes NP-hard. In spite of this, there exist a number of free (e.g. YALMIP [110] or the GNU Linear Programming Kit [111]) and commercial (such as CPLEX or TOMLAB [81]) solvers that can efficiently handle many practical problems.

As it has been mentioned in the Introduction, statements in propositional calculus can be transformed into linear inequalities. The notations of the following summary are mostly from [12]. A statement, such as $x \leq 0$ that can have a truth value of "T" (true) or "F" false is called a literal and will be denoted by $S_{i}$. In Boolean algebra, literals can be combined into compound statements using the following connectives: $" \wedge "($ and $), " \vee "($ or $), " \sim "(n o t), " \rightarrow "$ (implies), $" \leftrightarrow "$ (if and only if), " $\oplus "$ (exclusive or). The truth table for the previously listed connectives is given in Table 2.1.

A propositional logic problem, where a statement $S_{1}$ must be proved to be true given a set of compound statements containing literals $S_{1}, \ldots, S_{n}$, can be solved by means of a linear integer program. For this, logical variables denoted by $\delta_{i}\left(\delta_{i} \in\{0,1\}\right)$ must be associated with the literals $S_{i}$. Then the original compound statements can be translated to linear inequalities involving the logical variables $\delta_{i}$. A list of equivalent compound statements and linear equalities or inequalities taken from [153] is shown in Table 2.2.

| $S_{1}$ | $S_{2}$ | $\sim S_{1}$ | $S_{1} \vee S_{2}$ | $S_{1} \wedge S_{2}$ | $S_{1} \rightarrow S_{2}$ | $S_{1} \leftrightarrow S_{2}$ | $S_{1} \oplus S_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | T | F | T | T | T | T | F |
| T | F | F | T | F | F | F | T |
| F | T | T | T | F | T | F | T |
| F | F | T | F | F | T | T | F |

Table 2.1: Truth table

| compound statement | equivalent linear equality/inequality |
| :--- | :--- |
| $S_{1} \vee S_{2}$ | $\delta_{1}+\delta_{2} \geq 1$ |
| $S_{1} \wedge S_{2}$ | $\delta_{1}=1, \delta_{2}=1$ |
| $\sim S_{1}$ | $\delta_{1}=0$ |
| $S_{1} \rightarrow S_{2}$ | $\delta_{1}-\delta_{2} \leq 0$ |
| $S_{1} \leftrightarrow S_{2}$ | $\delta_{1}-\delta_{2}=0$ |
| $S_{1} \oplus S_{2}$ | $\delta_{1}+\delta_{2}=1$ |

Table 2.2: Equivalent compound statements and linear equalities/inequalities

### 2.2 Positive (nonnegative) systems

The concepts and basic results in this short section are mostly taken from [22]. A function $f=\left[\begin{array}{lll}f_{1} & \ldots & f_{n}\end{array}\right]^{T}:[0, \infty)^{n} \rightarrow \mathbb{R}^{n}$ is called essentially nonnegative if, for all $i=1, \ldots, n, f_{i}(x) \geq 0$ for all $x \in[0, \infty)^{n}$, whenever $x_{i}=0$. In the linear case, when $f(x)=A x$, the necessary and sufficient condition for essential nonnegativity is that the off-diagonal entries of $A$ are nonnegative (such a matrix is often called a Metzler-matrix).

Consider an autonomous nonlinear system

$$
\begin{equation*}
\dot{x}=f(x), x(0)=x_{0} \tag{2.10}
\end{equation*}
$$

where $f: \mathcal{X} \rightarrow \mathbb{R}^{n}$ is locally Lipschitz, $\mathcal{X}$ is an open subset of $\mathbb{R}^{n}$ and $x_{0} \in \mathcal{X}$. Suppose that the nonnegative orthant $[0, \infty)^{n}=\overline{\mathbb{R}}_{+}^{n} \subset \mathcal{X}$. Then the nonnegative orthant is invariant for the dynamics (2.10) if and only if $f$ is essentially nonnegative.

Quasi-polynomial and Lotka-Volterra models (section 2.3), and deterministic biochemical reaction networks (section 2.5) are well-known examples of essentially nonnegative systems.

### 2.3 Quasi-polynomial (QP) systems

### 2.3.1 Model form

Quasi-polynomial systems are systems of ODEs of the following form

$$
\begin{equation*}
\dot{y}_{i}=y_{i}\left(l_{i}+\sum_{j=1}^{m} A_{i j} \prod_{k=1}^{n} y_{k}^{B_{j k}}\right), \quad i=1, \ldots, n, \tag{2.11}
\end{equation*}
$$

where $y \in \operatorname{int}\left(\mathbb{R}_{+}^{n}\right), A \in \mathbb{R}^{n \times m}, B \in \mathbb{R}^{m \times n}, l_{i} \in \mathbb{R}, i=1, \ldots, n$. Furthermore, $L=\left[\begin{array}{lll}l_{1} & \ldots & l_{n}\end{array}\right]^{T}$. Without the loss of generality we can assume that $\operatorname{Rank}(B)=n$ and $m \geq n$ (see [79]).

Let us denote the monomials of (2.11) as

$$
\begin{equation*}
z_{j}=\prod_{k=1}^{n} y_{k}^{B_{j k}}, \quad j=1, \ldots, m \tag{2.12}
\end{equation*}
$$

It can be easily calculated that the time derivatives of the monomials form a LotkaVolterra system i.e.

$$
\begin{equation*}
\dot{z}_{i}=z_{i}\left(\lambda_{i}+\sum_{j=1}^{m} M_{i j} z_{j}\right), \quad i=1, \ldots, m \tag{2.13}
\end{equation*}
$$

where $M=B \cdot A \in \mathbb{R}^{m \times m}, \lambda=(B \cdot L) \in \mathbb{R}^{m \times 1}$, and $z_{i}>0, \mathrm{i}=1, \ldots, \mathrm{~m}$.

### 2.3.2 Transforming non-QP models into QP form

A wide class of nonlinear autonomous systems with smooth nonlinearities can be embedded into QP-form if they satisfy two requirements [76].

1. The set of nonlinear ODEs should be in the form:

$$
\begin{gather*}
\dot{y_{s}}=\sum_{i_{s 1}, \ldots, i_{s n}, j_{s}} a_{i_{s 1} \ldots i_{s n} j_{s}} y_{1}^{i_{s 1}} \ldots y_{n}^{i_{s n}} f(\bar{y})^{j_{s}},  \tag{2.14}\\
y_{s}\left(t_{0}\right)=y_{s}^{0}, \quad s=1, \ldots, n
\end{gather*}
$$

where $f(\bar{y})$ is some scalar valued function, which is not reducible to quasimonomial form containing terms in the form of $\prod_{k=1}^{n} y_{k}^{\Gamma_{j k}}, j=1, \ldots, m$ with $\Gamma$ being a real matrix.
2. Furthermore, we require that the partial derivatives of the model (2.14) fulfill:

$$
\frac{\partial f}{\partial y_{s}}=\sum_{e_{s 1}, \ldots, e_{s n}, e_{s}} b_{e_{s 1} . . e_{s n} e_{s}} y_{1}^{e_{s 1}} \ldots y_{n}^{e_{s n}} f(\bar{y})^{e_{s}}
$$

The embedding is performed by introducing a new auxiliary variable

$$
\begin{equation*}
\eta=f^{q} \prod_{s=1}^{n} y_{s}^{p_{s}}, \quad q \neq 0 \tag{2.15}
\end{equation*}
$$

Then, instead of the non-quasi-polynomial nonlinearity $f$ we can write the original set of equations (2.14) into QP-form:

$$
\begin{equation*}
\dot{y}_{s}=\left(y_{s} \sum_{i_{s 1}, \ldots, i_{s n}, j_{s}}\left(a_{i_{s 1} \ldots i_{s n} j_{s}} \eta^{j_{s} / q} \prod_{k=1}^{n} y_{k}^{i_{s k}-\delta_{s k}-j_{s} p_{k} / q}\right)\right), \quad s=1, \ldots, n \tag{2.16}
\end{equation*}
$$

where $\delta_{s k}=1$ if $s=k$ and 0 otherwise. In addition, a new quasi-polynomial ODE appears for the new variable $\eta$ :

$$
\begin{align*}
& \dot{\eta}=\eta\left[\sum_{s=1}^{n}\left(p_{s} y_{s}^{-1} \dot{y}_{s}+\sum_{\substack{i_{s \alpha}, j_{s} \\
e_{s \alpha}, e_{s}}} a_{i_{s \alpha}, j_{s}} b_{e_{s \alpha}, e_{s}} q \eta^{\left(e_{s}+j_{s}-1\right) / q} \cdot \prod_{k=1}^{n} y_{k}^{i_{s k}+e_{s k}+\left(1-e_{s}-j_{s}\right) p_{k} / q}\right)\right], \\
& \alpha=1, \ldots, n . \tag{2.17}
\end{align*}
$$

It is important to observe that the above embedding is not unique, because we can choose the parameters $p_{s}$ and $q$ in (2.15) in many different ways: the simplest solution is to choose ( $p_{s}=0, s=1, \ldots, n ; q=1$ ). Since the embedded QP system includes the original differential variables $y_{i}, i=1, \ldots, n$, it is clear that the stability of the embedded system (2.16)-(2.17) implies the stability of the original system (2.14).

### 2.3.3 Diagonal stabilizability and global stability of QP models

By the global stability of QP systems, we mean stability with respect to the positive orthant. Let us assume that the model (2.13) has at least one equilibrium point $y^{*}$ in the strictly positive orthant, and let us denote the corresponding equilibrium in the monomial space by

$$
z^{*}=\left[\begin{array}{llll}
z_{1}^{*} & z_{2}^{*} & \ldots & z_{m}^{*}
\end{array}\right]^{T} .
$$

The following Lyapunov function candidate is often used when studying the global stability properties of (2.13) and (2.11) [146].

$$
\begin{equation*}
V(z)=\sum_{i=1}^{m} c_{i}\left(z_{i}-z_{i}^{*}-z_{i}^{*} \ln \frac{z_{i}}{z_{i}^{*}}\right), \tag{2.18}
\end{equation*}
$$

where $c_{i}>0, i=1, \ldots, m$.
It can be calculated that the time derivative of $V$ satisfies

$$
\begin{equation*}
\dot{V}(z)=\frac{1}{2}\left(z-z^{*}\right)^{T}\left(M^{T} C+C M\right)\left(z-z^{*}\right) \tag{2.19}
\end{equation*}
$$

where $C=\operatorname{diag}\left(c_{1}, \ldots, c_{m}\right)$. This means that if the linear matrix inequality

$$
\begin{equation*}
M^{T} C+C M \leq 0 \tag{2.20}
\end{equation*}
$$

can be solved for a positive definite diagonal matrix $C$, then any solution of (2.11) starting in the positive orthant is bounded and componentwise bounded away from zero [54], since $V$ satisfies the requirements for being a Lyapunov function in the state-space of the original QP system (2.11), too. Naturally, in such a case $z^{*}$ is a globally stable equilibrium point of (2.13) with Lyapunov function (2.18), and this implies the global stability of $y^{*}$. In this case, we call $M$ a diagonally stabilizable matrix. Furthermore, if the inequality (2.20) is strict, then the stability of $z^{*}$ and $y^{*}$ is asymptotic ( $M$ is diagonally asymptotically stabilizable). Moreover, it is shown it [54] that we can apply even milder conditions: if we assume (by appropriate ordering of the monomials) that the first $n$ rows of $B$ are linearly independent, then $c_{i}>0$ for $i=1, \ldots, n$ and $c_{j} \geq 0$ for $j=n+1, \ldots, m$ still guarantees the global stability of $y^{*}$.

Necessary and sufficient algebraic conditions of diagonal stabilizability are only available for $2 \times 2$ and $3 \times 3$ matrices [93], but it is true that a quadratic matrix $M$ is diagonally stabilizable if and only if the LMI (2.20) has a positive definite diagonal solution, i.e the LMI

$$
\begin{equation*}
-\left(M^{T} C+C M\right) \geq 0, \quad C>0 \tag{2.21}
\end{equation*}
$$

is feasible [14].
We remark that the diagonal stabilizability of a quadratic matrix is an important problem in different fields such as linear systems theory and also in other areas [95, 64, 93].

### 2.4 Generalized dissipative-Hamiltonian systems

The form of generalized dissipative Hamiltonian systems we will use is defined in [149]. In the autonomous case, this system class is given by the differential equations

$$
\begin{equation*}
\dot{x}=(J(x)-R(x)) \mathcal{H}_{x}^{T}(x), \tag{2.22}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, \mathcal{H}: \mathbb{R}^{n} \mapsto \mathbb{R}$ is the Hamiltonian function, $J(x)$ is an $n \times n$ skew symmetric matrix (i.e. $J^{T}(x)=-J(x)$ ), the energy conserving part of the system, and $R(x)=R^{T}(x)$ is the so called dissipation matrix. $\mathcal{H}_{x}$ denotes the gradient of $\mathcal{H}$ (row vector).

The time derivative of the Hamiltonian function is

$$
\begin{align*}
& \dot{\mathcal{H}}=\mathcal{H}_{x}(x)(J(x)-R(x)) \mathcal{H}_{x}^{T}(x)= \\
& \underbrace{\mathcal{H}_{x}(x) J(x) \mathcal{H}_{x}^{T}(x)}_{0}-\mathcal{H}_{x}(x) R(x) \mathcal{H}_{x}^{T}(x) . \tag{2.23}
\end{align*}
$$

In many cases, the $J$ matrix satisfies the Jacobi equations

$$
\begin{align*}
& \sum_{l=1}^{n}\left[J_{l j}(x) \frac{\partial J_{i k}}{\partial x_{l}}(x)+J_{l i}(x) \frac{\partial J_{k j}}{\partial x_{l}}(x)+J_{l k}(x) \frac{\partial J_{j i}}{\partial x_{l}}(x)\right]=0,  \tag{2.24}\\
& i, j, k=1, \ldots, n
\end{align*}
$$

In this case, by Darboux's theorem, around any point $x_{0}$ where the rank of $J(x)$ is constant it's possible to find local coordinates

$$
\bar{x}=\left[\begin{array}{lllllllll}
q_{1} & \ldots & q_{k} & p_{1} & \ldots & p_{k} & s_{1} & \ldots & s_{l} \tag{2.25}
\end{array}\right]^{T}
$$

such that $J$ in the new coordinates has the form

$$
J(\bar{x})=\left[\begin{array}{ccc}
0 & I^{k} & 0  \tag{2.26}\\
-I^{k} & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

where $I^{k}$ is a unit matrix of dimension $k \times k, \operatorname{rank}(J)=2 k$, and $n=2 k+l$ (see, e.g. [151]). $J(\bar{x})$ in (2.26) is clearly symplectic if $\operatorname{rank}(J(x))=n, n$ is even, and the integrability conditions in (2.24) are satisfied. We note that even if the conditions of the local coordinates transformation (2.25) are not fulfilled, the skew symmetricity of $J$ still implies that $y^{T} J(x) y=0, \forall x, y \in \mathbb{R}^{n}$, which means that $\mathcal{H}$ is a conserved quantity (first integral) of the system if $R=0$. These facts motivate us to use the notion of generalized Hamiltonian systems and clearly show that this broader system class properly includes the class of classical Hamiltonian systems with symplectic structure.

It is visible from (2.23) that if $y^{T} R(x) y \geq 0, \forall x, y \in \mathbb{R}^{n}$ (i.e. $R$ is positive semidefinite), then the Hamiltonian function is nonincreasing. In this case, the model (2.22) is called a (globally) dissipative-Hamiltonian system. Of course, this property might be satisfied not globally, but only in some neighborhood of the equilibrium point (locally dissipative-Hamiltonian description). If there are no constraints about the local or global definiteness of $R$, the model is called a pseudo-Hamiltonian system [23]. It is important to note that in physical system models, the matrices $J(x)$ and $R(x)$ often reflect the physical structure or topology of the system [149].

### 2.5 Chemical reaction networks

### 2.5.1 Basic description of mass action reaction networks

The original physical picture underlying the reaction kinetic system class is a closed thermodynamic system with constant physico-chemical properties under isothermal and isobaric conditions, where chemical species $X_{i}, i=1, \ldots, n$ take part in $r$ chemical reactions. The system is assumed to be perfectly stirred, i.e. concentrated parameter in the simplest case. The specie concentrations $x_{i}=\left[X_{i}\right], i=1, \ldots, n$ form the state vector, the elements of which are non-negative by nature.

The origin of mass action law lies in the molecular collision picture of chemical reactions. Here the reaction occurs when either two reactant molecules collide, or a reactant molecule collides with an inactive (e.g. solvent) molecule. Clearly, the probability of having a reaction is proportional to the probability of collisions, that is proportional to the concentration of the reactant(s).

A straightforward generalization of the above molecular collision picture is when we allow to have multi-molecule collisions to obtain elementary reaction steps in the following form [83, 155]:

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i j} X_{i} \rightarrow \sum_{i=1}^{n} \beta_{i j} X_{i}, \quad j=1, \ldots, r \tag{2.27}
\end{equation*}
$$

where the nonnegative integers $\alpha_{i j}, \beta_{i j}$ are the so-called stoichiometric coefficients of component $X_{i}$ in the $j$ th reaction. The linear combinations of the species in eq. (2.27), namely $\sum_{i=1}^{n} \alpha_{i j} X_{i}$ and $\sum_{i=1}^{n} \beta_{i j} X_{i}$ for $j=1, \ldots, r$ are called the complexes and are denoted by $C_{1}, C_{2}, \ldots, C_{m}$. According to the extended molecular picture, the reaction
rate of the above reactions can be described as

$$
\begin{equation*}
\rho_{j}=k_{j} \prod_{i=1}^{n}\left[X_{i}\right]^{\alpha_{i j}}=k_{j} \prod_{i=1}^{n} x_{i}^{\alpha_{i j}} \quad, \quad j=1, \ldots, r, \tag{2.28}
\end{equation*}
$$

where $k_{j}>0$ is the reaction rate constant (or reaction rate coefficient) of the $j$ th reaction.

To further formalize the above description, following [49] and several other related works, we will also characterize CRNs with the following three sets.

1. $\mathcal{S}=\left\{X_{1}, \ldots, X_{n}\right\}$ is the set of species or chemical substances.
2. $\mathcal{C}=\left\{C_{1}, \ldots, C_{m}\right\}$ is the set of complexes. As it has been mentioned before, the complexes are represented as linear combinations of the species with nonnegative integer coefficients (see, eq. (2.27)).
3. $\mathcal{R}=\left\{\left(C_{i}, C_{j}\right) \mid C_{i}, C_{j} \in \mathcal{C}\right.$, and $C_{i}$ is transformed to $C_{j}$ in the CRN $\}$ is the set of reactions. The relation $\left(C_{i}, C_{j}\right) \in \mathcal{R}$ will be denoted as $C_{i} \rightarrow C_{j}$. In this case, $C_{i}$ is called the reactant or source complex, and $C_{j}$ is the product complex. The nonnegative reaction rate coefficient is assigned to each reaction. When it is more convenient, we will index the reaction rate coefficients with a double index, i.e. $k_{i j}$ denotes the rate coefficient of the reaction $C_{i} \rightarrow C_{j}$.

During the numerical computations, the reaction rate coefficients of all possible reactions are often stored in matrices. In such a case, $k_{i j}=0$ means that the reaction $C_{i} \rightarrow C_{j}$ is actually not taking place in the reaction network (i.e. $\left(C_{i}, C_{j}\right) \notin \mathcal{R}$ ), and the corresponding directed edge (with zero weight) is naturally not drawn in the reaction graph. If the reactions $C_{i} \rightarrow C_{j}$ and $C_{j} \rightarrow C_{i}$ are present at the same time in a reaction network for some $i, j$ then this pair of reactions is called a reversible reaction (but it will be treated as two separate elementary reactions in most of the forthcoming computations).

### 2.5.2 Graph representation of mass-action systems

The above description naturally gives rise to the following weighted directed graph structure [49] assigned to the CRN (2.27). The weighted directed graph $D=\left(V_{d}, E_{d}\right)$ of a reaction network (simply called the reaction graph) consists of a finite nonempty set $V_{d}$ of vertices and a finite set $E_{d}$ of ordered pairs of distinct vertices called directed edges. The vertices correspond to the complexes, i.e. $V_{d}=\left\{C_{1}, C_{2}, \ldots C_{m}\right\}$, while the directed edges represent the reactions, i.e. $\left(C_{i}, C_{j}\right) \in E_{d}$ if complex $C_{i}$ is transformed to $C_{j}$ in the reaction network. The reaction rates $k_{j}$ for $j=1, \ldots, r$ in (2.28) are assigned as positive weights to the corresponding directed edges in the graph. A walk in the reaction graph is an alternating sequence $W=C_{1} E_{1} C_{2} E_{2} \ldots C_{k-1} E_{k-1} C_{k} E_{k}$ where $C_{i} \in V_{d}, E_{i} \in E_{d}$ for $i=1, \ldots, k . W$ is a directed path if all the vertices in it are distinct. $P$ is called a directed cycle if the vertices $C_{1}, C_{2}, \ldots, C_{k-1}$ are distinct, $k \geq 3$ and $C_{1}=C_{k}$.

A set of complexes $\left\{C_{1}, C_{2}, \ldots, C_{k}\right\}$ is a linkage class of a reaction network if the complexes of the set are linked to each other in the reaction graph but not to any other complex [50] (i.e. the individual linkage classes form the connected components of the directed graph $D$ ). Two different complexes are said to be strongly linked if there exists a directed path from one complex to the other, and a directed path from the second
complex back to the first. Moreover, each complex is defined to be strongly linked to itself. A strong linkage class is a set of complexes with the following properties: each pair of complexes in the set is strongly linked, and no complex in the set is strongly linked to a complex that is not in the set. A terminal strong linkage class is a strong linkage class that contains no complex that reacts to a complex in a different strong linkage class (i.e. there is no "exit" from a terminal strong linkage class through a directed edge).

A reaction network is called reversible, if whenever the reaction $C_{i} \rightarrow C_{j}$ exists, then the reverse reaction $C_{j} \rightarrow C_{i}$ is also present in the network. A reaction network is called weakly reversible, if each complex in the reaction graph lies on at least one directed cycle (i.e. if complex $C_{j}$ is reachable from complex $C_{i}$ on a directed path in the reaction graph, then $C_{i}$ is reachable from $C_{j}$ on a directed path). If the corresponding forward and backward reaction pairs form a cycle in the directed graph of a reversible CRN, then this cycle of reversible edge-pairs will be called a circuit to distinguish it from a directed cycle. E.g. the CRN in Fig. 2.3 d) contains a circuit of length 3, while the CRNs in Figs. 2.3 a), b) and c) do not contain any circuit. By the structure of a $C R N$ we simply mean the unweighted directed graph of a reaction network.

### 2.5.3 Differential equations of mass-action systems

There are several possibilities to represent the dynamic equations of mass action systems (see, e.g. [49, 69, 28]. The most advantageous form for our purposes is the one that is used e.g. in Lecture 4 of [49], i.e.

$$
\begin{equation*}
\dot{x}=Y \cdot A_{k} \cdot \psi(x), \tag{2.29}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$ is the concentration vector of the species, $Y \in \mathbb{R}^{n \times m}$ called the complex composition matrix stores the stoichiometric coefficients of the complexes, $A_{k} \in \mathbb{R}^{m \times m}$ contains the information corresponding to the weighted directed graph of the reaction network, and $\psi: \mathbb{R}^{n} \mapsto \mathbb{R}^{m}$ is a monomial-type vector mapping defined by

$$
\begin{equation*}
\psi_{j}(x)=\prod_{i=1}^{n} x_{i}^{Y_{i j}}, \quad j=1, \ldots, m \tag{2.30}
\end{equation*}
$$

The exact structure of $Y$ and $A_{k}$ is the following. The $i$ th column of $Y$ contains the composition of complex $C_{i}$, i.e. $Y_{j i}$ is the stoichiometric coefficient of $C_{i}$ corresponding to the specie $X_{j} . A_{k}$ is a column conservation matrix (i.e. the sum of the elements in each column is zero) defined as

$$
\left[A_{k}\right]_{i j}=\left\{\begin{array}{ccc}
-\sum_{l=1, l \neq i}^{m} k_{i l}, & \text { if } & i=j  \tag{2.31}\\
k_{j i}, & \text { if } & i \neq j .
\end{array}\right.
$$

Using the notions of the reaction graph, the diagonal elements $\left[A_{k}\right]_{i i}$ contain the negative sum of the weights of the edges starting from the node $C_{i}$, while the off-diagonal elements $\left[A_{k}\right]_{i j}, i \neq j$ contain the weights of the directed edges $\left(C_{j}, C_{i}\right)$ coming into $C_{i}$. Based on the above properties, it is appropriate to call $A_{k}$ the Kirchhoff matrix or kinetics matrix of a reaction network.

To handle the exchange of materials between the environment and the reaction network, the so-called "zero-complex" can be introduced and used which is a special complex with all the stoichiometric coefficients zero i.e., it is represented by a zero vector in the $Y$ matrix (for the details, see, e.g. [49] or [26]).

We can associate an $n$-dimensional vector with each reaction in the following way. For the reaction $C_{i} \rightarrow C_{j}$, the corresponding reaction vector denoted by $e_{k}$ is given by

$$
\begin{equation*}
e_{k}=[Y]_{\cdot, j}-[Y]_{\cdot, i}, k=1, \ldots, r, \tag{2.32}
\end{equation*}
$$

where $[Y]_{, i}$ denotes the $i$ th column of $Y$. Any convention can be used for the numbering of the reaction vectors (e.g. the indices $i$ and $j$ in (2.32) can be treated as digits in a decimal system). The rank of a reaction network denoted by $s$ is defined as the rank of the vector set $H=\left\{e_{1}, e_{2} \ldots, e_{r}\right\}$ where $r$ is the number of reactions. The elements of $H$ span the so-called stoichiometric subspace, denoted by $S$, i.e. $S=\operatorname{span}\left\{e_{1}, \ldots, e_{r}\right\}$. The positive stoichiometric compatibility class containing a concentration $x_{0}$ is the following set [50]:

$$
\left(x_{0}+S\right) \cap \mathbb{R}_{+}^{n},
$$

where $\mathbb{R}_{+}^{n}$ denotes the positive orthant in $\mathbb{R}^{n}$. The deficiency $d$ of a reaction network is defined as [49, 50]

$$
\begin{equation*}
d=m-l-s \tag{2.33}
\end{equation*}
$$

where $m$ is the number of complexes in the network, $l$ is the number of linkage classes and $s$ is the rank of the reaction network. The deficiency is a very useful tool for studying the dynamical properties of reaction networks and for establishing parameterindependent global stability conditions (see subsection 2.5 .6 below).

Using the notation

$$
\begin{equation*}
M=Y \cdot A_{k}, \tag{2.34}
\end{equation*}
$$

equation (2.29) can be written in the form

$$
\begin{equation*}
\dot{x}=M \cdot \psi(x), \tag{2.35}
\end{equation*}
$$

where $M$ contains the coefficients of the monomials in the polynomial ODE (2.29) describing the time-evolution of the concentrations. Using the notation $\Sigma$ for a given CRN, it is clear from the above description that the system's reaction graph and the corresponding dynamics can be characterized either by the triplet $(\mathcal{S}, \mathcal{C}, \mathcal{R})$ or equivalently by the matrix pair $\left(Y, A_{k}\right)$, therefore we can use the notations $\Sigma=(\mathcal{S}, \mathcal{C}, \mathcal{R})$ or $\Sigma=\left(Y, A_{k}\right)$. The following example illustrates the introduced basic notions on CRNs.

Example 2.5.1. Consider the reaction network the graph of which is shown in Fig. 2.1 with the parameters:

$$
k_{1}=1, k_{2}=1.1, k_{3}=1, k_{4}=1, k_{5}=1.1, k_{6}=0.1, k_{7}=3, k_{8}=1 .
$$



Figure 2.1: Simple reaction network of Example 2.5.1

Let us number the complexes as

$$
C_{1}=X_{1}+X_{2}, C_{2}=X_{1}+2 X_{2}, C_{3}=2 X_{2}, C_{4}=2 X_{1}+3 X_{2}
$$

Then the matrices of the description (2.29) are the following:

$$
\begin{align*}
& Y=\left[\begin{array}{llll}
1 & 1 & 0 & 2 \\
1 & 2 & 2 & 3
\end{array}\right], \quad A_{k}=\left[\begin{array}{cccc}
-2 & 1.1 & 0 & 0 \\
1 & -2.3 & 3 & 1 \\
1 & 0.1 & -3 & 1 \\
0 & 1.1 & 0 & -2
\end{array}\right]  \tag{2.36}\\
& M=Y A_{k}=\left[\begin{array}{cccc}
-1 & 1 & 3 & -3 \\
2 & 0 & 0 & -2
\end{array}\right] . \tag{2.37}
\end{align*}
$$

### 2.5.4 Simple algebraic condition for weak reversibility

We recall the following classical result about weakly reversible networks, which is adapted from Theorem 3.1 of [63] and Proposition 4.1 of [49]:

Theorem 2.5.1. Let $\ell$ be the number of linkage classes in a CRN, $A_{k}$ be a kinetics matrix and let $\Lambda_{i}, i=1, \ldots, \ell$, denote the support of the $i$ th linkage class (i.e. the index $j \in \Lambda_{i}$ if and only if the complex $C_{j}$ belongs to the $i$ th linkage class). Then the reaction graph corresponding to $A_{k}$ is weakly reversible if and only if there is a basis of $\operatorname{ker}\left(A_{k}\right),\left\{b^{(1)}, \ldots, b^{(\ell)}\right\}$, such that, for $i=1, \ldots, \ell$,

$$
b^{(i)}= \begin{cases}b_{j}^{(i)}>0, & j \in \Lambda_{i} \\ b_{j}^{(i)}=0, & j \notin \Lambda_{i} .\end{cases}
$$

An immediate consequence of Theorem 2.5.1 is that there is a vector $b \in \mathbb{R}_{>0}^{m} \cap \operatorname{ker}\left(A_{k}\right)$ if and only if the reaction graph corresponding to $A_{k}$ is weakly reversible.

### 2.5.5 Kinetic realizability of nonnegative systems

An autonomous polynomial nonlinear system of the form (2.10) is called kinetically realizable or simply kinetic, if a mass action reaction mechanism given by eq. (2.29) can be associated to it that exactly realizes its dynamics, i.e. $f(x)=Y \cdot A_{k} \cdot \psi(x)$ where $\psi$ contains the monomials, the columns of matrix $Y$ contain the exponents of the monomials, and $A_{k}$ is a valid Kirchhoff matrix (see subsection 2.5.3 for its properties). In such a case, the pair $\left(Y, A_{k}\right)$ will be called a realization of the system (2.35). As it is expected from linear algebra, the same kinetic polynomial system may have many parametrically and/or structurally different realizations, and this is particularly true for kinetic systems coming from application domains other than chemistry.

The problem of kinetic realizability of polynomial vector fields was first examined and solved in [86] where the constructive proof contains a realization algorithm that produces the weighted directed graph of a possible associated mass action mechanism (called the canonic mechanism). According to [86], the necessary and sufficient condition for kinetic realizability of a polynomial vector field is that all coordinates functions of $f$ in (2.10) must have the form

$$
\begin{equation*}
f_{i}(x)=-x_{i} g_{i}(x)+h_{i}(x), i=1, \ldots, n \tag{2.38}
\end{equation*}
$$

where $g_{i}$ and $h_{i}$ are polynomials with nonnegative coefficients.

The very short description of the realization algorithm presented in [86] is the following. Let us write the polynomial coordinate functions of the right hand side of a kinetic system (2.10) as

$$
\begin{equation*}
f_{i}(x)=\sum_{j=1}^{r_{i}} m_{i j} \prod_{k=1}^{n} x^{b_{j k}}, \tag{2.39}
\end{equation*}
$$

where $r_{i}$ is the number of monomial terms in $f_{i}$. Let us denote the transpose of the $i$ th standard basis vector in $\mathbb{R}^{n}$ as $e_{i}$ and let $B_{j}=\left[\begin{array}{lll}b_{j 1} & \ldots & b_{j n}\end{array}\right]$.

Algorithm 1 for constructing the canonic mechanism [86]
For each $i=1, \ldots, n$ and for each $j=1, \ldots, r_{i}$ do:

1. $C_{j}=B_{j}+\operatorname{sign}\left(m_{i j}\right) \cdot e_{i}$
2. Add the following reaction to the graph of the realization

$$
\sum_{k=1}^{n} b_{j k} X_{k} \longrightarrow \sum_{k=1}^{n} c_{j k} X_{k}
$$

with reaction rate coefficient $\left|m_{i j}\right|$, where $C_{j}=\left[\begin{array}{lll}c_{j 1} & \ldots & c_{j n}\end{array}\right]$.

Roughly speaking, condition (2.38) means that kinetic systems cannot contain negative cross-effects. From this, it is easy to see that all nonnegative linear systems are kinetic, since a linear system characterized by a Metzler matrix where only the diagonal elements can have negative coefficients is obviously in the form of (2.38). Moreover, classical Lotka-Volterra systems with the equations (2.13) are always kinetic according to the condition (2.38). However, there are many essentially nonnegative polynomial systems that are not directly kinetic, since some of the monomials in $f_{i}$ that do not contain $x_{i}$ have negative coefficients. Such an example is shown in the following equations

$$
\begin{align*}
& \dot{x}_{1}=-x_{1} x_{2}+x_{2}^{2}-4 x_{2}+4  \tag{2.40}\\
& \dot{x}_{2}=x_{2}^{2}+x_{1}^{2}-2 x_{1}+2
\end{align*}
$$

To circumvent this problem, one possible way is to embed the QP system (2.40) into the LV class shown in (2.13), that can be done algorithmically (see section 2.3 and [76]). However, this solution usually results in the significant dimension increase of the state space (i.e. in the increase of species in the corresponding kinetic realization). If the equations and the possible initial conditions guarantee that all state variables remain strictly positive throughout the solutions, then a generally more advantageous method is a simple state-dependent time-rescaling (see, e.g [J3]) of the equations in the following way

$$
\begin{equation*}
d t=\prod_{i=1}^{n} \chi_{i} x_{i} d t^{\prime} \tag{2.41}
\end{equation*}
$$

where $\chi_{i} \in\{0,1\}$ for $i=1, \ldots, n$ can always be chosen such that the rescaled system is kinetic. Applying (2.41) with $\chi_{1}=\chi_{2}=1$, the equations of the original system (2.40) are written as

$$
\begin{align*}
& x_{1}^{\prime}=-x_{1}^{2} x_{2}^{2}+x_{1} x_{2}^{3}-4 x_{1} x_{2}^{2}+4 x_{1} x_{2}  \tag{2.42}\\
& x_{2}^{\prime}=x_{1} x_{2}^{3}+x_{1}^{3} x_{2}-2 x_{1}^{2} x_{2}+2 x_{1} x_{2}
\end{align*}
$$

where $x_{i}^{\prime}=\frac{d x_{i}}{d t^{\prime}}$. It is easy to see that eq. (2.42) is kinetic. The reaction network obtained by using Algorithm 1 can be seen in Fig. 2.2 where the reaction rate coefficients are written close to the arrows representing reactions. It is important to emphasize that as a result of the time-rescaling, the number of state variables (species) and that of the monomials (complexes) remain the same as in the original system. Moreover, such a time-rescaling preserves many important qualitative properties of the system and the solutions, since $t^{\prime}$ is a strictly monotonously increasing continuous and invertible function of $t$. (But generally it does not preserve e.g. the eigenvalues of the state matrix of the linearized system as it is shown in subsection 3.2.2. This means that it depends on the particular application and problem class whether such a time-rescaling can be allowed or not.

As we can see later in certain examples of chapter 6 , the canonic mechanism produced by Algorithm 1 has usually more reactions and/or complexes than the minimal number needed for the kinetic representation of the studied polynomial system. Therefore, optimization will be applied in chapters 5 and 6 to select preferred structures from the possible reaction graphs. The main significance of Algorithm 1 from our point of view is that it is able to generate a feasible set of complexes for the CRN representation of a kinetic polynomial system.


Figure 2.2: Canonic reaction network realizing eq. (2.42)

### 2.5.6 The Deficiency Zero and Deficiency One Theorems

The exact forms of the Deficiency Zero and Deficiency One Theorems are taken from [50].

## Theorem 2.5.2. Deficiency Zero Theorem

For any reaction network of deficiency zero the following statements hold true:

1. If the network is not weakly reversible then, for arbitrary kinetics (not necessarily mass action), the differential equations for the corresponding reaction system cannot admit a positive steady state (i.e. a steady state in $\mathbb{R}_{+}^{n}$ ).
2. If the network is not weakly reversible then, for arbitrary kinetics (not necessarily mass action), the differential equations of the corresponding reaction system cannot admit a cyclic composition trajectory along which all species concentrations are positive.
3. If the network is weakly reversible then, for mass action kinetics (but regardless of the positive values the reaction rate coefficients take), the differential equations of the corresponding reaction system have the following properties: There exists within each positive stoichiometric compatibility class precisely one steady state; that steady state is asymptotically stable; and there is no nontrivial cyclic composition trajectory along which all species concentrations are positive.

## Theorem 2.5.3. Deficiency One Theorem

Consider a mass action system for which the underlying reaction network has $\ell$ linkage classes, each containing just one terminal strong linkage class. Suppose that the deficiency $d$ of the network and the deficiencies of the individual linkage classes $d_{i}$, $i=1, \ldots, \ell$ satisfy the following conditions:

1. $d_{i} \leq 1, \quad i=1, \ldots, \ell$
2. $\sum_{i=1}^{\ell} d_{i}=d$

Then, no matter what (positive) values the reaction rate coefficients take, the corresponding differential equations can admit no more than one steady state within a positive stoichiometric compatibility class. If the network is weakly reversible, the differential equations admit precisely one steady state in each positive stoiciometric compatibility class.

The above theorems establish very strong results about the qualitative dynamical properties of kinetic systems that are also robust with respect to the parameters (i.e. the reaction rate coefficients) and depend on the structure and on the stoichiometry of the system.

The logarithmic Lyapunov function for the system in the case of the Deficiency Zero Theorem is the following:

$$
\begin{equation*}
B(x)=\sum_{i=1}^{n} x_{i}\left(\ln \left(\frac{x_{i}}{x_{i}^{*}}\right)-1\right)+x_{i}^{*} \tag{2.43}
\end{equation*}
$$

where $x^{*}$ denotes the equilibrium point in the given stoichiometric compatibility class.
We add the important fact that the stability of the system in the case of the Deficiency Zero Theorem is global if the CRN has one linkage class [4], since the deficiency zero property and weak reversibility implies complex balance (see also the following subsection).

It is also worth mentioning the following significant control related results on weakly reversible deficiency zero networks. In [21] the detectability of such systems was studied and nonlinear observers were proposed for them with proven convergence under mild conditions. It was shown in [20] that weakly reversible deficiency zero networks are input-to-state stable if the (non-vanishing) manipulable inputs are the reaction rate coefficients.

It must be stressed that by distanting ourselves from the original chemical motivations, we consider kinetic models as a general nonlinear system class, and do not require in general that such models describe a chemically strictly feasible reaction mechanism. Thus, it is allowed that certain thermodynamical constraints (such as component mass balance conservation) are not fulfilled in the examined models.

### 2.5.7 Detailed balance and complex balance

The original definition of detailed balance and complex balance came from the problem statement of the thermodynamical compatibility of kinetic system models [83, 82, 18]. However, we will be mainly interested in the stability implications of these important properties.

Definition 2.5.1. A CRN realization $\left(Y, A_{k}\right)$ is called complex balanced at $x^{*} \in \mathbb{R}_{+}^{n}$, if

$$
\begin{equation*}
A_{k} \psi\left(x^{*}\right)=0 . \tag{2.44}
\end{equation*}
$$

Definition 2.5.2. A reversible CRN realization $\left(Y, A_{k}\right)$ is called detailed balanced at $x^{*} \in \mathbb{R}_{+}^{n}$, if

$$
\begin{equation*}
\rho_{i j}\left(x^{*}\right)=\rho_{j i}\left(x^{*}\right), \quad \forall i, j \text { such that } C_{i} \leftrightarrows C_{j} \text { exists, } \tag{2.45}
\end{equation*}
$$

i.e. the forward and reverse reaction rates for each reversible reaction are equal at $x^{*}$.

Clearly, if a CRN is complex balanced at $x^{*}$, then $x^{*}$ is an equilibrium point, i.e. $Y A_{k} \psi\left(x^{*}\right)=0$. Furthermore, it is easy to check that detailed balancing at $x^{*}$ implies complex balancing at $x^{*}$ for reversible networks, but the converse is generally not true.

Definition 2.5.3. A reversible CRN realization $\left(Y, A_{k}\right)$ is called complex balanced (detailed balanced), if it is complex balanced (detailed balanced) at each positive steady state.

It is important to remark that both the complex balance and detailed balance properties depend on the structure of the reaction digraph and on the numerical values of the reaction rate coefficients [25]. In [51], necessary and sufficient conditions were given for detailed balancing (see also [118] for a clear explanation of conditions) using the graph theoretical circuit and spanning forest conditions below. The circuit conditions require that the product of the reaction rate coefficients should be equal taken in either directions along a circuit. The spanning forest conditions say that

$$
\begin{equation*}
\prod\left(k_{i j}\right)^{\gamma_{i j}}=\prod\left(k_{j i}\right)^{\gamma_{i j}} \tag{2.46}
\end{equation*}
$$

where the products are taken for each reaction step in the spanning forest of the reaction digraph and $\gamma$ denotes the solutions of the equation

$$
\begin{equation*}
\sum_{i, j} \gamma_{i j} v_{i j}=0, \text { for all } i, j \text { such that } C_{i} \longrightarrow C_{j} \text { exists, } \tag{2.47}
\end{equation*}
$$

and $v_{i j}$ is the reaction vector of the reaction $C_{i} \longrightarrow C_{j}$.
It is worth summarizing the following important properties and relations of detailed and complex balancing collected from [48, 82, 51, 72, 25, 36].

P1 If there is no circuit in the reaction graph, then the spanning forest condition is alone necessary and sufficient for detailed balancing.

P2 If the deficiency of the CRN is zero, then the circuit condition is necessary and sufficient for detailed balancing.

P3 If the deficiency of the CRN is zero, and there is no circuit in the reaction digraph, then the reaction is detailed balanced.

P4 If the circuit conditions are satisfied in a reversible CRN containing at least one circuit, then detailed balancing and complex balancing are equivalent.

P5 If a CRN is complex balanced (detailed balanced) at any positive $x^{*}$ then it is complex balanced (detailed balanced) at all other positive equilibrium points.

P6 If a CRN is complex balanced then it is weakly reversible.
P7 A CRN is complex balanced for any positive values of reaction rate coefficients if and only if a) it is weakly reversible, and b) the deficiency of the system is zero.

P8 If a CRN is complex balanced then there is precisely one equilibrium point in each stoichiometric compatibility class. Furthermore, each equilibrium point is at least locally stable with a known strict Lyapunov function.

### 2.5.8 Dynamical equivalence: possible structural non-uniqueness of CRNs

The following simple example is given to help understanding the significance of dynamical equivalence in mass action CRNs.

Example 2.5.2. Consider the simple reaction mechanism depicted in Fig. 2.3 a). It is easy to check that the reaction structures in Figs 2.3 b), c), d) and e) lead to the same dynamical description as the original structure a), namely

$$
\begin{align*}
& \dot{x}_{1}=3 k_{1} x_{2}^{3}-k_{2} x_{1}^{3} \\
& \dot{x}_{2}=-3 k_{1} x_{2}^{3}+k_{2} x_{1}^{3}, \tag{2.48}
\end{align*}
$$

for any $k_{1}, k_{2}>0, l_{0}>0, l_{1}<\frac{3 k_{1}}{2}, l_{2}<k_{2}$ and $l_{3}>0$ (i.e. the CRNs in Fig. 2.3 are dynamically equivalent). It is worth having a look at the structural properties of the different realizations of eq. (2.48) shown in the subfigures. The realizations in Figs. 2.3.a) and b) are irreversible, the structure in Fig. 2.3.c) is weakly reversible, while the networks in Figs. 2.3.d) and e) are fully reversible. The deficiencies of the first four realizations a)-d) are 1 , while the deficiency of realization e) is zero. This means that both the weaker Deficiency One Theorem and the stronger Deficiency Zero Theorem can be applied to all realizations a)-e), and this way to the dynamical system described by eq. (2.48) (see [50]). Shortly speaking, the Deficiency One Theorem for such weakly reversible networks as c) says that its differential equations admit precisely one steady state in each positive stoichiometric compatibility class. Moreover, by applying the Deficiency Zero Theorem to realization e) together with the recent important results in [4], we obtain the additional valuable fact that for any positive $k_{1}$ and $k_{2}$, each steady state of (2.48) is globally asymptotically stable within the corresponding positive stoichiometric compatibility class with the Lyapunov function (2.43), where the term "globally" refers to the positive orthant.

First of all, the above example shows very transparently that important structural properties such as deficiency, reversibility or weak reversibility are not encoded uniquely in the polynomial differential equations of a kinetic system i.e. they are realization properties. (In chapter 5, it will be illustrated that the number of linkage


Figure 2.3: Dynamically equivalent reaction networks
classes and the detailed/complex balanced properties can also change with different realizations.) Among the concluding open questions of [86] (where the authors gave necessary and sufficient conditions for polynomial ODEs to be kinetic together with a constructive proof) we can read the following: "We may look for a mechanism in a class of mechanisms with a given - chemically relevant - property. Such a property may be conservativity, (weak) reversibility, zero deficiency or just structural stability as well." Therefore, it is definitely of interest to develop computational tools to search for realizations with such properties that are useful in the dynamical analysis of given kinetic polynomial systems or CRNs.

We will call two reaction networks given by the matrix pairs $\left(Y^{(1)}, A_{k}^{(1)}\right)$ and $\left(Y^{(2)}, A_{k}^{(2)}\right)$ dynamically equivalent, if

$$
\begin{equation*}
Y^{(1)} A_{k}^{(1)} \psi^{(1)}(x)=Y^{(2)} A_{k}^{(2)} \psi^{(2)}(x)=f(x), \quad \forall x \in \overline{\mathbb{R}}_{+}^{n} \tag{2.49}
\end{equation*}
$$

where for $i=1,2, Y^{(i)} \in \mathbb{R}^{n \times m_{i}}$ have nonnegative integer entries, $A_{k}^{(i)}$ are valid Kirchhoff matrices, and

$$
\begin{equation*}
\psi_{j}^{(i)}(x)=\prod_{k=1}^{n} x_{k}^{\left[Y^{(i)}\right]_{k j}}, \quad i=1,2, j=1, \ldots, m_{i} . \tag{2.50}
\end{equation*}
$$

In this case, $\left(Y^{(i)} A_{k}^{(i)}\right)$ for $i=1,2$ are called dynamically equivalent realizations of the corresponding kinetic vector field $f$. It is also appropriate to call $\left(Y^{(1)}, A_{k}^{(1)}\right)$ a (dynamically equivalent) realization of $\left(Y^{(2)}, A_{k}^{(2)}\right)$ and vice versa.

### 2.5.9 Linear conjugacy of reaction networks

In [91] the authors extended the concept of dynamical equivalence to linear conjugacy. In their framework, two CRNs denoted by $\Sigma$ and $\Sigma^{\prime}$ are said to be linearly conjugate
if there is a positive diagonal linear mapping which takes the flow of one network to the other. Dynamical equivalence is encompassed as a special case of linear conjugacy taking the transformation to be the identity.

Importantly, linearly conjugate networks share the same qualitative dynamics (e.g. number and stability of equilibria, persistence/extinction of species, dimensions of invariant spaces, etc.). Similarly to different realizations of the same kinetics (2.29), if a network with unknown kinetics is linearly conjugate to a network with known dynamics, then the qualitative properties of the second network are transferred to the first. The main result of [91] is the following.

Theorem 2.5.4. [91] Consider two mass-action systems $\Sigma=(\mathcal{S}, \mathcal{C}, \mathcal{R})$ and $\Sigma^{\prime}=$ $\left(\mathcal{S}, \mathcal{C}^{\prime}, \mathcal{R}^{\prime}\right)$ and let $Y$ be the stoichiometric matrix corresponding to the complexes in either network. Consider a kinetics matrix $A_{k}$ corresponding to $\Sigma$ and suppose that there is a kinetics matrix $A_{b}$ with the same structure as $\Sigma^{\prime}$ and a vector $c \in \mathbb{R}_{>0}^{n}$ such that

$$
\begin{equation*}
Y \cdot A_{k}=T \cdot Y \cdot A_{b} \tag{2.51}
\end{equation*}
$$

where $T=\operatorname{diag}\{c\}$. Then $\Sigma$ is linearly conjugate to $\Sigma^{\prime}$ with kinetics matrix

$$
\begin{equation*}
A_{k}^{\prime}=A_{b} \cdot \operatorname{diag}\{\psi(c)\} . \tag{2.52}
\end{equation*}
$$

It is useful to summarize the proof below with notations adapted to this thesis.
Proof. Let $\Phi\left(x_{0}, t\right)$ correspond to the flow of (2.29) associated to the reaction network $\mathcal{N}$. Consider the linear mapping $\mathbf{h}(x)=T_{\tilde{\sim}}^{-1} \cdot x$ where $T=\operatorname{diag}\{c\}$. Now define $\tilde{\Phi}\left(y_{0}, t\right)=T^{-1} \cdot \Phi\left(x_{0}, t\right)$ so that $\Phi\left(x_{0}, t\right)=T \cdot \tilde{\Phi}\left(y_{0}, t\right)$.

Since $\Phi\left(x_{0}, t\right)$ is a solution of (2.29) we have

$$
\begin{aligned}
\frac{d}{d t} \tilde{\Phi}\left(y_{0}, t\right) & =T^{-1} \cdot \frac{d}{d t} \Phi\left(x_{0}, t\right) \\
& =T^{-1} \cdot Y \cdot A_{k} \cdot \psi\left(\Phi\left(x_{0}, t\right)\right) \\
& =T^{-1} \cdot T \cdot Y \cdot A_{b} \cdot \psi\left(T \cdot \tilde{\Phi}\left(y_{0}, t\right)\right) \\
& =Y \cdot A_{b} \cdot \operatorname{diag}\{\psi(c)\} \cdot \psi\left(\tilde{\Phi}\left(y_{0}, t\right)\right) .
\end{aligned}
$$

It is clear that $\tilde{\Phi}\left(y_{0}, t\right)$ is the flow of (2.29) corresponding to the reaction network $\Sigma^{\prime}$ with the kinetics matrix given by (2.52). We have that $\mathbf{h}\left(\Phi\left(x_{0}, t\right)\right)=\tilde{\Phi}\left(\mathbf{h}\left(x_{0}\right), t\right)$ for all $x_{0} \in \mathbb{R}_{>0}^{n}$ and $t \geq 0$ where $y_{0}=\mathbf{h}\left(x_{0}\right)$ since $y_{0}=\tilde{\Phi}\left(y_{0}, 0\right)=T^{-1} \cdot \Phi\left(x_{0}, 0\right)=T^{-1} \cdot x_{0}$. It follows that the networks $\Sigma$ and $\Sigma^{\prime}$ are linearly conjugate.

It is important to remark that linear conjugacy is a special case of the general kinetic transformation (lumping) schemes analyzed e.g. in [105, 148, 47].

### 2.5.10 Three important conjectures

Chemists and chemical engineers usually accept the following three conjectures by intuition, although neither of them has been proved completely (except for special cases) until the time of writing this dissertation. Significant effort has been made in the last decades for general proofs, but it seems to be technically challenging in all three cases [25].

The Global Attractor Conjecture says that for any complex balanced CRN and any initial condition $x(0) \in \mathbb{R}_{+}^{n}$, the equilibrium point $x^{*}$ is a global attractor in the corresponding positive stoichiometric compatibility class.

### 2.5. Chemical reaction netracks 263_11

A nonnegative dynamical system is called persistent, if no trajectory that starts in the positive orthant has an $\omega$-limit point on the boundary of $\mathbb{R}_{+}^{n}$. Chemically, persistence means that no species "die out" during the operation of the system. According to the Persistency Conjecture, any weakly reversible mass-action system is persistent. (Sometimes a weaker version of this conjecture is given with the additional assumption that the weakly reversible system has bounded trajectories.)

The Boundedness Conjecture says that any weakly reversible reaction network with mass-action kinetics has bounded trajectories. The Deficiency Zero and Deficiency One Theorems (see subsection 2.5.6) together with the Boundedness Conjecture underline the importance of weak reversibility. Seeing this, it is understandable why the following is written in [91]: "The development of algorithms and computer software which can efficiently check for viable weakly reversible target networks ... is a primary interest". In sections 6.3 and 6.4, two different numerical solutions for this problem will be given.

There are important relations between the notions related to the above mentioned conjectures. Firstly, it is known that complex balance implies weak reversibility [83]. Moreover, each trajectory of a complex balanced system remains bounded. Most importantly, it follows from the results in [141] that if the Persistency Conjecture were true, it would imply the Global Attractor Conjecture. Very recent results are that both the Global Attractor Conjecture and the Boundedness conjecture were successfully proved for one linkage class reaction networks by the same author $[4,3]$.

The above outlined results further support the motivation and significance of finding CRN realizations with required properties which is the topic of chapters 5 and 6 . In particular, the finding of dynamically equivalent or "dynamically similar" complex balanced or weakly reversible structures is of significant interest.

## Chapter 3

## Analysis results for quasi-polynomial systems

This chapter presents new results in the field of the dynamic analysis of QP systems. Section 3.1 describes an interesting connection between the global stability and the existence of a Hamiltonian structure in QP systems. In section 3.2, a frequently used time-rescaling transformation is studied from a computational point of view. Section 3.3 shortly summarizes additional related results that could not be fit into the thesis in full detail due to length constraints. The main motivating factors of the work are described in chapter 1, while the basic notions corresponding to QP systems can be found in section 2.3.

### 3.1 Global stability and quadratic Hamiltonian structure in Lotka-Volterra sytems

For the dissipative-Hamiltonian description of LV systems, the definitions and notations of sections 2.3 and 2.4 will be used.

### 3.1.1 Dissipative Hamiltonian description of LV systems with a quadratic Hamiltonian function

Similarly to subsection 2.3.3, let us assume again that the LV model (2.13) has an equilibrium point in the strictly positive orthant and denote the equilibrium point of interest with $z^{*}$. For the forthcoming calculations, it is comfortable to apply a coordinates shift to place the equilibrium into the origin in the new coordinates, i.e. let us define the vector of new variables as

$$
\begin{equation*}
x=z-z^{*} . \tag{3.1}
\end{equation*}
$$

With this transformation, the model (2.13) in the new coordinates reads

$$
\begin{align*}
& \dot{x}_{i}=\left(x_{i}+z_{i}^{*}\right)\left(\lambda_{i}+\sum_{j=1}^{m} M_{i j}\left(x_{j}+z_{j}^{*}\right)\right)= \\
& \left(x_{i}+z_{i}^{*}\right)\left(\begin{array}{l}
\underbrace{\lambda_{i}+\sum_{j=1}^{m} M_{i j} z_{j}^{*}}_{0}+\sum_{j=1}^{m} M_{i j} x_{j})= \\
\left(x_{i}+z_{i}^{*}\right) \sum_{j=1}^{m} M_{i j} x_{j}, \quad i=1, \ldots, m .
\end{array},\right. \tag{3.2}
\end{align*}
$$

Consider a quadratic Hamiltonian function candidate

$$
\begin{equation*}
\mathcal{H}(x)=\frac{1}{2}\left(h_{1} x_{1}^{2}+h_{2} x_{2}^{2}+\cdots+h_{m} x_{m}^{2}\right), \tag{3.3}
\end{equation*}
$$

where $h_{i} \in \mathbb{R}, i=1, \ldots, m$. The gradient of $\mathcal{H}$ is then

$$
\mathcal{H}_{x}(x)=\left[\begin{array}{llll}
h_{1} x_{1} & h_{2} x_{2} & \ldots & h_{m} x_{m} \tag{3.4}
\end{array}\right] .
$$

Then the system model (3.2) can be written as

$$
\begin{equation*}
\dot{x}=\Gamma(x) M H^{-1} \mathcal{H}_{x}^{T}(x) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{gather*}
M=\left[\begin{array}{cccc}
M_{11} & M_{12} & \ldots & M_{1 m} \\
M_{21} & M_{22} & \ldots & M_{2 m} \\
\vdots & & & \vdots \\
M_{m 1} & M_{m 2} & \ldots & M_{m m}
\end{array}\right],  \tag{3.6}\\
\Gamma(x)=\operatorname{diag}\left(x_{i}+z_{i}^{*}\right)=\left[\begin{array}{ccccc}
\left(x_{1}+z_{1}^{*}\right) & 0 & \ldots & 0 \\
0 & \left(x_{1}+z_{2}^{*}\right) & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & \left(x_{m}+z_{m}^{*}\right)
\end{array}\right] \tag{3.7}
\end{gather*}
$$

and

$$
\begin{equation*}
H=\operatorname{diag}\left(h_{1}, \ldots, h_{m}\right) . \tag{3.8}
\end{equation*}
$$

Let us use the notation $S(x)=\Gamma(x) M H^{-1}$. Now we decompose $S(x)$ to a skew symmetric and a symmetric part in the following way

$$
\begin{equation*}
S(x)=\frac{1}{2}(\underbrace{S(x)-S^{T}(x)}_{\text {skew symm. }}+\underbrace{S(x)+S^{T}(x)}_{\text {symm. }}) \tag{3.9}
\end{equation*}
$$

Therefore $R(x)=-\frac{1}{2}\left(S(x)+S^{T}(x)\right)$ in our model. This means that the dissipative Hamiltonian structure can be investigated through studying the definiteness of $S(x)+$ $S^{T}(x)$.

We note that also in this special case, the Jacobi equations (2.24) are not necessarily fulfilled for $J(x)=\left(S(x)-S^{T}(x)\right) / 2$, but the skew symmetric property of $J$ is enough for the derivation of the forthcoming results.

It is useful to further decompose $\Gamma(x)$ as

$$
\begin{equation*}
\Gamma(x)=X+Z^{*} \tag{3.10}
\end{equation*}
$$

where $X=\operatorname{diag}\left(x_{i}\right), Z^{*}=\operatorname{diag}\left(z_{i}^{*}\right), i=1, \ldots, m$. Then we can write

$$
\begin{align*}
& S(x)+S^{T}(x)=\Gamma(x) M H^{-1}+H^{-1} M^{T} \Gamma^{T}(x)=  \tag{3.11}\\
& X M H^{-1}+H^{-1} M^{T} X+Z^{*} M H^{-1}+H^{-1} M^{T} Z^{*} \tag{3.12}
\end{align*}
$$

Since $X$ and $Z^{*}$ are diagonal (and therefore symmetric), the positive semidefiniteness of $R(x)$ in (2.22) leads to the following matrix inequality

$$
\begin{equation*}
X M H^{-1}+H^{-1} M^{T} X \leq-\left(Z^{*} M H^{-1}+H^{-1} M^{T} Z^{*}\right) \tag{3.13}
\end{equation*}
$$

There are in principle two sets of unknowns in the above matrix inequality: the coedficients of the Hamiltonian function in $H^{-1}$ and the state variables in the matrix $X$. In these two sets, (3.13) is clearly a bilinear matrix inequality.

Since we are interested in the local dissipative-Hamiltonian description of the system around the equilibrium point, first we solve (3.13) for a positive definite diagonal $H^{-1}$ with $X=0$. Having determined the reciprocials of the coefficients in the Hamilltonian function (i.e. $H^{-1}$ ), the dissipativity region can be approximated by searching for a convex set in the state-space which satisfies (3.13).

The question might arise why a uniform weighting of $\mathcal{H}$ in (3.3) (i.e. $h_{i}=1$, $i=1, \ldots, m)$ is not necessarily enough for our purpose. From (3.13) it can be seen that the parametrization of the Hamiltonian function in the form of eq. (3.3) is needed, because if $M^{T} Z^{*}+Z^{*} M$ is itself indefinite, but $M^{T} Z^{*}$ is diagonally stabilizable, then there is a convex neighborhood of the origin where $\Gamma(x) M H^{-1}+H^{-1} M^{T} \Gamma^{T}(x)$ is positive (semi )definite, but there is no such neighborhood where $\Gamma(x) M+M^{T} \Gamma^{T}(x)$ is positive (semi )definite.

The method of searching for a locally dissipative generalized Hamiltonian description of (2.13) can be summarized as follows:

1. Determine the equilibrium point of interest $\left(Z^{*}\right)$ and center the coordinates according to (3.1).
2. Try to solve the LMI

$$
\begin{equation*}
Z^{*} M H^{-1}+H^{-1} M^{T} Z^{*} \leq 0 \tag{3.14}
\end{equation*}
$$

for a positive definite diagonal $H^{-1}$. If the LMI is feasible, then
3. Define the Hamiltonian function with the reciprocals of the diagonal elements in $H^{-1}$ as coefficients, i.e.

$$
\begin{equation*}
\mathcal{H}(x)=\sum_{i=1}^{n} h_{i} x_{i}^{2} . \tag{3.15}
\end{equation*}
$$

4. Find an appropriate convex set around $x=0$, for which (3.13) is valid.

### 3.1.2 Equivalence to global stability with the logarithmic Lyapunov function

Now we show that the diagonal stabilizability of $M$ is equivalent to the solvability of (3.14) i.e. to the local dissipativity of $R(x)$. For this, we use the following well-known fact from matrix algebra.

Lemma 3.1.1. [13] An $n \times n$ symmetric matrix $W$ is positive semidefinite if and only if $Q \cdot W \cdot Q^{T}$ is positive semidefinite for an arbitrary nonsingular quadratic matrix $Q$ of dimension $n \times n$.

Using the above lemma, we can state the following theorem.
Theorem 3.1.1. For given $Z^{*}>0$ and $M$, the LMI

$$
\begin{equation*}
Z^{*} M H^{-1}+H^{-1} M^{T} Z^{*} \leq 0 \tag{3.16}
\end{equation*}
$$

is solvable for a diagonal $H^{-1}$ if and only if $M$ is diagonally stabilizable i.e. there exists a diagonal $C>0$ such that

$$
\begin{equation*}
M^{T} C+C M \leq 0 \tag{3.17}
\end{equation*}
$$

## Proof

1. Assume that (3.16) holds for a diagonal $H^{-1}>0$. Then by Lemma 3.1.1

$$
\begin{equation*}
H\left(Z^{*} M H^{-1}+H^{-1} M^{T} Z^{*}\right) H=H Z^{*} M+M^{T} Z^{*} H \leq 0, \tag{3.18}
\end{equation*}
$$

and therefore the positive definite diagonal $C$ in (3.17) can be chosen as $H Z^{*}=$ $Z^{*} H$, so $M$ is diagonally stabilizable.
2. Assume that $M$ is diagonally stabilizable i.e. (3.17) holds for a diagonal $C>0$. Then we can write $C$ as a product of $Z^{*}$ and another positive definite diagonal matrix $H$ i.e. $C=H Z^{*}=Z^{*} H$. Now (3.17) can be written as $H Z^{*} M+$ $M^{T} Z^{*} H \leq 0$, and again by Lemma 3.1.1

$$
\begin{equation*}
H^{-1}\left(H Z^{*} M+M^{T} Z^{*} H\right) H^{-1}=Z^{*} M H^{-1}+H^{-1} M^{T} Z^{*} \leq 0 \tag{3.19}
\end{equation*}
$$

### 3.1.3 Examples

Example 3.1.1. Let the parameters of the LV system (2.13) be given as

$$
M=\left[\begin{array}{cc}
-1 & 0.3  \tag{3.20}\\
7 & -5
\end{array}\right], \lambda=\left[\begin{array}{ll}
3.5 & -10
\end{array}\right]^{T} .
$$

Using the above parameters it can be checked that an equilibrium point is at $z^{*}=$ $\left[\begin{array}{ll}5 & 5\end{array}\right]^{T}$. Solving the LMI (2.21) we get that $M$ is diagonally stabilizable e.g. with the positive definite diagonal matrix

$$
C=\left[\begin{array}{cc}
10 & 0  \tag{3.21}\\
0 & 1
\end{array}\right] .
$$

One can check that the eigenvalues of $M^{T} C+C M$ are $\lambda_{1}=-26.1803$ and $\lambda_{2}=$ -3.8197 . This means that the LV system with the parameters above admits a local
dissipative Hamiltonian description with a quadratic Hamiltonian function in a neighborhood of $z^{*}$. Based on Theorem 3.1.1, the Hamiltonian function in the centered coordinates can be computed as

$$
\begin{equation*}
\mathcal{H}(x)=2 x_{1}^{2}+0.2 x_{2}^{2} . \tag{3.22}
\end{equation*}
$$

A very rough estimate of the neighborhood of the equilibirum point where $R$ is positive definite can be obtained by using a simple interval-halving algorithm for finding four corner points along the axes of the coordinates system. With a tolerance level of $10^{-6}$, the four corner points in $z$-coordinates are the following

$$
\begin{array}{ll}
z_{c 1}=\left[\begin{array}{ll}
1.5790 & 5
\end{array}\right]^{T}, & z_{c 2}=\left[\begin{array}{ll}
86.1987 & 5
\end{array}\right]^{T} \\
z_{c 3}=\left[\begin{array}{ll}
5 & 0.2900
\end{array}\right]^{T}, & z_{c 4}=\left[\begin{array}{ll}
5 & 15.8324
\end{array}\right]^{T} \tag{3.24}
\end{array}
$$

Naturally, the corresponding estimate of the quadratic stability region is the largest level set (ellipsoid) of (3.22) that is inside the polygon defined by the above corner points.

It can be checked that the Jacobi-identites (2.24) are satisfied for $J(x), \forall x \in \mathbb{R}^{2}$ in this example.

Example 3.1.2. As another illustrative example, consider a 3 dimensional LV-system with the following parameters

$$
M=\left[\begin{array}{ccc}
-0.15 & 0.004 & 0.01  \tag{3.25}\\
0.06 & -0.5 & 0.2 \\
0.9 & 0.3 & -1
\end{array}\right], \quad \lambda=\left[\begin{array}{c}
0.132 \\
0.74 \\
-0.5
\end{array}\right]
$$

The equilibrium point of the system is then at $z^{*}=\left[\begin{array}{lll}1 & 2 & 1\end{array}\right]^{T}$. Solving the LMI (3.14) gives that the Hamiltonian function

$$
\begin{equation*}
\mathcal{H}(x)=10 x_{1}^{2}+0.5 x_{2}^{2}+0.3 x_{3}^{2} \tag{3.26}
\end{equation*}
$$

is decreasing in a neighborhood of the origin (the corner points of the dissipativity region of $R$ can be computed exactly the same way as in the previous case). However, one can check that the Jacobi identities (2.24) are not satisfied for $J$ in the cases of e.g. $i=1, j=2, k=3$ or $i=2, j=3, k=1$.

We note that often the best geometry of the level sets of the Hamiltonian function (which are ellipsoids) can be achieved by finding $H$ with minimal condition number, and this problem is also easily solvable numerically [14].

It is remarked that QP description and the above described method was successfully applied to get an estimate of the stability region of the zero dynamics of a nonlinear gas turbine model that had been identified from real measurement data [C2, J16].

### 3.2 Computing a state dependent time-rescaling transformation for QP systems

### 3.2.1 Definition of the time-rescaling transformation

## The generic case

Let $\Omega=\left[\begin{array}{lll}\Omega_{1} & \ldots & \Omega_{n}\end{array}\right]^{T} \in \mathbb{R}^{n}$. It is shown e.g. in [54] that the following reparametrization of time

$$
\begin{equation*}
d t=\prod_{k=1}^{n} y_{k}^{\Omega_{k}} d t^{\prime} \tag{3.27}
\end{equation*}
$$

transforms the original QP system (2.11) into the following (also QP) form

$$
\begin{equation*}
\frac{d y_{i}}{d t^{\prime}}=y_{i} \sum_{j=1}^{m+1}[\tilde{A}]_{i, j} \prod_{k=1}^{n} y_{k}^{[\tilde{B}]_{j, k}}, i=1, \ldots, n \tag{3.28}
\end{equation*}
$$

where $\tilde{A} \in \mathbb{R}^{n \times(m+1)}, \tilde{B} \in \mathbb{R}^{(m+1) \times n}$ and

$$
\begin{array}{ll}
{[\tilde{A}]_{i, j}=[A]_{i, j},} & i=1, \ldots, n ; j=1, \ldots, m \\
{[\tilde{A}]_{i, m+1}=L_{i},} & i=1, \ldots, n \tag{3.30}
\end{array}
$$

and

$$
\begin{align*}
& {[\tilde{B}]_{i, j}=[B]_{i, j}+\Omega_{j}, \quad i=1, \ldots, m ; \quad j=1, \ldots, n}  \tag{3.31}\\
& {[\tilde{B}]_{m+1, j}=\Omega_{j}, \quad j=1, \ldots, n} \tag{3.32}
\end{align*}
$$

It can be seen that the number of monomials is increased by one and vector $\tilde{L}$ is zero in the transformed system.

## A special (non-generic) case

A special case of the time-reparametrization or new time transformation occurs when the following relation holds:

$$
\begin{equation*}
\Omega^{T}=-b_{j}, \quad 1 \leq j \leq m, \tag{3.33}
\end{equation*}
$$

where $b_{j}$ is an arbitrary row of the $B$ matrix of the original system (2.11). From eqs. (3.31)-(3.32) we can see that in this case the $j$-th row of $\tilde{B}$ is a zero vector. This means that the number of monomials in the transformed system (3.28) remains the same as in the original QP system (2.11) and a nonzero $\tilde{L}$ vector that is equal to the $j$-th column of $A$ appears in the transformed system (for an example, see [54]).

In this case, the $\Omega$ vector can take only $m$ possible different values (see eq. (3.33)), therefore the stability analysis of the transformed system reduces to the feasibility check of $m$ different LMIs of the form (2.20). However, our approach treats the $\Omega$ vector as part of the unknowns to be determined, therefore from now on we will only consider the generic case defined in eq. (3.27).

### 3.2.2 Properties of the time-reparametrization transformation

The most important properties of the time-reparametrization transformation that are used for analyzing local and global stability are as follows.

## Monomials

The set of monomials $p_{1}, \ldots, p_{m+1}$ for the reparametrized system can be written up in terms of the original monomials:

$$
p_{j}=\prod_{k=1}^{n} y_{k}^{\Omega_{k}} \cdot \prod_{k=1}^{n} y_{k}^{[B]_{j, k}}=\prod_{k=1}^{n} y_{k}^{[B]_{j, k}+\Omega_{k}}, \quad j=1, \ldots, m
$$

and

$$
p_{m+1}=\prod_{k=1}^{n} y_{k}^{\Omega_{k}}
$$

or using a shorter notation:

$$
\begin{gathered}
p_{j}=r \cdot z_{j}, \quad j=1, \ldots, m \\
p_{m+1}=r
\end{gathered}
$$

where $z_{j}$ is given in (2.12) and

$$
r=\prod_{k=1}^{n} y_{k}^{\Omega_{k}} .
$$

## Equilibrium points

Since the equations of the reparametrized system (3.28) can be written as

$$
\begin{equation*}
\frac{d y_{i}}{d t^{\prime}}=y_{i}\left(L_{i}+\sum_{j=1}^{m}[A]_{i, j} \prod_{k=1}^{n} y_{k}^{[B]_{j, k}}\right) \prod_{k=1}^{n} y_{k}^{\Omega_{k}}, \quad i=1, \ldots, n \tag{3.34}
\end{equation*}
$$

and we assume that $y_{i}>0, i=1, \ldots, n$, it is clear that the equilibrium point $y^{*}$ of the original QP system (2.11) is also an equilibrium point of the reparametrized system (3.34).

## Local stability

Let us denote the Jacobian matrix of the original QP system (2.1) at the equilibrium point by $J_{Q P}\left(y^{*}\right)$. Then the Jacobian matrix of the time reparametrized QP system at the equilibrium point can be computed by using the formula described in [40]:

$$
\begin{equation*}
\tilde{J}_{Q P}\left(y^{*}\right)=Y^{*} \cdot \tilde{A} \cdot \tilde{Z}^{*} \cdot \tilde{B} \cdot\left(Y^{*}\right)^{-1}=r^{*} \cdot J_{Q P}\left(y^{*}\right)=\prod_{k=1}^{n} y_{k}^{*} \Omega_{k} \cdot J_{Q P}\left(y^{*}\right), \tag{3.35}
\end{equation*}
$$

where

$$
\tilde{Z}^{*}=\operatorname{diag}\left(p_{1}^{*}, \ldots, p_{m}^{*}, p_{m+1}^{*}\right) \quad, \quad Y^{*}=\operatorname{diag}\left(y_{1}^{*}, \ldots, y_{n}^{*}\right)
$$

are the quasi-monomials of the time-reparametrized system and the state variables at the equilibrium point, respectively. From eq. (3.35) one can see that (as we naturally expect) local stability is not affected by the time-reparametrization, because this transformation just multiplies the eigenvalues of the Jacobian by a positive constant $r^{*}$.

## Global stability

Rewriting (3.27) gives

$$
\begin{equation*}
\frac{d t}{d t^{\prime}}=\prod_{k=1}^{n}\left(y_{k}\left(t^{\prime}\right)\right)^{\Omega_{k}} \tag{3.36}
\end{equation*}
$$

from which we can see that $t$ is a strictly monotonously increasing continuous and invertible function of $t^{\prime}$ if the state variables are strictly positive. This means that global stability of any strictly positive equilibrium point in the original time scale in this case is equivalent to the global stability of the same equilibrium in rescaled time.

### 3.2. Computing a state depandent tinse-rescaling transformation for $Q P$ systems

### 3.2.3 The time-reparametrization problem as a bilinear matrix inequality

We denote an $n \times m$ matrix containing zero elements by $0^{n \times m}$. Let us define two auxiliary matrices by extending $A$ with a zero column and $B$ with a zero row, i.e.

$$
\begin{equation*}
\bar{A}=\left[A \mid 0^{n \times 1}\right] \in \mathbb{R}^{n \times(m+1)} \tag{3.37}
\end{equation*}
$$

and

$$
\bar{B}=\left[\begin{array}{c}
B  \tag{3.38}\\
0^{1 \times n}
\end{array}\right] \in \mathbb{R}^{(m+1) \times n} .
$$

Then $\tilde{A}$ and $\tilde{B}$ can be written as

$$
\begin{equation*}
\tilde{A}=[A \mid L]=\bar{A}+\left[0^{n \times m} \mid L\right], \tag{3.39}
\end{equation*}
$$

and

$$
\tilde{B}=\left[\begin{array}{c}
b_{1}+\Omega^{T}  \tag{3.40}\\
b_{2}+\Omega^{T} \\
\vdots \\
b_{m}+\Omega^{T} \\
\Omega^{T}
\end{array}\right]=\bar{B}+S \cdot \Omega^{*}
$$

where

$$
\begin{equation*}
\Omega^{*}=\operatorname{diag}(\Omega) \in \mathbb{R}^{n \times n} \tag{3.41}
\end{equation*}
$$

and

$$
S=\left[\begin{array}{cccc}
1 & 1 & \ldots & 1  \tag{3.42}\\
1 & 1 & \ldots & 1 \\
\vdots & & & \\
1 & 1 & \ldots & 1
\end{array}\right] \in \mathbb{R}^{(m+1) \times n} .
$$

It can be seen from eqs. (3.39) and (3.40) that the invariant matrix of the reparametrized system is

$$
\begin{equation*}
\tilde{M}=\tilde{B} \cdot \tilde{A}=\left(\bar{B}+S \cdot \Omega^{*}\right) \cdot \tilde{A} \tag{3.43}
\end{equation*}
$$

Therefore the matrix inequality for examining the global stability of the reparametrized system is the following

$$
\begin{align*}
-C & <0  \tag{3.44}\\
\tilde{M}^{T} \cdot C+C \cdot \tilde{M} & \leq 0 \tag{3.45}
\end{align*}
$$

i.e.

$$
\begin{align*}
-C & <0  \tag{3.46}\\
\tilde{A}^{T}\left(\bar{B}^{T}+\Omega^{*} S^{T}\right) C+C\left(\bar{B}+S \Omega^{*}\right) \tilde{A} & \leq 0 \tag{3.47}
\end{align*}
$$

which clearly has the same form as (2.2) with the following set of unknowns:

$$
x=\left[\begin{array}{c}
x_{1}  \tag{3.48}\\
x_{2} \\
\vdots \\
x_{m+1} \\
x_{m+2} \\
\vdots \\
x_{m+n+1}
\end{array}\right]=\left[\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{m+1} \\
\Omega_{1} \\
\vdots \\
\Omega_{n}
\end{array}\right]
$$

Now we are ready to construct the matrices in the BMI (2.2) starting with

$$
\begin{gather*}
G_{0}^{1}=G_{0}^{2}=0^{(m+1) \times(m+1)},  \tag{3.49}\\
{\left[G_{k}^{1}\right]_{i, j}= \begin{cases}-1, & i=j=k \\
0, & \text { otherwise }\end{cases} }  \tag{3.50}\\
i, j, k=1, \ldots, m+1, \\
G_{k}^{1}=0^{(m+1) \times(m+1)}, \quad k=m+2, \ldots, m+n+1 \tag{3.51}
\end{gather*}
$$

and

$$
\begin{equation*}
K_{k l}^{1}=0^{(m+1) \times(m+1)}, \quad k, l=1, \ldots, m+n+1 . \tag{3.52}
\end{equation*}
$$

Furthermore, let us introduce the following notations

$$
\begin{align*}
& P_{k} \in \mathbb{R}^{(m+1) \times(m+1)}, \\
& {\left[P_{k}\right]_{i, j}=\left\{\begin{array}{ll}
{[\bar{B} \cdot \tilde{A}]_{i, j},} & i=k \\
0, & i \neq k
\end{array},\right.}  \tag{3.53}\\
& i, j, k=1, \ldots, m+1
\end{align*}
$$

and

$$
\begin{align*}
& Q_{k l} \in \mathbb{R}^{(m+1) \times(m+1)}, \\
& {\left[Q_{k l}\right]_{i, j}= \begin{cases}{[\tilde{A}]_{l-m-1, j},} & i=k \\
0, & i \neq k\end{cases} }  \tag{3.54}\\
& i, j, k=1, \ldots, m+1, l=m+2, \ldots, m+n+1
\end{align*}
$$

Then

$$
G_{k}^{2}= \begin{cases}P_{k}+P_{k}^{T}, & k=1, \ldots, m+1  \tag{3.55}\\ 0^{(m+1) \times(m+1)}, & k=m+2, \ldots, m+n+1\end{cases}
$$

and

$$
\begin{align*}
& K_{k l}= \begin{cases}Q_{k l}+Q_{k l}^{T}, & k=1, \ldots, m+1, l=m+2, \ldots, m+n+1 \\
0^{(m+1) \times(m+1)}, & \text { otherwise }\end{cases}  \tag{3.56}\\
& k, l=1, \ldots, m+n+1 .
\end{align*}
$$

We note that in certain cases the feasibility of a BMI can be traced back to the feasibility of equivalent LMIs (see [14] or [136]), but in our case it is not possible because of the structural (diagonality) constraint on both of the unknown matrices $\Omega^{*}$ and $C$ in (3.47).

### 3.2.4 Example

In order to illustrate the above proposed method of finding time-reparametrization transformations for global stability analysis, a simple example is presented.

Example 3.2.1. Example with a full rank $M$ matrix. Consider a QP system with the following matrices

$$
A=\left[\begin{array}{ll}
\frac{2}{3} & -\frac{8}{3}  \tag{3.57}\\
\frac{2}{3} & -\frac{7}{3}
\end{array}\right] \approx\left[\begin{array}{ll}
0.6667 & -2.6667 \\
0.6667 & -2.3333
\end{array}\right],
$$

$$
\begin{gather*}
B=\left[\begin{array}{cc}
\frac{2}{3} & -\frac{1}{3} \\
-\frac{8}{3} & \frac{16}{3}
\end{array}\right] \approx\left[\begin{array}{cc}
0.6667 & -0.3333 \\
-2.6667 & 5.3333
\end{array}\right],  \tag{3.58}\\
L=\left[\begin{array}{l}
2 \\
\frac{5}{3}
\end{array}\right] \approx\left[\begin{array}{c}
2 \\
1.6667
\end{array}\right] . \tag{3.59}
\end{gather*}
$$

Its equilibrium point of interest is:

$$
y^{*}=\left[\begin{array}{ll}
1 & 1 \tag{3.60}
\end{array}\right]^{T} .
$$

The Jacobian matrix of the locally linearized system in $y^{*}$ has the following eigenvalues: $-0.1187,-4.9924$. This shows that the investigated equilibrium point is at least locally asymptotically stable.

Using an appropriate LMI solver (e.g. Matlab's LMI Control Toolbox) it can be checked that the LMI (2.20) cannot be solved for a diagonal $C$ if $M=B \cdot A$. However, using the algorithm [97] for solving the corresponding BMI we find that a feasible solution of (3.47) is e.g.

$$
C=\left[\begin{array}{lll}
1 & 0 & 0  \tag{3.61}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \quad \Omega=\left[\begin{array}{ll}
\frac{2}{3} & -\frac{5}{3}
\end{array}\right]^{T} .
$$

The eigenvalues of $\tilde{M}^{T} \cdot C+C \cdot \tilde{M}$ are

$$
\begin{equation*}
\lambda_{1}=0, \quad \lambda_{2} \approx-0.2374, \quad \lambda_{3} \approx-9.9848 \tag{3.62}
\end{equation*}
$$

which shows that the examined equilibrium point of the system is globally stable.
Example A.1.1 in the Appendix demonstrates the use of time-rescaling in designing a simple globally stabilizing static nonlinear feedback for an open generalized mass action kinetic system.

### 3.3 Short summary of further related results

As it turned out from the previous results, the simple algebraic structure of QP systems makes them especially suitable to apply matrix-based computation methods. The following two related methods (that are only briefly summarized due to the page constraints) are also based on this property.

### 3.3.1 An algorithm for finding invariants in QP systems

In this subsection, we use slightly different notations for QP systems from the ones defined in section 2.3 because of practical reasons. These notations are introduced below. We will represent an $(n+1)$ dimensional QP system in the following general form:

$$
\begin{equation*}
\dot{y}_{i}=y_{i}\left(\lambda_{i}+\sum_{j=1}^{m-1} \bar{A}_{i, j} U_{j}\right), \quad U_{j}=\prod_{k=1}^{n+1} y_{k}^{\bar{B}_{j, k}}, \quad i=1, \ldots, n+1 \tag{3.63}
\end{equation*}
$$

where $\bar{A} \in \mathbb{R}^{(n+1) \times(m-1)}, \bar{B} \in \mathbb{R}^{(m-1) \times(n+1)}, \lambda_{i} \in \mathbb{R}, i=1, \ldots, n+1$. Furthermore, $\lambda=\left[\begin{array}{lll}\lambda_{1} & \ldots & \lambda_{n+1}\end{array}\right]^{T}$. Without the loss of generality we can assume that $m-1 \geq n+1$, and that the matrices $\bar{A}$ and $\bar{B}$ are of full rank i.e. $\operatorname{Rank}(\bar{A})=\operatorname{Rank}(\bar{B})=n+1$ [79].

If $\lambda_{i} \neq 0$ for some $i$, then it is useful to introduce a so-called unit monomial $U_{m}=\prod_{k=1}^{n+1} y_{k}^{0}=1$. This way, the general equations (3.63) can be written in a homogeneous form (see e.g. [17]) as

$$
\begin{equation*}
\dot{y}_{i}=y_{i}\left(\sum_{j=1}^{m} A_{i, j} U_{j}\right), \quad U_{j}=\prod_{k=1}^{n+1} y_{k}^{B_{j, k}}, \quad i=1, \ldots, n+1 \tag{3.64}
\end{equation*}
$$

where the matrices $A \in \mathbb{R}^{(n+1) \times m}$ and $B \in \mathbb{R}^{m \times(n+1)}$ are the following:

$$
\begin{aligned}
& A_{i, j}=\bar{A}_{i, j}, \quad i=1, \ldots, n+1 ; \quad j=1, \ldots, m-1 \\
& A_{i, m}=\lambda_{i}, \quad i=1, \ldots, n+1
\end{aligned}
$$

and

$$
\begin{aligned}
& B_{i, j}=\bar{B}_{i, j}, \quad i=1, \ldots, m-1 ; \quad j=1, \ldots, n+1 \\
& B_{m, j}=0, \quad j=1, \ldots, n+1
\end{aligned}
$$

i.e. $\lambda$ is inserted as a column vector after the last column of $\bar{A}$, and a zero row vector is inserted after the last row of $\bar{B}$. The facts that $\bar{A}$ and $\bar{B}$ contain $n+1$ linearly independent rows and columns, respectively, and the row and column ranks of a matrix are equal, imply that the rank of both $A$ and $B$ remains $n+1$. Then, it follows from the relation $n+1<m$ that $A$ and $B$ are also of full rank, which is a necessary condition for the applicability of the described algorithm.

## The examined class of invariants

A function $I: \mathbb{R}^{n+1} \mapsto \mathbb{R}$ is called an invariant of (3.64) if

$$
\begin{equation*}
\frac{d}{d t} I=\frac{\partial I}{\partial y} \cdot \dot{y}=0 \tag{3.65}
\end{equation*}
$$

We consider quasi-polynomial invariants in (3.64) that can be written in the following special form:

$$
\begin{equation*}
I=F(y)-y_{i}^{\frac{1}{\beta}}, \quad \beta \in \mathbb{R} \tag{3.66}
\end{equation*}
$$

where

$$
\begin{equation*}
F(y)=\sum_{k=1}^{p} c_{k} \prod_{j=1, j \neq i}^{n+1} y_{j}^{\alpha_{k j}}, \quad c_{k}, \alpha_{k j} \in \mathbb{R} \tag{3.67}
\end{equation*}
$$

It's clear that (3.66) can be rewritten as

$$
\begin{equation*}
y_{i}^{\frac{1}{\beta}}=F(y)+c_{0}, \quad c_{0} \in \mathbb{R} \tag{3.68}
\end{equation*}
$$

This is a narrower class of invariants than the one examined in [52] since it contains those first integrals from where at least one of the variables can be expressed explicitly. However, many types of first integrals (e.g. conserved mechanical, thermodynamical or electrical energy) in physical system models belong to this class.

### 3.3. Short summary of further rehated result

## The underlying principle of the algorithm

Consider a set of ( $n+1$ ) QP differential equations in the homogeneous form of (3.64). Let us assume without loss of generality that $i=n+1$ in (3.68) (because the QP form of the equations is obviously preserved under permutation of the differential variables) i.e. the following algebraic dependence is present in (3.64)

$$
\begin{equation*}
y_{n+1}^{\frac{1}{\beta}}=c_{0}+\sum_{\ell=1}^{L} c_{\ell} V_{\ell} \tag{3.69}
\end{equation*}
$$

where $\beta, c_{\ell} \in \mathbb{R}, \ell=0, \ldots, L, \beta \neq 0$, and

$$
\begin{equation*}
V_{\ell}=\prod_{k=1}^{n} y_{k}^{\alpha_{\ell k}}, \quad \alpha_{\ell k} \in \mathbb{R}, \ell=1, \ldots, L, k=1, \ldots, n \tag{3.70}
\end{equation*}
$$

It is clear that (3.69) is equivalent to the existence of a first integral of the form (3.66)-(3.67).

Taking the time derivative of (3.69) we obtain

$$
\begin{equation*}
\dot{y}_{n+1}=\beta\left(c_{0}+\sum_{\ell=1}^{L} c_{\ell} V_{\ell}\right)^{\beta-1} \cdot \sum_{\ell=1}^{L} c_{\ell} \dot{V}_{\ell} \tag{3.71}
\end{equation*}
$$

Using (3.69) and the fact that the monomials $V_{\ell}, \ell=1, \ldots, L$ do not depend on $y_{n+1}$ we can further write

$$
\begin{equation*}
\dot{y}_{n+1}=\beta y_{n+1}^{\frac{\beta-1}{\beta}} \sum_{\ell=1}^{L} c_{\ell} \cdot \sum_{i=1}^{n} \frac{\partial V_{\ell}}{\partial y_{i}} \dot{y}_{i} \tag{3.72}
\end{equation*}
$$

Finally, we can rewrite (3.72) to the standard QP form as

$$
\begin{equation*}
\dot{y}_{n+1}=y_{n+1}\left(\sum_{\ell=1}^{L} \sum_{i=1}^{n} \beta \cdot c_{\ell} \cdot \alpha_{\ell i} \cdot V_{\ell} \cdot y_{n+1}^{-\frac{1}{\beta}} \sum_{j=1}^{m} A_{i, j} U_{j}\right) \tag{3.73}
\end{equation*}
$$

It is easy to see that the monomials in (3.73) (denoted by $R_{\ell j}$ ) are the following

$$
\begin{align*}
& R_{\ell j}=V_{\ell} \cdot U_{j} \cdot y_{n+1}^{-\frac{1}{\beta}}=y_{1}^{\alpha_{\ell 1}+B_{j 1}} \cdot y_{2}^{\alpha_{\ell 2}+B_{j 2}} \cdots \cdots y_{n}^{\alpha_{\ell n}+B_{j n}} \cdot y_{n+1}^{-\frac{1}{\beta}}  \tag{3.74}\\
& j=1, \ldots, m, \quad \ell=1, \ldots, L \tag{3.75}
\end{align*}
$$

while the coefficients of the monomials are

$$
\begin{align*}
& \gamma_{\ell j}=\sum_{i=1}^{n} \beta c_{\ell} \alpha_{\ell i} A_{i, j}  \tag{3.76}\\
& i=1, \ldots, n, \quad j=1, \ldots, m, \quad \ell=1, \ldots, L \tag{3.77}
\end{align*}
$$

where the subscript $i$ refers to that the partial differentiation in (3.72) has been performed by $x_{i}$.

Now, the aim of our algorithm is to determine $\beta$, the coefficients $c_{\ell}$ and the exponents $\alpha_{\ell i}, \ell=1, \ldots, L, i=1, \ldots n$ in (3.69)-(3.70) using the special form of the equation (3.73) and that of the monomials in (3.74).

The input required by the algorithm consists of the matrices $A$ and $B$ of the QP model in its homogeneous form defined in (3.64).

The operational condition of the algorithm is that, consistently to our preliminary assumptions, matrices $A$ and $B$ are of full rank.

Without the loss of generality we can assume that the explicit variable of the possible first integral is the last differential variable $y_{n+1}$. By a simple permutation of variables, each variable can be checked whether it is the explicit variable of a first integral.

The main steps of the algorithm can be summarized as (the details can be found in [J14])

1. Determination of the monomial candidates

To find a first integral in the form (3.69), one has to use the relationship (3.74) defined between the monomials $U_{j}, j=1, \ldots, m$ of the original differential equations and the monomials $R_{\ell j}, \ell=1, \ldots, L, j=1, \ldots, m$ of the ODE for the algebraically dependent variable $y_{n+1}$.
2. Determination of $\beta$

To have a QP-type first integral from which $y_{n+1}$ can be given explicitly, the exponents of $y_{n+1}$ in all of its monomials have to be identical. This step classifies the exponent row vectors of the monomial candidates of the first integral by their last element.
3. Determination of the coefficients

The last step to be performed is to search for a first integral with the collected monomial candidates. Since the exponents of the monomial candidates are already given, only their coefficients have to be determined. If these coefficients exist, the first integral exists for the current $\beta$, and it is completely determined by the algorithm.

This algorithm is capable of finding QP type first integrals which are explicit in (at least) one of their variables, moreover it operates without any heuristic steps. It can be shown that the time-complexity of the algorithm is polynomial [J14]. It is also remarked that coordinates transformations like the quasi-monomial transformation have an important effect on whether a first integral in some coordinates is explicit in one of its variables or not.

Example 3.3.1. A fed-batch fermentation process. In this example we use the model of an isotherm fed-batch fermentation process [J12]. The continuous version of the model is treated in [J13].

The model equations are given by

$$
\begin{align*}
& \dot{y}_{1}=K_{r} y_{1} y_{2}-\frac{y_{1}}{y_{3}} F  \tag{3.78}\\
& \dot{y}_{2}=-\frac{1}{Y} K_{r} y_{1} y_{2}+\frac{S_{F}-y_{2}}{y_{3}} F  \tag{3.79}\\
& \dot{y}_{3}=F \tag{3.80}
\end{align*}
$$

The variables of the model and their units in square brackets are

### 3.3. Short summary of further rechatebressults

| $y_{1}$ | biomass concentration | $[\mathrm{g} / \mathrm{l}]$ |
| :--- | :--- | :--- |
| $y_{2}$ | substrate concentration | $[\mathrm{g} / \mathrm{l}]$ |
| $y_{3}$ | volume | $[1]$ |
| $F$ | feed flow rate | $[\mathrm{l} / \mathrm{h}]$. |

The constant parameters and their typical values are the following
$Y=0.5$ yield coefficient
$K_{r}=1 \quad$ kinetic parameter $\quad[\mathrm{g} / \mathrm{l}]$
$S_{F}=10$ influent substrate concentration $[\mathrm{g} / \mathrm{l}]$
The feed flow-rate $F$ is the physical control input variable and will be treated as a constant parameter during the retrieval process. The model (3.78-3.80) can be given as a QP-ODE in its homogeneous form (3.64):

$$
\begin{align*}
& \dot{y}_{1}=y_{1}\left(K_{r} y_{2}-F y_{3}^{-1}\right)  \tag{3.81}\\
& \dot{y}_{2}=y_{2}\left(-\frac{1}{Y} K_{r} y_{1}+S_{F} F y_{2}^{-1} y_{3}^{-1}-F y_{3}^{-1}\right)  \tag{3.82}\\
& \dot{y}_{3}=y_{3}\left(F x_{3}^{-1}\right) \tag{3.83}
\end{align*}
$$

The $A$ and $B$ matrices of the QP model are:

$$
A=\left[\begin{array}{cccc}
K_{r} & -F & 0 & 0 \\
0 & -F & -\frac{K_{r}}{Y} & S_{F} F \\
0 & F & 0 & 0
\end{array}\right], B=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & -1 \\
1 & 0 & 0 \\
0 & -1 & -1
\end{array}\right]
$$

Applying the retrieval algorithm, we obtain a first integral in the following form:

$$
\begin{equation*}
x_{3}\left(\frac{1}{Y} x_{1}-x_{2}+S_{F}\right)=\frac{S_{F}}{c_{0}} \tag{3.84}
\end{equation*}
$$

where $c_{0}$ comes from the initial conditions of the model.
It is remarked that this first integral was computed in [J12] by the total integration of the reachability distribution thus proving that the modeled fermentation process is not reachable locally in the nonlinear sense [87] around any point in the state-space. However, the integration involved the manual solution of partial differential equations, while in the present case, the proposed first integral retreiving algorithm gave the same result after the straightforward transformation of the system model into QP form.

### 3.3.2 Globally stabilizing feedback design for a class of QP systems

## Input-affine QP system models

An input-affine nonlinear system model [87] with state vector $y$, input vector $u$ and output vector $\eta$

$$
\begin{align*}
\dot{y} & =f(y)+\sum_{i=1}^{p} g_{i}(y) u_{i} \\
\eta & =h(y) \tag{3.85}
\end{align*}
$$

is in QP-form if all of the functions $f, g$ and $h$ are in QP-form. Then the general form of the state equation of an input-affine QP system model with $p$-inputs can be written
as:

$$
\begin{equation*}
\dot{y}_{i}=y_{i}\left(L_{0_{i}}+\sum_{j=1}^{m} A_{0_{i j}} \prod_{k=1}^{n} y_{k}^{B_{j k}}\right)+\sum_{l=1}^{p} y_{i}\left(L_{l_{i}}+\sum_{j=1}^{m} A_{l_{i j}} \prod_{k=1}^{n} y_{k}^{B_{j k}}\right) u_{l} \tag{3.86}
\end{equation*}
$$

where

$$
\begin{gathered}
i=1, \ldots, n, \quad A_{0}, A_{l} \in \mathbb{R}^{n \times m}, \quad B \in \mathbb{R}^{m \times n} \\
L_{0}, L_{l} \in \mathbb{R}^{n}, \quad l=1, \ldots, p
\end{gathered}
$$

The corresponding input-affine Lotka-Volterra model is in the form

$$
\begin{equation*}
\dot{z}_{j}=z_{j}\left(N_{0_{j}}+\sum_{k=1}^{m} M_{0_{j k}} z_{k}\right)+\sum_{l=1}^{p} z_{j}\left(N_{l_{j}}+\sum_{k=1}^{m} M_{l_{j k}} z_{k}\right) u_{l} \tag{3.87}
\end{equation*}
$$

where

$$
j=1, \ldots, m, \quad M_{0}, M_{l} \in \mathbb{R}^{m \times m}, \quad N_{0}, N_{l} \in \mathbb{R}^{m}, \quad l=1, \ldots, p,
$$

and the parameters can be obtained from the input-affine QP system's ones in the following way

$$
\begin{array}{rll}
M_{0} & =B \cdot A_{0} & \\
N_{0} & =B \cdot L_{0} &  \tag{3.88}\\
M_{l} & =B \cdot A_{l} \quad l=1, \ldots, p . \\
N_{l} & =B \cdot L_{l} & l=1
\end{array}
$$

## The controller design problem

Globally stabilizing QP state feedback design problem for QP systems can be formulated as follows. Consider arbitrary quasi-polynomial inputs in the form:

$$
\begin{equation*}
u_{l}=\sum_{i=1}^{r} k_{i l} \hat{q}_{i}, \quad l=1 \ldots, p, \tag{3.89}
\end{equation*}
$$

where $\hat{q}_{i}=\hat{q}_{i}\left(y_{1}, \ldots, y_{n}\right), i=1, \ldots, r$ are arbitrary quasi-monomial functions of the state variables of (3.86) and $k_{i l}$ is the constant gain of the quasi-monomial function $\hat{q}_{i}$ in the $l$-th input $u_{l}$. The closed loop system will also be a QP system with matrices

$$
\begin{gather*}
\hat{A}=A_{0}+\sum_{l=1}^{p} \sum_{i=1}^{r} k_{i l} A_{i l}, \quad \hat{B},  \tag{3.90}\\
\hat{L}=L_{0}+\sum_{l=1}^{p} \sum_{i=1}^{r} k_{i l} L_{i l} . \tag{3.91}
\end{gather*}
$$

Note that the number of quasi-monomials in the closed-loop system (i.e. the dimension of the matrices) together with the matrix $\hat{B}$ may significantly change depending on the choice of the feedback structure, i.e. on the quasi-monomial functions $\hat{q}_{i}$.

Furthermore, the closed loop LV coefficient matrix $\hat{M}$ can also be expressed in the form:

$$
\hat{M}=\hat{B} \cdot \hat{A}=M_{0}+\sum_{l=1}^{p} \sum_{i=1}^{r} k_{i l} M_{i l} .
$$

Then the global stability analysis of the closed loop system with unknown feedback gains $k_{i l}$ leads to the following bilinear matrix inequality

$$
\begin{equation*}
\hat{M}^{T} C+C \hat{M}=M_{0}^{T} C+C M_{0}+\sum_{l=1}^{p} \sum_{i=1}^{r} k_{i l}\left(M_{i l}^{T} C+C M_{i l}\right) \leq 0 . \tag{3.92}
\end{equation*}
$$

The variables of the BMI are the $p \times r k_{i l}$ feedback gain parameters and the $c_{j}, j=$ $1, . ., m$ parameters of the Lyapunov function. If the BMI above is feasible then there exists a globally stabilizing feedback with the selected structure.

## Approaches for numerical solution

Direct solution of BMIs There are just few software tools available for solving general bilinear matrix inequalities that is a computationally hard problem. In some rare cases with a suitable change of variables quadratic matrix inequalities can be rewritten as linear matrix inequalities (see e.g. [14]), but generally the structure of the matrix variable of (3.92) does not fall into this fortunate problem class.

In Matlab environment the TomLab/PENBMI solver [98] can be used effectively to solve bilinear matrix inequalities. Rewriting the above matrix inequality (3.92) in the form (2.2) one gets the following expression which can be directly solved by [98] as a BMI feasibility problem:

$$
\begin{align*}
\sum_{j=1}^{m} c_{j} \bar{M}_{0, j}+\sum_{j=1}^{m} \sum_{l=1}^{p} \sum_{i=1}^{r} c_{j} k_{i l} \bar{M}_{i l, j} & \leq 0 \\
-C & <0 \tag{3.93}
\end{align*}
$$

The two disjoint sets of BMI variables are the $c_{j}$ parameters of the Lyapunov function and the $k_{i l}$ feedback parameters. The parameters of the problem $\bar{M}_{0, j}\left(\bar{M}_{i l, j}\right.$, respectively) are the symmetric matrices obtained from $M_{0}$ ( $M_{i l}$, respectively) by adding the $m \times m$ matrix that contains only the $j$-th column of $M_{0}\left(M_{i l}\right.$, respectively) to its transpose, i.e.

$$
[\bar{M}]_{s, j}=\left[\begin{array}{ccccc}
0 & \cdots & M_{1 j} & \cdots & 0  \tag{3.94}\\
\vdots & & \vdots & & \vdots \\
M_{1 j} & \cdots & 2 M_{j j} & \cdots & M_{m j} \\
\vdots & & \vdots & & \vdots \\
0 & \cdots & M_{m j} & \cdots & 0
\end{array}\right]
$$

where $M_{i j}=\left[M_{s}\right]_{i j}$ for $s \in\{0, i l\}$.
Note that for low dimensions (i.e. for $m<3$ ) there exist algebraic conditions for diagonal stablity to avoid BMI solutions [93], but presently these cannot be extended to the practically important higher dimensional case.

Applying iterative LMI solution Because of the NP-hard nature of the general BMI solution problem, it is worthwhile to search for an approximate but numerically efficient alternative way of solution. As shown below, the special structure of the QP stabilizing feedback design BMI feasibility problem allows us to apply a computationally feasible method for its solution that solves an LMI in each of its iterative approximation step. The iterative LMI (ILMI) algorithm used for static output feedback stabilization published in [19] is used for this purpose.

In order to be able to use the ILMI algorithm, it is necessary to write the QP stabilizing feedback design problem as a static output feedback stabilization problem for LTI systems. In what follows the globally stabilizing feedback design BMI (3.92) is used in the form

$$
\begin{equation*}
\left(M_{0}+\Theta K\right)^{T} C+C\left(M_{0}+\Theta K\right)<0 . \tag{3.95}
\end{equation*}
$$

where

$$
\Theta=[\overbrace{M_{1}, \ldots, M_{p}}^{1 \text { st }}, \ldots, \overbrace{M_{1}, \ldots, M_{p}}^{r \text { th }}], K=\left[\begin{array}{c}
k_{11} \cdot I_{m \times m} \\
\vdots \\
k_{1 p} \cdot I_{m \times m} \\
\vdots \\
k_{r 1} \cdot I_{m \times m} \\
\vdots \\
k_{r p} \cdot I_{m \times m}
\end{array}\right] .
$$

The above problem is structurally equivalent to a standard LTI output feedback stabilization problem

$$
(A+B F C)^{T} P+P(A+B F C)<0
$$

with $M_{0}$ corresponding to the state matrix $A, \Theta$ playing the role of the input matrix $B$, and $K$ serving as $F C$ and $P$ is the unknown matrix variable of the problem. Now, the iterative LMI solution method described in [19] can be directly applied for our problem. A more detailed description of the proposed method with illustrative examples can be found in [J15].

### 3.4 Summary

The relation between the global stability and the dissipative Hamiltonian structure of LV and QP systems was investigated in section 3.1. It was shown that the monomials of a QP system form a locally dissipative generalized Hamiltonian system with a diagonal quadratic Hamiltonian function if and only if the LV (and QP) system is globally stable with the Lyapunov function (2.18). Furthermore, a systematic method was presented for finding the quadratic Hamiltonian function through the solution of linear matrix inequalities. The local dissipativity region in the monomial space can also be estimated by using LMIs. The generalized Hamiltonian description and the estimation of the dissipativity neighborhood was illustrated by two numerical examples.

In section 3.2 it was shown that the solvability of a class of time-reparametrization problem used in global stability analysis of QP systems is equivalent to the feasibility of a bilinear matrix inequality, where the unknowns to be determined are the coefficients of the Lyapunov function candidate and the parameters of the time-reparametrization transformation. Using the proposed method, it is possible to decide whether an appropriate time-reparametrization exists and to determine the time-reparametrizing transformation and the Lyapunov function together, using the same algorithm. Although the solution of BMIs is known to be an NP-hard problem, there exist effective numerical algorithms for handling them. A simple example was given, where global stability could not be proven in the original time-scale but after solving the corresponding BMI and finding the right time-reparametrization parameters, it turned out that the system is globally stable.

Finally, in section 3.3 an algorithm for finding invariants in QP systems, and a globally stabilizing feedback design method were briefly presented.

## Chapter 4

## Hamiltonian structure in reversible reaction networks with mass action kinetics

In this section, a possible locally dissipative-Hamiltonian structure for a class of reversible deficiency zero CRNs will be presented.

### 4.1 Some further notions: the structure of reversible reaction networks

In describing the underlying dynamic structure of reaction networks, we adopt the notation employed in [69] for the dissipative reaction network kinetics.

Let us consider the isolated and homogeneous isotherm systems where $n$ chemical species participate on a $r$-step reaction network, represented by the following reversible stoichiometric mechanism obeying the mass action law:

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i j} X_{i} \rightleftarrows \sum_{i=1}^{n} \beta_{i j} X_{i} \quad \text { for } j=1, \ldots, r \tag{4.1}
\end{equation*}
$$

with $\alpha_{i j}, \beta_{i j}$ being the constant stoichiometric coefficients for specie $X_{i}$ in the reaction step $j$. The linear combinations of the species in eq. (4.1), namely $\sum_{i=1}^{n} \alpha_{i j} X_{i}$ and $\sum_{i=1}^{n} \beta_{i j} X_{i}$ for $j=1, \ldots, r$ are the complexes. The overall reaction rates are given by [49]:

$$
\begin{equation*}
W_{j}(x)=k_{j}^{+} \prod_{i=1}^{n} x_{i}^{\alpha_{i j}}-k_{j}^{-} \prod_{i=1}^{n} x_{i}^{\beta_{i j}}, \quad j=1, \ldots, r \tag{4.2}
\end{equation*}
$$

where $k_{j}^{+}$and $k_{j}^{-}$are the constants of the forward and reverse rates of the $j$-th reaction step, respectively, and $x_{i} \geq 0$ represents the concentration of the specie $X_{i}$. Each concentration evolves in time according to the ordinary differential equation:

$$
\begin{equation*}
\dot{x}_{i}=\sum_{j=1}^{r} \nu_{i j} W_{j}(x), \quad i=1, \ldots, n, \tag{4.3}
\end{equation*}
$$

where $\nu_{i j}=\alpha_{i j}-\beta_{i j}$ is positive or negative depending on whether the specie $i$ is a product or a reactant in the reaction $j$. The dynamic evolution of the network can then be represented by a set of ordinary differential equations which in compact matrix form is written as:

$$
\begin{equation*}
\dot{x}=\mathcal{N} \cdot W(x), \tag{4.4}
\end{equation*}
$$
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where $\mathcal{N}=\left[\nu_{i j}\right]$ is the $n \times r$ coefficient matrix the columns of which are the so-called stoichiometric vectors $\nu_{\cdot j}=\beta_{\cdot j}-\alpha_{\cdot j}$, and $W(x) \in \mathbb{R}^{r}$ denotes the vector of reaction rates. The following simple example illustrates the above notions.

Example 4.1.1. Let the set of species be given by $X_{1}, X_{2}, X_{3}$, and $X_{4}$, while the set of complexes is $X_{1}, X_{2}+X_{3}$, and $X_{4}$. The reactions are

$$
\begin{equation*}
X_{1} \underset{k_{1}^{-}}{\stackrel{k_{1}^{+}}{\rightleftarrows}} X_{2}+X_{3} \underset{k_{2}^{-}}{\stackrel{k_{2}^{+}}{\rightleftarrows}} X_{4} . \tag{4.5}
\end{equation*}
$$

The $\alpha$ and $\beta$ matrices are given by

$$
\alpha=\left[\begin{array}{ll}
1 & 0  \tag{4.6}\\
0 & 1 \\
0 & 1 \\
0 & 0
\end{array}\right], \quad \beta=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right],
$$

from which $\mathcal{N}$ can be calculated as

$$
\mathcal{N}=\beta-\alpha=\left[\begin{array}{rr}
-1 & 0  \tag{4.7}\\
1 & -1 \\
1 & -1 \\
0 & 1
\end{array}\right]
$$

The reaction rates are given by

$$
\begin{align*}
& W_{1}(x)=k_{1}^{+} x_{1}-k_{1}^{-} x_{2} x_{3}  \tag{4.8}\\
& W_{2}(x)=k_{2}^{+} x_{2} x_{3}-k_{2}^{-} x_{4} \tag{4.9}
\end{align*}
$$

Now, let us modify the structure of (4.5) in such a way that there is a further reaction step between $X_{1}$ and $X_{4}$ :

$$
\begin{equation*}
X_{1} \underset{k_{1}^{-}}{\stackrel{k_{1}^{+}}{\rightleftarrows}} X_{2}+X_{3} \underset{k_{2}^{-}}{\stackrel{k_{2}^{+}}{\rightleftarrows}} X_{4} \underset{k_{3}^{-}}{\stackrel{k_{3}^{+}}{\rightleftarrows}} X_{1} \tag{4.10}
\end{equation*}
$$

Now, the modified stoichiometric matrix is

$$
\mathcal{N}^{\prime}=\left[\begin{array}{rrr}
-1 & 0 & 1  \tag{4.11}\\
1 & -1 & 0 \\
1 & -1 & 0 \\
0 & 1 & -1
\end{array}\right]
$$

and the third reaction rate (in addition to (4.8) and (4.9)) reads

$$
\begin{equation*}
W_{3}(x)=k_{3}^{+} x_{4}-k_{3}^{-} x_{1} \tag{4.12}
\end{equation*}
$$

Observe that the columns of the original $\mathcal{N}$ are linearly independent which means that $\mathcal{N}$ is of maximal rank. In this case, we say that the elementary reaction-pairs (or the corresponding stoichiometric vectors) are independent. It is also visible, that the rank of the modified $\mathcal{N}^{\prime}$ is only two, because the structure of the modified reaction is such that the third column of $\mathcal{N}^{\prime}$ is a linear combination of the columns of $\mathcal{N}$.

From now, we assume that $r \leq n$ and the the columns of $\mathcal{N}$ are linearly independent i.e., the rank of $\mathcal{N}$ is exactly $r$. With this assumption, we only deal with a proper subclass of closed reversible reaction networks, since many reaction networks occurring in natural or technological systems contain linearly dependent column vectors in $\mathcal{N}$.

The reaction polyhedron. It is easy to see from (4.4) that any vector $c_{k} \in \mathbb{R}^{n}$, $k=1, \ldots, n-r$ belonging to the kernel of $\mathcal{N}^{T}$ defines a linear first integral:

$$
\begin{equation*}
c_{k}^{T} x(t)=c_{k}^{T} x(0)=: \mathcal{C}_{k}^{0}, \quad \forall t \geq 0, \quad k=1, \ldots, n-r, \tag{4.13}
\end{equation*}
$$

since $c_{k}^{T} \dot{x}=0$. For a given initial condition $x(0)$, equation (4.13) defines a simple invariant manifold denoted by $\mathcal{M}_{x_{0}}$. The intersection of the positive orthant with $\mathcal{M}_{x_{0}}$ is called the reaction polyhedron denoted by $\Omega\left(x_{0}\right)$ :

$$
\begin{equation*}
\Omega\left(x_{0}\right)=\left\{x \in \mathbb{R}_{n}^{+} \mid c_{k}^{T}\left(x-x_{0}\right)=0, \quad k=1, \ldots, n-r\right\} \tag{4.14}
\end{equation*}
$$

that is also invariant for the system dynamics.
The equilibrium manifold. From the assumption $r \leq n$ and from the rank condition on $\mathcal{N}$ it follows that $\dot{x}=0$ if and only if $W(x)=0$, which determines the set of equilibrium points of the closed system. It is easy to check that the assumptions described above imply the deficiency zero property of the studied network class: the rank of the network is exactly $r$, and it is known from graph theory that the number of edges in a forest with no isolated vertices is the difference between the number of vertices and the number of connected components in a graph [9]. Then it follows from the Deficiency Zero Theorem that within each reaction polyhedron, there is exactly one equlibrium point which is stable in the space of positive concentrations (i.e., $\mathbb{R}_{+}^{n}$ ). Therefore, assuming that the value of $x(0)$ is known, it is common to study the dynamics of (4.4) restricted to $\Omega\left(x_{0}\right)$ using the linear equations (4.13) [143]. The equilibrium point of interest will be denoted by $x^{*}$ throughout the chapter.

### 4.2 Local Hamiltonian structure of reaction networks

In this section, a possible Hamiltonian structure for the studied class of reaction networks will be given using the generalized dissipative-Hamiltonian framework described in section 2.4.

### 4.2.1 Coordinates change and the resulting Hamiltonian structure

Let us denote the forward and backward parts of the reaction rates in the following way

$$
\begin{equation*}
p_{j}(x)=k_{j}^{+} \prod_{i=1}^{n} x_{i}^{\alpha_{i j}}, \quad q_{j}(x)=k_{j}^{-} \prod_{i=1}^{n} x_{i}^{\beta_{i j}}, \quad j=1, \ldots, r \tag{4.15}
\end{equation*}
$$

We define the reaction space as follows (the $x$ arguments are suppressed in $p$ and $q$ ):

$$
\begin{equation*}
z_{j}=\ln p_{j}-\ln q_{j}, \quad j=1, \ldots, r \tag{4.16}
\end{equation*}
$$

Note that the product $R T z_{j}$ (with R being the gas constant and T the temperature) is the chemical affinity corresponding to the reaction step $j$ [37].

In order to construct an invertible mapping between $x$ and $z$, let us extend (4.16) with the conserved quantities as additional coordinate functions in the following way

$$
\begin{equation*}
\bar{z}=\Psi(x), \tag{4.17}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{z}_{j}=z_{j}=\ln \left(\frac{k_{j}^{+}}{k_{j}^{-}} \prod_{i=1}^{n} x_{i}^{\nu_{i j}}\right), \quad j=1, \ldots, r  \tag{4.18}\\
& \bar{z}_{k}=c_{k-r}^{T} \cdot x, \quad k=r+1, \ldots, n \tag{4.19}
\end{align*}
$$

We assume that we know the value of $x$ at any time instant, therefore $\bar{z}_{k}$ in (4.19) are known and constant. Furthermore, it is assumed that the inverse $x=\Psi^{-1}(z)$ exists in the whole positive orthant.

The time-derivative of $z_{j}$ is given by

$$
\begin{align*}
& \dot{z}_{j}=\frac{1}{p_{j}} \dot{p}_{j}-\frac{1}{q_{j}} \dot{q}_{j}=\frac{1}{p_{j}} \frac{\partial p_{j}}{\partial x} \dot{x}-\frac{1}{q_{j}} \frac{\partial q_{j}}{\partial x} \dot{x}= \\
& =\left[\frac{1}{x_{1}}\left(\alpha_{1 j}-\beta_{1 j}\right) \frac{1}{x_{2}}\left(\alpha_{2 j}-\beta_{2 j}\right) \ldots \frac{1}{x_{n}}\left(\alpha_{n j}-\beta_{n j}\right)\right] \dot{x} . \tag{4.20}
\end{align*}
$$

Using (4.4) and (4.20), the time derivative of the vector $z$ can be written as

$$
\begin{equation*}
\dot{z}=-\mathcal{N}^{T} \Gamma(x) \cdot \dot{x}=-\mathcal{N}^{T} \Gamma(x) \mathcal{N} \cdot W(x) \tag{4.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma(x)=\operatorname{diag}\left(\frac{1}{x_{1}}, \frac{1}{x_{2}}, \ldots, \frac{1}{x_{n}}\right) . \tag{4.22}
\end{equation*}
$$

The rank of $\mathcal{N}$ is always $r$ and $x_{i}>0$ for $i=1, \ldots, n$, therefore the matrix $\mathcal{N}^{T} \Gamma(x) \mathcal{N}$ is nonsingular and positive definite at any fixed $x$, since it can be written as $P^{T} P$, where

$$
\begin{equation*}
P=(\Gamma(x))^{1 / 2} \mathcal{N} . \tag{4.23}
\end{equation*}
$$

This means, that the system (4.21) is at equilibrium if and only if $W(x)=0$ i.e. the unique equilibrium point in the $z$-coordinates is at $z_{i}=0, i=1, \ldots, r$.

Furthermore, from eqs. (4.2), (4.15) and (4.16) the reaction rates can be expressed as

$$
\begin{equation*}
W_{j}=p_{j}-q_{j}=\exp \left(z_{j}\right) q_{j}-q_{j}=q_{j}\left[\exp \left(z_{j}\right)-1\right] . \tag{4.24}
\end{equation*}
$$

Let us use the following notation:

$$
\begin{equation*}
F(x)=\operatorname{diag}\left(q_{1}(x), \ldots, q_{r}(x)\right) . \tag{4.25}
\end{equation*}
$$

Let the Hamiltonian function $\mathcal{H}$ be defined as

$$
\begin{equation*}
\mathcal{H}(z)=\sum_{j=1}^{r} q_{j}^{*}\left[\exp \left(z_{j}\right)-z_{j}-1\right] \tag{4.26}
\end{equation*}
$$

where $q_{i}^{*}$ denotes the value of $q_{i}$ at the equilibrium point $x^{*}$. It is easy to show that $\mathcal{H}$ is globally convex and bounded from below, therefore it can be used as a Lyapunov function candidate.

Using Eqs. (4.21), (4.24) and (4.26) we can write

$$
\begin{equation*}
\dot{z}=-\mathcal{N}^{T} \Gamma(x) \mathcal{N} \cdot F(q) \cdot\left(F\left(q^{*}\right)\right)^{-1} \cdot \mathcal{H}_{z}^{T}(z), \tag{4.27}
\end{equation*}
$$

or shortly

$$
\begin{equation*}
\dot{z}=-G(x) \cdot \mathcal{H}_{z}^{T}(z), \tag{4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
G(x)=\mathcal{N}^{T} \Gamma(x) \mathcal{N} \cdot F(q) \cdot\left(F\left(q^{*}\right)\right)^{-1}, \tag{4.29}
\end{equation*}
$$

and $\mathcal{H}_{z}^{T}$ denotes the gradient transpose of $\mathcal{H}$. Using the assumption that $\Psi$ is invertible, (4.28) can be written as

$$
\begin{equation*}
\dot{z}=-G\left(\Psi^{-1}(\bar{z})\right) \cdot \mathcal{H}_{z}^{T}(z) \tag{4.30}
\end{equation*}
$$

It is easy to see, that $G+G^{T}$ is positive definite in a neighborhood of the equilibrium point, since it is smooth with respect to $x$ in the positive orthant and

$$
\begin{equation*}
G\left(x^{*}\right)=\mathcal{N}^{T} \Gamma\left(x^{*}\right) \mathcal{N} \cdot F\left(q^{*}\right) \cdot\left(F\left(q^{*}\right)\right)^{-1}=\mathcal{N}^{T} \Gamma\left(x^{*}\right) \mathcal{N} . \tag{4.31}
\end{equation*}
$$

However, it cannot be guaranteed for an arbitrary reaction network that $G+G^{T}$ is positive definite in the whole concentration space. Therefore we can state the following proposition

Proposition 4.2.1. For any closed reaction kinetic system of the form (4.4) with independent elementary reaction-pairs, there exists a neighborhood $U$ around the equilibrium point $z^{*}=0$, where the system admits a dissipative-Hamiltonian description with Hamiltonian function (4.26).

### 4.2.2 Physical interpretation

The G matrix in the Hamiltonian description reflects the connectivity properties of the reaction network (since $\mathcal{N}$ together with the chemical composition of the complexes defines the graph structure of the system). It is also visible that $G\left(x^{*}\right)$ is symmetric and $G$ generally loses its symmetry outside the equilibrium point. The Hamiltonian function $\mathcal{H}$ contains the scaled chemical affinities, but it is rather an abstract construction and not the total energy of the system as in the case of many mechanical and electrical systems.

In a thermodynamic sense, the local definiteness of $G+G^{T}$ is related to the socalled entropy production function given by the product of thermodynamic fluxes and forces:

$$
\begin{equation*}
\dot{B}=-z^{T} \cdot W=-\sum_{j=1}^{r} \ln \frac{p_{j}}{q_{j}}\left(p_{j}-q_{j}\right) \tag{4.32}
\end{equation*}
$$

where the transformed entropy function $B$ in the space of the chemical concentrations is defined as

$$
\begin{equation*}
B(x)=\sum_{i=1}^{n} x_{i}\left(\ln \left(\frac{x_{i}}{x_{i}^{*}}\right)-1\right)+x_{i}^{*} . \tag{4.33}
\end{equation*}
$$

It is known that $B$ (which is a measure of the inner dissipation of the system) is globally convex in the positive orthant and it is nonincreasing in time (see, e.g. [69]). Therefore $\dot{B}$ is globally negative semidefinite but it is only locally concave (as a function of the concentrations) in a neighborhood of the equilibrium point determined by the topology of the reaction network and the kinetic constants. $\dot{B}$ loses its concavity
in the so called far from equilibrium region of the concentration space [121]. This property can be a source of complex nonlinear behavior (e.g. multiple steady states or nonlinear oscillations) when the system is opened and the exchange of material with its environment is permitted that can be modeled as external manipulable (or disturbance) inputs [J4].

### 4.2.3 Comparison to the GENERIC structure

In this subsection, the general dissipative Hamiltonian structure described in section 2.4 and the so-called GENERIC structure proposed in [156] will be compared.

The general equation for the time-evolution of beyond-equilibrium systems is formalized in the GENERIC structure that accounts for the reversible and irreversible contributions of the total energy $E(x)$ and the entropy $P(x)$ :

$$
\begin{equation*}
\dot{x}=L(x) \cdot E_{x}^{T}(x)+M(x) \cdot P_{x}^{T}(x), \tag{4.34}
\end{equation*}
$$

where $x$ is a set of independent variables required for a complete description of the system (e.g. energies, velocities, etc.) and $E_{x}$ and $P_{x}$ denote the gradients of $E$ and $P$, respectively. In addition, the skew-symmetric matrix $L(x)$ and the positive semi-definite $M(x)$ satisfy the so called degeneracy properties:

$$
\begin{array}{r}
L \cdot P_{x}^{T}(x)=0 \\
M \cdot E_{x}^{T}(x)=0, \tag{4.36}
\end{array}
$$

and the impositions of the First and Second Laws of Thermodynamics:

$$
\begin{align*}
& \frac{d E}{d t}=0  \tag{4.37}\\
& \frac{d P}{d t} \geq 0 \tag{4.38}
\end{align*}
$$

It is visible that taking into consideration eqs. (4.35)-(4.36), the algebraic structure of (2.22) matches the GENERIC structure (4.34) with $L=J, M=R, E=\mathcal{H}$, and $P=-\mathcal{H}$. However, the restrictive relations (4.35)-(4.36) and (4.37)-(4.38) are clearly generally not fulfilled for the local dissipative-Hamiltonian description.

### 4.3 Examples

Example 4.3.1. Global dissipative Hamiltonian description. Let the reaction system with six species $X_{1}, \ldots, X_{6}$ (together with the corresponding concentrations $x_{1}, \ldots, x_{6}$, respectively) and four complexes $X_{1}+X_{2}, X_{3}, X_{4}+X_{5}$ and $X_{6}$ be given in the following form.

$$
\begin{array}{lll}
X_{1}+X_{2} & \stackrel{k_{1}^{+}}{\stackrel{k_{1}^{-}}{\rightleftarrows}} & X_{3} \\
X_{4}+X_{5} & \underset{k_{2}^{-}}{\stackrel{k_{2}^{+}}{\rightleftarrows}} &  \tag{4.40}\\
& X_{6} .
\end{array}
$$

The matrices characterizing the reaction network are given by

$$
\mathcal{N}^{T}=\left[\begin{array}{llllll}
-1 & -1 & 1 & 0 & 0 & 0  \tag{4.41}\\
0 & 0 & 0 & -1 & -1 & 1
\end{array}\right]
$$

$$
\begin{equation*}
\Gamma(x)=\operatorname{diag}\left(\frac{1}{x_{1}}, \ldots, \frac{1}{x_{6}}\right), \quad F(x)=\operatorname{diag}\left(q_{1}(x), q_{2}(x)\right), \tag{4.42}
\end{equation*}
$$

and

$$
G(x)=\left[\begin{array}{cc}
\frac{\left(x_{1}^{-1}+x_{2}^{-1}+x_{3}^{-1}\right) x_{3}}{x_{3}^{*}} & 0  \tag{4.43}\\
0 & \frac{\left(x_{4}^{-1}+x_{5}^{-1}+x_{6}^{-1}\right) x_{6}}{x_{6}^{*}}
\end{array}\right] .
$$

We can see that $G$ is globally positive definite in the whole positive orthant, which means that the reaction system admits a global dissipative Hamiltonian structure. Based on the above calculations, it is easy to see that any set of independent reactions of the type

$$
\begin{equation*}
\sum_{j=1}^{\alpha_{i}} c_{i j} X_{i j} \underset{k_{i}^{-}}{\stackrel{k_{i}^{+}}{\rightleftarrows}} \sum_{l=\alpha_{i}+1}^{n_{i}} c_{i l} X_{i l}, \quad \alpha_{i}<n_{i}, \quad i=1, \ldots, r \tag{4.44}
\end{equation*}
$$

defines a global dissipative Hamiltonian structure.

## Example 4.3.2. Local dissipative Hamiltonian description.

Model of the reaction network Consider the following simple reaction network with three species $\left(X_{1}, X_{2}, X_{3}\right)$ and four complexes $X_{1}+X_{2}, X_{3}, X_{2}+X_{3}$ and $2 X_{3}$ :

$$
\begin{array}{lll}
X_{1}+X_{2} & \stackrel{k_{1}^{+}}{\stackrel{k_{1}^{-}}{\rightleftarrows}} & X_{3} \\
X_{2}+X_{3} & \stackrel{k_{2}^{+}}{\stackrel{k_{2}^{-}}{\rightleftarrows}} &  \tag{4.46}\\
& 2 X_{3} .
\end{array}
$$

The matrix $\mathcal{N}$ of the system is written as

$$
\mathcal{N}=\left[\begin{array}{rr}
-1 & 0  \tag{4.47}\\
-1 & -1 \\
1 & 1
\end{array}\right]
$$

The forward and backward reaction rates are

$$
\begin{align*}
& p_{1}=k_{1}^{+} x_{1} x_{2}, q_{1}=k_{1}^{-} x_{3}  \tag{4.48}\\
& p_{2}=k_{2}^{+} x_{2} x_{3}, q_{2}=k_{2}^{-} x_{3}^{2} . \tag{4.49}
\end{align*}
$$

From the above equations, the components of the vector $W$ are calculated as

$$
\begin{align*}
& W_{1}=p_{1}-q_{1}=k_{1}^{+} x_{1} x_{2}-k_{1}^{-} x_{3}  \tag{4.50}\\
& W_{2}=p_{2}-q_{2}=k_{2}^{+} x_{2} x_{3}-k_{2}^{-} x_{3}^{2} . \tag{4.51}
\end{align*}
$$

Using $N$ and $W$, the equations of the reaction system are the following

$$
\begin{align*}
& \dot{x}_{1}=k_{1}^{-} x_{3}-k_{1}^{+} x_{1} x_{2}  \tag{4.52}\\
& \dot{x}_{2}=k_{1}^{-} x_{3}-k_{1}^{+} x_{1} x_{2}+k_{2}^{-} x_{3}^{2}-k_{2}^{+} x_{2} x_{3}  \tag{4.53}\\
& \dot{x}_{3}=k_{1}^{+} x_{1} x_{2}-k_{1}^{-} x_{3}+k_{2}^{+} x_{2} x_{3}-k_{2}^{-} x_{3}^{2} \tag{4.54}
\end{align*}
$$

Dissipative Hamiltonian structure of the closed system. The coordinatestransformation $\Psi$ is given by

$$
\begin{align*}
& \bar{z}_{1}=\ln \left(\frac{p_{1}}{q_{1}}\right)=\ln \left(\frac{k_{1}^{+}}{k_{1}^{-}} x_{1} x_{2} x_{3}^{-1}\right)  \tag{4.55}\\
& \bar{z}_{2}=\ln \left(\frac{p_{2}}{q_{2}}\right)=\ln \left(\frac{k_{2}^{+}}{k_{2}^{-}} x_{2} x_{3}^{-1}\right)  \tag{4.56}\\
& \bar{z}_{3}=x_{2}+x_{3} . \tag{4.57}
\end{align*}
$$

Then the inverse transformation $\Psi^{-1}$ can be calculated as

$$
\begin{align*}
x_{1} & =\frac{k_{2}^{+} k_{1}^{-}}{k_{2}^{-} k_{1}^{+}} \exp \left(\bar{z}_{1}-\bar{z}_{2}\right)  \tag{4.58}\\
x_{2} & =\frac{k_{2}^{-} z_{3} \exp \left(\bar{z}_{2}\right)}{k_{2}^{-} \exp \left(\bar{z}_{2}\right)+k_{2}^{+}}  \tag{4.59}\\
x_{3} & =\frac{k_{2}^{+} \bar{z}_{3}}{k_{2}^{-} \exp \left(\bar{z}_{2}\right)+k_{2}^{+}} . \tag{4.60}
\end{align*}
$$

We can see from eqs. (4.55)-(4.60) that $\Psi$ and $\Psi^{-1}$ are globally defined in the positive orthant of the space of concentrations.

The dissipative Hamiltonian structure (4.28) for the model (4.52)-(4.54) is computed as

$$
\left[\begin{array}{c}
\dot{z}_{1}  \tag{4.61}\\
\dot{z}_{2}
\end{array}\right]=-\left[\begin{array}{ll}
\frac{1}{x_{1}}+\frac{1}{x_{2}}+\frac{1}{x_{3}} & \frac{1}{x_{2}}+\frac{1}{x_{3}} \\
\frac{1}{x_{2}}+\frac{1}{x_{3}} & \frac{1}{x_{2}}+\frac{1}{x_{3}}
\end{array}\right] \cdot\left[\begin{array}{cc}
\frac{x_{3}}{x_{3}^{*}} & 0 \\
0 & \frac{x_{3}^{2}}{\left(x_{3}^{*}\right)^{2}}
\end{array}\right] \cdot \mathcal{H}_{z}^{T}(z)
$$

where

$$
\mathcal{H}_{z}=\left[\begin{array}{ll}
k_{1}^{-} x_{3}^{*}\left(\exp \left(z_{1}\right)-1\right) & k_{2}^{-}\left(x_{3}^{*}\right)^{2}\left(\exp \left(z_{2}\right)-1\right) \tag{4.62}
\end{array}\right] .
$$

For the forthcoming calculations, the values of the reaction rate constants $k_{1}^{+}, k_{1}^{-}$, $k_{2}^{+}, k_{2}^{-}$were chosen to be uniformly 1 . The dissipativity region (i.e. the region inside which the matrix $G+G^{T}$ is positive definite) and the level sets of $\mathcal{H}$ for $x^{*}=\left[\begin{array}{lll}1 & 5 & 5\end{array}\right]^{T}$ in the $\left(x_{1}, x_{2}\right)$ and $\left(z_{1}, z_{2}\right)$ planes can be seen in Figs 4.1 and 4.2 , respectively. It is visible that the dissipative Hamiltonian description is valid in a wide neighborhood of the equilibrium point for the selected reaction polyhedron.

### 4.4 Summary

It has been shown in this chapter that closed reversible reaction networks with independent elementary reaction-pairs admit a global pseudo Hamiltonian and a local dissipative Hamiltonian structure around any positive equilibrium point. The Hamiltonian structure has been described in a transformed coordinates system called the reaction space which is generally of lower dimension than the concentration space. The structure matrix which is a smooth function of the concentrations depends on the topology of the reaction network and the coefficients of the Hamiltonian function depend on the reaction polyhedron on which the system dynamics evolve. The theoretical results have been illustrated by two examples.


Figure 4.1: Dissipativity region and level sets of the Hamiltonian function in the $\left(x_{1}, x_{2}\right)$ plane


Figure 4.2: Dissipativity region and level sets of the Hamiltonian function in the $\left(z_{1}, z_{2}\right)$ plane

## Chapter 5

## Dense and sparse realizations of kinetic systems

The second part of the thesis deals with the optimization-based computation of dynamically equivalent and linearly conjugate reaction network topologies. In this chapter, the emphasis will be put on the so-called dense and sparse realizations containing the maximal or minimal number of nonzero reaction rate coefficients, respectively.

### 5.1 Additional motivations of the work

As it has been mentioned in the Introduction, one of the very few rigorous works before 2009 studying dynamical equivalence of reaction networks is [28], where the authors examine the distinguishability of chemical reaction networks with mass action kinetics. In [28], two reaction networks are called confoundable "if they produce the same massaction differential equations for some choice of the rate constants". Valuable results are presented in the paper, in particular, a necessary and sufficient condition is given for the unique identifiability of rate constants in reaction networks that is very easy to check. However, the authors did not take into consideration a special case in Theorem 4.4, when the monomials corresponding to certain source complexes are cancelled out in the differential equations of the reaction network. In [28], Theorem 4.4 says:
"Under the mass-action kinetics assumption, two chemical reaction networks ( $\mathcal{S}$, $\left.\mathcal{C}^{\prime}, \mathcal{R}^{\prime}\right)$ and $\left(\mathcal{S}, \mathcal{C}^{\prime \prime}, \mathcal{R}^{\prime \prime}\right)$ are confoundable if and only if they have the same source complexes and Cone $\mathcal{R}^{\prime}(y) \cap \operatorname{Cone}_{\mathcal{R}^{\prime \prime}}(y)$ is nonempty for every source complex y."

The possibility of the above mentioned monomial cancellation is illustrated in the following example published originally in [J6].

Example 5.1.1. Consider the reaction network denoted by $R$ shown in Fig. 5.1(a) with the following parameters:

$$
k_{i}=1, \quad i=1,2,3,4 .
$$

The differential equations of $R$ can be computed as

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right] } & =k_{1} x_{1}^{2}\left[\begin{array}{c}
-2 \\
1
\end{array}\right]+k_{2} x_{1}^{2}\left[\begin{array}{c}
-1 \\
1
\end{array}\right]+k_{3} x_{1}^{2}\left[\begin{array}{l}
1 \\
0
\end{array}\right]+k_{4} x_{1}^{2}\left[\begin{array}{l}
0 \\
1
\end{array}\right] \\
& =\left[\begin{array}{c}
-2 x_{1}^{2} \\
3 x_{1}^{2}
\end{array}\right] . \tag{5.1}
\end{align*}
$$
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Now, take the reaction system $R^{\prime}$ depicted in Fig 5.1(b) with the parameters:

$$
k_{1}^{\prime}=1, k_{2}^{\prime}=k_{3}^{\prime}=k_{5}^{\prime}=k_{6}^{\prime}=0.1, k_{4}^{\prime}=1.9 .
$$

The equations of $R^{\prime}$ are

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right] } & =1 \cdot x_{1}^{2}\left[\begin{array}{c}
-2 \\
1
\end{array}\right]+0.1 x_{1}^{2}\left[\begin{array}{c}
-1 \\
1
\end{array}\right]+0.1 x_{1}^{2}\left[\begin{array}{l}
1 \\
0
\end{array}\right]+1.9 x_{1}^{2}\left[\begin{array}{l}
0 \\
1
\end{array}\right] \\
& +0.1 x_{1} x_{2}\left[\begin{array}{c}
-1 \\
0
\end{array}\right]+0.1 x_{1} x_{2}\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{c}
-2 x_{1}^{2} \\
3 x_{1}^{2}
\end{array}\right] . \tag{5.2}
\end{align*}
$$

It is clear from Eqs. (5.1)-(5.2) that $R$ and $R^{\prime}$ are confoundable in the sense of the original definition given in [28]. However, the source complexes in the two networks are not identical, since $X_{1}+X_{2}$ is a source complex in $R^{\prime}$ but not in $R$.


Figure 5.1: (a) Reaction network $R$, (b) Reaction network $R^{\prime}$

The consequences of the defect in Theorem 4.4 in [28] are even more transparent from Example 2.5.2 in subsection 2.5.8 that is also a counterexample. If we accepted Theorem 4.4, then we could deduce that the CRN in Fig. 2.3(a) has no weakly reversible dynamically equivalent realization with complexes $3 X_{2}, 3 X_{1}$ and $2 X_{1}+X_{2}$, since $2 X_{1}+X_{2}$ is not a source complex. However, it is clearly shown (see Figs. 2.3(c) and (d)) that for any positive values of $k_{1}$ and $k_{2}$ there are more than one possible dynamically equivalent weakly reversible structures involving all three complexes, that also gives essential qualitative information about the dynamics, since the Deficiency One Theorem is immediately applicable to the system. Moreover, the example also shows that by adding appropriately selected new complexes to a given CRN (in this case, $2 X_{1}+X_{2}$ to the network in Fig. 2.3(e)), there might be chance to obtain additional information about the dynamics. However, we will not elaborate on new complex selection and it will be assumed throughout the presented computation methods that the set of complexes (i.e. the stoichiometric matrix $Y$ ) is fixed and known before the computations. Of course, this does not mean that all the complexes in $Y$ have to take part in a reaction if an initial network is given, so $Y$ can be considered to contain a "maximal allowable" set of complexes. In this case, the condition (2.49) for dynamical equivalence can be written as

$$
\begin{equation*}
Y \cdot A_{k}^{(1)}=Y \cdot A_{k}^{(2)}=: M \tag{5.3}
\end{equation*}
$$

where $A_{k}^{(1)}$ and $A_{k}^{(2)}$ are valid Kirchhoff matrices and $M$ is the invariant matrix containing the coefficients of the monomials on the right hand side of the polynomial ODEs. It is clear that if for a given set of complexes $Y$ a CRN has two different dynamically equivalent realizations characterized by $A_{k}^{(1)}$ and $A_{k}^{(2)}$, then it has infinitely many, since e.g. $A_{k}^{(3)}=\frac{A_{k}^{(1)}+A_{k}^{(2)}}{2}$ also defines a valid realization with $Y$. Therefore, after examining the so-called dense and sparse realizations in this chapter, chapter 6 will focus on computing CRN realizations with additional given properties.

### 5.2 The notion of dense and sparse realizations

Among the dynamically equivalent CRN realizations, we will define the following characteristic ones. Assuming that the set of complexes (i.e. the stoichiometric matrix $Y$ ) is given, a sparse realization contains the minimal number of reactions that is needed for the exact description of the corresponding dynamics (2.29). A dense realization contains the maximal number of reactions among dynamically equivalent realizations with a fixed complex set.

The starting point for the forthcoming calculations is that a reaction network is given with its reaction graph or equivalently with any of its realizations $\left(Y, A_{k}\right)$, and we want to compute its sparse or dense realization denoted by $\left(Y^{s}, A_{k}^{s}\right)$ and $\left(Y^{d}, A_{k}^{d}\right)$, respectively. In agreement with our initial assumptions, $Y$ in the initial realization contains the maximal possible set of complexes that we want to work with. This means that $A_{k}$ may contain zero rows and columns if we allow such complexes in $Y$ that do not react in the initial CRN realization and are therefore isolated nodes in its reaction graph. We remark that obviously, the sparse or dense realizations may not be unique parametrically for a given dynamics, but here our intital goal is to find one possible solution.

### 5.3 Representation of mass action kinetics as linear equality constraints

For the computations, let us represent the Kirchhoff matrix of a reaction network containing $m$ complexes as

$$
A_{k}=\left[\begin{array}{rrlr}
-a_{11} & a_{12} & \ldots & a_{1 m}  \tag{5.4}\\
a_{21} & -a_{22} & \ldots & a_{2 m} \\
\vdots & & & \vdots \\
a_{m 1} & a_{m 2} & \ldots & -a_{m m}
\end{array}\right] .
$$

Keeping in mind the properties of $A_{k}$, the negative sign in (5.4) for the diagonal elements $a_{i i}$ for $i=1, \ldots, m$ will allow us to set a uniform nonnegativity (or identically tractable lower and upper bound) constraint for all $a_{i j}$ in the later computations.

Let us denote the $i$ th row and $i$ th column of a matrix $W$ by $[W]_{i, \text {. }}$ and $[W]_{., i}$, respectively. Using (5.4), the individual linear equations of the matrix equation (2.34)
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can be written as

$$
\begin{align*}
-y_{11} a_{11}+y_{12} a_{21}+\cdots+y_{1 m} a_{m 1} & =[M]_{11}  \tag{5.5}\\
\vdots &  \tag{5.6}\\
-y_{n 1} a_{11}+y_{n 2} a_{21}+\cdots+y_{n m} a_{m 1} & =[M]_{n 1}  \tag{5.7}\\
y_{11} a_{12}-y_{12} a_{22}+\cdots+y_{1 m} a_{m 2} & =[M]_{12}  \tag{5.8}\\
\vdots &  \tag{5.9}\\
y_{n 1} a_{12}-y_{n 2} a_{22}+\cdots+y_{n m} a_{m 2} & =[M]_{n 2}  \tag{5.10}\\
\vdots & \\
y_{11} a_{1 m}+y_{12} a_{2 m}+\cdots-y_{1 m} a_{m m} & =[M]_{1 m} \\
\vdots & \\
y_{n 1} a_{1 m}+y_{n 2} a_{2 m}+\cdots-y_{n m} a_{m m} & =[M]_{n m} .
\end{align*}
$$

The property that $A_{k}$ is a column conservation matrix can also be expressed in the form of linear equations:

$$
\begin{align*}
-a_{11}+a_{21}+a_{31}+a_{41} & =0  \tag{5.11}\\
a_{12}-a_{22}+a_{32}+a_{42} & =0  \tag{5.12}\\
\vdots &  \tag{5.13}\\
a_{1 m}+a_{2 m}+\cdots-a_{m m} & =0 .
\end{align*}
$$

Equations (5.5)-(5.13) can be written in the following more compact form:

$$
\left[\begin{array}{ccccc}
\bar{Y}^{1} & 0 & 0 & \ldots & 0  \tag{5.14}\\
0 & \bar{Y}^{2} & 0 & \ldots & 0 \\
\vdots & & & & \\
0 & 0 & 0 & \ldots & \bar{Y}^{m}
\end{array}\right]\left[\begin{array}{c}
{\left[A_{k}\right]_{,, 1}} \\
{\left[A_{k}\right]_{,, 2}} \\
\vdots \\
{\left[A_{k}\right]_{,, m}}
\end{array}\right]=\left[\begin{array}{c}
{[\bar{M}]_{\cdot, 1}} \\
{[\bar{M}]_{,, 2}} \\
\vdots \\
{[\bar{M}]_{,, m}}
\end{array}\right]
$$

where the zeros denote zero matrix blocks of size $(n+1) \times m$ and

$$
\left.\begin{array}{c}
\left.\bar{Y}^{i}=\left[\begin{array}{ccccccc}
{[Y]_{\cdot, 1}} & {[Y]_{\cdot, 2}} & \ldots & {[Y]_{\cdot, i-1}} & -[Y]_{,, i} & {[Y]_{, i+1}} & \ldots \\
1 & 1 & \ldots & 1 & -1 & 1 & \ldots \\
\hline
\end{array}\right] \in\right]_{,, m}
\end{array}\right] \in \mathbb{R}^{(n+1) \times m},
$$

### 5.4 Constructing the optimization problem

It is visible from (5.14) that the optimization variable will contain the reaction rate coefficients, i.e. the elements of $A_{k}$ as the matrix $Y$ is known and fixed by the problem statement. For the sake of simplicity, let us use the notation

$$
z=\left[\begin{array}{c}
z^{(1)}  \tag{5.17}\\
z^{(2)} \\
\vdots \\
z^{(m)}
\end{array}\right]=\left[\begin{array}{c}
{\left[A_{k}\right]_{,, 1}} \\
{\left[A_{k}\right]_{\cdot, 2}} \\
\vdots \\
{\left[A_{k}\right]_{,, m}}
\end{array}\right],
$$

where obviously, $z^{(i)} \in \mathbb{R}^{m}, i=1, \ldots, m$.
When we seek the sparse realization of the original reaction network $\left(A_{k}, Y\right)$ then we are searching for the sparsest solution of (5.14), i.e. the one containing the maximal number of zeros (or the minimal number of zeros, if the dense realization is to be computed). For this, let us associate logical variables $\delta_{j}^{(i)}$ with the continuous variables $z_{j}^{(i)}$ for $i, j=1, \ldots, m$. Then the optimization variable previously denoted by $y$ is

$$
y=\left[\begin{array}{l}
z  \tag{5.18}\\
\delta
\end{array}\right] .
$$

Following from the problem statement and construction, the lower bound for the continuous variables is zero. For the solvability of the MILP problem, also an upper bound is introduced for the elements of $z$, i.e.

$$
\begin{equation*}
0 \leq z_{i} \leq u_{i}, u_{i}>0, i=1, \ldots, m^{2} \tag{5.19}
\end{equation*}
$$

To minimize (or maximize) the number of nonzeros in the continuous solution part $z$, the following compound statement has to be translated to linear inequalities

$$
\begin{equation*}
\delta_{i}=1 \leftrightarrow z_{i}>0, i=1, \ldots, m^{2} \tag{5.20}
\end{equation*}
$$

To be able to numerically distinguish between practically zero and nonzero solutions, (5.20) is modified to

$$
\begin{equation*}
\delta_{i}=1 \leftrightarrow z_{i}>\epsilon, i=1, \ldots, m^{2} \tag{5.21}
\end{equation*}
$$

where $\epsilon$ is a sufficiently small positive value (i.e. solutions below $\epsilon$ are treated as zero). Taking into consideration (5.19), the linear inequalities corresponding to (5.21) are

$$
\begin{align*}
& 0 \leq z_{i}-\epsilon \delta_{i}, i=1, \ldots, m^{2}  \tag{5.22}\\
& 0 \leq-z_{i}+u_{i} \delta_{i}, i=1, \ldots, m^{2} \tag{5.23}
\end{align*}
$$

Now, the MILP problem for finding a possible sparse realization can be constructed as

$$
\begin{equation*}
\operatorname{minimize} \sum_{m^{2}+1}^{2 m^{2}} y_{i} \tag{5.24}
\end{equation*}
$$

subject to:

$$
\begin{align*}
& {\left[\begin{array}{ccccc}
\bar{Y}^{1} & 0 & 0 & \ldots & 0 \\
0 & \bar{Y}^{2} & 0 & \ldots & 0 \\
\vdots & & & & \\
0 & 0 & 0 & \ldots & \bar{Y}^{m}
\end{array}\right]\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{m^{2}}
\end{array}\right]=\left[\begin{array}{c}
{[\bar{M}]_{\cdot, 1}} \\
{[\bar{M}]_{\cdot, 2}} \\
\vdots \\
{[\bar{M}]_{\cdot, m}}
\end{array}\right]}  \tag{5.25}\\
& 0 \leq y_{i} \leq u_{i} \text { for } i=1, \ldots, m^{2}  \tag{5.26}\\
& 0 \leq y_{i}-\epsilon y_{i+m^{2}}, i=1, \ldots, m^{2}  \tag{5.27}\\
& 0 \leq-y_{i}+u_{i} y_{i+m^{2}}, i=1, \ldots, m^{2}  \tag{5.28}\\
& y_{j} \text { is integer for } j=m^{2}+1, \ldots, 2 m^{2} . \tag{5.29}
\end{align*}
$$

### 5.5. Properties of dense redizatign कुnd thair consequences

In the case when a dense realization is searched for, the optimization task (5.24) is simply changed to

$$
\begin{equation*}
\operatorname{minimize}\left(-\sum_{m^{2}+1}^{2 m^{2}} y_{i}\right) . \tag{5.30}
\end{equation*}
$$

The following remarks contain important additional information about the solved problem.
Remark 1. By setting the lower and upper bounds for $y_{i}$ differently from what is given in (5.26), the presence or omission of certain reactions can be forced during the optimization.
Remark 2. The block-diagonal structure of the coefficient matrix in (5.25) and the independence of the inequalities (5.26)-(5.28) allow us to partition the optimization variable $y$ to $m$ partitions and thus to solve the $m$ resulting MILP subproblems parallely (i.e. columnwise) which is a significant advantage from a computational point of view [7].
Remark 3. The block-diagonal structure mentioned in the previous remark makes it possible to combine different objective functions for different source complexes (since column $i$ of $A_{k}$ contains the rate coefficients corresponding to the reactions starting from complex $C_{i}$ ). E.g., the number of reactions starting from certain complexes can be minimized while it can be maximized for other complexes.
Remark 4. We note that the sparsest solution of certain sets of underdetermined linear equations can be obtained in polynomial time using linear programming (LP) [39, 38]. However, the applicability conditions of this LP solution are not fulfilled for most reaction networks.
Remark 5. Using the dense realization, an upper bound for the rank of the possible dynamically equivalent realizations (see subsection 2.5.3) and a lower bound for the number of linkage classes can be obtained immediately.

### 5.5 Properties of dense realizations and their consequences

The main result of this section is that the dense realization of a CRN is structurally unique if the set of possible complexes is fixed. Firstly, we state the following result.

Theorem 5.5.1. Let $\Sigma=\left(Y, A_{k}\right)$ be a kinetic system and $M=Y A_{k}$. Furthermore, let $\Sigma^{d}=\left(Y, A_{k}^{d}\right)$ and $\Sigma^{s}=\left(Y, A_{k}^{s}\right)$ denote a dynamically equivalent dense and sparse realization of $\Sigma$, respectively. Then for any dynamically equivalent realization of $\Sigma$ of the form $\Sigma^{\prime}=\left(Y, A_{k}^{\prime}\right)$ the following hold.

P1 The unweighted reaction graph of $\Sigma^{\prime}$ is the subgraph of the unweighted reaction graph of $\Sigma^{d}$.

P2 The unweighted reaction graph of $\Sigma^{d}$ is unique.
P3 The unweighted reaction graph of a kinetic system with a given set of complexes is unique if and only if the graph structures of its sparse and dense realizations are identical.

Proof. P1, P2. (indirect) Assume that the Kirchhoff matrix $A_{k}$ is a dense solution of $Y A_{k}=M$, i.e. it contains the maximal number of nonzero off-diagonal elements. Furthermore, assume for a Kirchhoff matrix $A_{k}^{\prime}$ that $Y A_{k}^{\prime}=M$ and $\exists i, j, i \neq j$ such that $\left[A_{k}\right]_{i j}=0$ but $\left[A_{k}^{\prime}\right]_{i j}>0$. Then $A_{k}^{\prime \prime}=\frac{1}{2}\left(A_{k}+A_{k}^{\prime}\right)$ is a Kirchhoff matrix of another dynamically equivalent realization to $\Sigma$ but $A_{k}^{\prime \prime}$ contains more nonzero off-diagonal elements than $A_{k}$ which is a contradiction.
P3. This fact is easy to see: If the structures (i.e. the unweighted reaction graphs) of the dense and sparse realizations are identical, then it directly follows that the graph structures of all dynamically equivalent CRNs are the same, since the only possible unique structure is determined by the dense realization (that is the sparse realization at the same time). In other words, any realization of the CRN can contain neither more nor less reactions than the dense realization does, the structure of which is unique. If the graph structure of the CRN is unique, then it trivially implies that the structures of the dense and sparse realizations are identical.

The following remarks contain some important immediate consequences and additions to Theorem 5.5.1.

R1 According to Theorem 5.5.1, dense realizations give a unique "superstructure" for a CRN in the sense that the reactions of any realization of a CRN must form a subset of the reactions of the dense realization if the set of possible complexes is given. In other words, reactions that are not present in the dense realization cannot appear in any other realization.

R2 Obviously, dense realizations are parametrically not unique. There may exist several dense realizations for a CRN with different reaction rate constants (weights) but always with the same graph structure.

R3 The dense realization of a CRN is not only a theoretical construction but it can be practically determined using well-formulated numerical procedures that are treatable even in the case of several hundred complexes and species (see, e.g. [59, 132]).

R4 Sparse realizations of CRNs are structurally not unique, there may exist several sparse realizations for a given CRN with different graph structures (see Example A.2.1).

### 5.6 Examples

The following examples were computed using the MILP solver of the YALMIP toolbox [110] under the MATLAB ${ }^{\circledR}$ computational environment.

Example 5.6.1. Consider again the simple reaction network of Example 2.5.1. The computed dense and sparse realizations are shown in Figs 5.2 and 5.3, respectively. The Kirchhoff-matrix of the computed sparse realization is

$$
A_{k}^{s}=\left[\begin{array}{rrrr}
-2 & 1 & 0 & 0  \tag{5.31}\\
1 & -2 & 3 & 1 \\
1 & 0 & -3 & 1 \\
0 & 1 & 0 & -2
\end{array}\right],
$$

while the dense realization is characterized by

$$
A_{k}^{d}=\left[\begin{array}{rrrr}
-1.7 & 1.1 & 0.966 & 0.3  \tag{5.32}\\
0.1 & -2.3 & 0.1 & 0.1 \\
1.3 & 0.1 & -2.033 & 1.3 \\
0.3 & 1.1 & 0.966 & -1.7
\end{array}\right]
$$

Furthermore, $Y^{s}=Y^{d}=Y$. It is easy to check that $Y^{s} \cdot A_{k}^{s}=Y^{d} \cdot A_{k}^{d}=M$. The deficiency of all three networks is 1 , since $m=4, l=1$ and $s=2$ in all cases. Furthermore, both the sparse and dense realizations have the weak reversibility property.


Figure 5.2: Dense realization of the reaction network of Example 2.5.1


Figure 5.3: Sparse realization of the reaction network of Example 2.5.1

Example 5.6.2. This example shows that the number of linkage classes can also be different in dynamically equivalent CRN realizations. Fig. 5.4(a) shows a simple reaction network with two linkage classes. Let the reaction rate coefficients be 1 for each reaction again. The deficiency of the network is $4(m=8, l=2, s=2)$. The $Y$ and $A_{k}$ matrices of the network are

$$
\begin{align*}
Y & =\left[\begin{array}{llllllll}
1 & 0 & 1 & 3 & 2 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 1 & 2 & 3 & 3
\end{array}\right]  \tag{5.33}\\
A_{k} & =\left[\begin{array}{rrrrrrrr}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{array}\right] \tag{5.34}
\end{align*}
$$



Figure 5.4: (a) Reaction network of Example 5.6.2. All the rate coefficients are chosen to be 1. (b) Sparse realization of the reaction network of Example 5.6.2

Both sparse and dense realizations have been computed for this network. Fig. 5.4(b) shows a sparse realization containing only 6 complexes and 4 reactions with the Kirchhoff matrix

$$
A_{k}^{s}=\left[\begin{array}{rrrrrrrr}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.35}\\
1 & -1.33 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1.33 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2.5 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1.5 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{array}\right] .
$$

The deficiency of the sparse realization is $2(m=6, l=2, s=2)$.
The computed dense realization is depicted in Fig. 5.5. It is visible that in contrast to the previous two cases, the dense realization consists of only one linkage class. In this case, the number of complexes is 8 , the number of reactions is 29 and the Kirchhoff matrix is given by

$$
A_{k}^{d}=\left[\begin{array}{rrrrrrrr}
-1 & 0.5 & 0.5 & 0 & 0.1 & 0.1 & 0 & 0  \tag{5.36}\\
1 & -2 & 0.2 & 0 & 0.1 & 0.1 & 0 & 0 \\
0 & 0.1 & -1.2 & 0 & 0.1 & 0.1 & 0 & 0 \\
0 & 1 & 0.1 & 0 & 0.1 & 0.1 & 0 & 0 \\
0 & 0.1 & 0.1 & 0 & -3 & 0.1 & 0 & 0 \\
0 & 0.1 & 0.1 & 0 & 0.1 & -1.1 & 0 & 0 \\
0 & 0.1 & 0.1 & 0 & 1.1 & 0.2 & 0 & 0 \\
0 & 0.1 & 0.1 & 0 & 1.4 & 0.4 & 0 & 0
\end{array}\right]
$$

The deficiency of the dense realization is $5(m=8, l=1, s=2)$. It is straightforward to check that

$$
M=Y A_{k}=Y A_{k}^{s}=Y A_{k}^{d}=\left[\begin{array}{rrrrrrrr}
-1 & 4 & 0 & 0 & -4 & 0 & 0 & 0  \tag{5.37}\\
1 & 0 & 0 & 0 & 5 & 0 & 0 & 0
\end{array}\right] .
$$



Figure 5.5: Dense realization of the reaction network of Example 5.6.2. Only those reaction rate coefficients are indicated that are different from 0.1.

The structural non-uniqueness of sparse realizations is illustrated by Example A.2.1 in the Appendix.

### 5.7 Summary

An optimization-based method has been proposed in this chapter for the computation of sparse and dense realizations of reaction networks obeying the mass-action law. Starting from an appropriate form (2.29) of the kinetic equations, the mass-action kinetics can be expressed as linear constraints with a block-diagonal structure. The computation of the dense and sparse realizations is traced back to a MILP problem where the optimization variables are the reaction rate coefficients and the corresponding integer auxiliary variables. The proposed method can be used e.g. for finding the "most identifiable" parametrization of a complex reaction network (i.e. the one that has the minimal number of rate coefficients as parameters to be estimated). It has been shown that the structure of a so-called dense realization of a given CRN is unique, and that the structure of any other realization is the subgraph of the dense realization if the set of complexes is given. By computing a possible sparse realization, it is also possible to test numerically, whether the structure of a CRN is unique or not.

The theoretical findings have been illustrated on examples. The results clearly show the power of linear programming combined with propositional logic. In the author's opinion, the presented examples raise interesting problems worth further studying, especially about which important properties of reaction networks can be determined directly from their kinetic differential equations.

## Chapter 6

## Computing dynamically equivalent realizations of kinetic systems with preferred properties

Using a similar optimization approach that was described in the previous chapter, additional problems of interest will be solved here for the computation of dynamically equivalent CRN structures with given properties. Moreover, the notion of dynamical equivalence will be slightly extended using the concept of linear conjugacy.

### 6.1 Additional structural constraints represented in the form of linear inequalities

This section presents some further answers to the open problems originally set in [86] from a numerical aspect. To state the results, we give the constraint set characterizing mass action dynamics described in a shorter and more convenient form. Without reversing the sign of the diagonal elements in $A_{k}$, (5.14) can be written as

$$
\begin{align*}
& Y \cdot A_{k}=M  \tag{6.1}\\
& \sum_{i=1}^{m}\left[A_{k}\right]_{i j}=0, \quad j=1, \ldots, m  \tag{6.2}\\
& {\left[A_{k}\right]_{i j} \geq 0, \quad i, j=1, \ldots, m, \quad i \neq j}  \tag{6.3}\\
& {\left[A_{k}\right]_{i i} \leq 0, \quad i=1, \ldots, m,} \tag{6.4}
\end{align*}
$$

where the decision variables are the off-diagonal elements of $A_{k}$. The additional bounds for these elements (originally described in (5.19)) are given as

$$
\begin{align*}
& {\left[A_{k}\right]_{i j} \leq l_{i j}, \quad i, j=1, \ldots, m, \quad i \neq j}  \tag{6.5}\\
& l_{i i} \leq\left[A_{k}\right]_{i i}, \quad i=1, \ldots, m . \tag{6.6}
\end{align*}
$$

Then, the compound statements given in eq. (5.21) corresponding to the nonzero property of the individual reaction rate coefficients can now be written as

$$
\begin{equation*}
\delta_{i j}=1 \leftrightarrow\left[A_{k}\right]_{i j}>\epsilon, \quad i, j=1, \ldots, m, \quad i \neq j . \tag{6.7}
\end{equation*}
$$

## 

The linear inequalities corresponding to (6.7) can be translated to the following linear inequalities (see, eqs. (5.22)-(5.23))

$$
\begin{array}{r}
0 \leq\left[A_{k}\right]_{i j}-\epsilon \delta_{i j}, \quad i, j=1, \ldots, m, i \neq j \\
0 \leq-\left[A_{k}\right]_{i j}+l_{i j} \delta_{i j}, \quad i, j=1, \ldots, m, \quad i \neq j . \tag{6.9}
\end{array}
$$

Finally, the objective function to be minimized/maximized to compute sparse and dense realizations is given by

$$
\begin{equation*}
C_{1}(\delta)=\sum_{i, j=1}^{m} \delta_{i j} \tag{6.10}
\end{equation*}
$$

### 6.1.1 Computing realizations with the minimal/maximal number of complexes

In this section, the detailed MILP formalism will be presented for computing CRN realizations that contain the minimal/maximal number of complexes from a predefined complex set.

The constraints written in eqs. (6.1)-(6.6) corresponding to the characteristics of mass-action dynamics are used here again without change. Then, the minimization or maximization of the number of non-isolated complexes in the reaction graph is based on the following simple observation. A complex can be omitted from the reaction network's graph, if both the corresponding column and row in $A_{k}$ contain only zeros. This means that no directed edges start from or point to this complex in the graph and therefore it becomes an isolated vertex.

For the optimization, $m$ boolean variables denoted by $\delta_{i}, i=1, \ldots, m$ are introduced. Using these boolean variables, the following compound statements are introduced:

$$
\begin{equation*}
\delta_{i}=1 \leftrightarrow \sum_{\substack{j_{1}=1 \\ j_{1} \neq i}}^{m}\left[A_{k}\right]_{i, j_{1}}+\sum_{\substack{j_{2}=1 \\ j_{2} \neq i}}^{m}\left[A_{k}\right]_{j_{2}, i}>0, \quad i=1 \ldots, m . \tag{6.11}
\end{equation*}
$$

Eq. (6.11) means that the value of $\delta_{i}$ is 1 if and only if there is at least one incoming or outgoing directed edge in the reaction graph to/from the $i$ th complex. For practical computations, the statement (6.11) is modified as follows:

$$
\begin{equation*}
\delta_{i}=1 \leftrightarrow \sum_{\substack{j_{1}=1 \\ j_{1} \neq i}}^{m}\left[A_{k}\right]_{i, j_{1}}+\sum_{\substack{j_{2}=1 \\ j_{2} \neq i}}^{m}\left[A_{k}\right]_{j_{2}, i}>\epsilon, \quad i=1 \ldots, m \tag{6.12}
\end{equation*}
$$

where again $\epsilon$ is a sufficiently small positive number. Using the bound constraints
(6.5)-(6.6), the linear inequalities corresponding to (6.12) are the following

$$
\begin{align*}
& 0 \leq \sum_{\substack{j_{1}=1 \\
j_{1} \neq i}}^{m}\left[A_{k}\right]_{i, j_{1}}+\sum_{\substack{j_{2}=1 \\
j_{2} \neq i}}^{m}\left[A_{k}\right]_{j_{2}, i}-\epsilon \delta_{i}, \quad i=1, \ldots, m  \tag{6.13}\\
& 0 \leq-\sum_{\substack{j_{1}=1 \\
j_{1} \neq i}}^{m}\left[A_{k}\right]_{i, j_{1}}-\sum_{\substack{j_{2}=1 \\
j_{2} \neq i}}^{m}\left[A_{k}\right]_{j_{2}, i}+\epsilon+\left(\sum_{\substack{j_{1}=1 \\
j_{1} \neq i}}^{m} l_{i j_{1}}+\sum_{\substack{j_{2}=1 \\
j_{2} \neq i}}^{m} l_{j_{2} i}-\epsilon\right) \cdot \delta_{i}, \quad i=1, \ldots, m \tag{6.14}
\end{align*}
$$

Now, the objective function to be minimized or maximized can be written as

$$
\begin{equation*}
C_{2}(\delta)=\sum_{i=1}^{m} \delta_{i} \tag{6.15}
\end{equation*}
$$

In contrast to the algorithm for computing dense and sparse realization, minimizing/maximizing the number of non-isolated complexes is not straightforward to parallelize (see also [J7]). However, the number of integer variables in this case is only $m$, compared to $m^{2}-m$ when minimizing/maximizing the number of reactions.

### 6.1.2 Computing reversible realizations

Here, the basic constraints (6.1)-(6.6) expressing the properties of mass action dynamics and lower and upper bounds for the reaction rate coefficients will be used again for the optimization. To distinguish between zero and nonzero reaction rate coefficients, a small positive scalar $\epsilon$ is applied again, similarly to the previous cases.

The additional constraint for the full reversibility of the CRN structure is not difficult to formulate as

$$
\begin{equation*}
\left[A_{k}\right]_{i, j}>\epsilon_{2} \leftrightarrow\left[A_{k}\right]_{j, i}>\epsilon_{2}, \quad \forall i>j . \tag{6.16}
\end{equation*}
$$

where $\epsilon_{2}$ is a small positive threshold value such that $\epsilon<\epsilon_{2}$. The linear inequalities equivalent to (6.16) can be written as

$$
\begin{align*}
0 \leq\left(\epsilon_{2}-\epsilon\right)-\left[A_{k}\right]_{i j}+\left(l_{i j}-\epsilon_{2}\right) \cdot \delta_{i j}^{(1)}, & \forall i>j  \tag{6.17}\\
0 \leq\left(\epsilon_{2}-\epsilon\right)-\left[A_{k}\right]_{j i}+\left(l_{j i}-\epsilon_{2}\right) \cdot \delta_{i j}^{(1)}, & \forall i>j  \tag{6.18}\\
0 \leq\left[A_{k}\right]_{i j}-\epsilon_{2} \cdot \delta_{i j}^{(1)}, & \forall i>j  \tag{6.19}\\
0 \leq\left[A_{k}\right]_{j i}-\epsilon_{2} \cdot \delta_{i j}^{(1)}, & \forall i>j, \tag{6.20}
\end{align*}
$$

where $l_{i j}$ is the upper bound for $\left[A_{k}\right]_{i j}$ as it is introduced in eq. (6.5). Furthermore, $\frac{m(m-1)}{2}$ integer variables are introduced for the representation of the reversibility constraint that are denoted by $\delta_{i j}^{(1)}, \forall i>j$.

In order to obtain a numerically stable solution via the exclusion of reaction rate coefficients between $\epsilon$ and $\epsilon_{2}$, the following additional constraints in the form of a compound statement are introduced

$$
\begin{equation*}
\left[A_{k}\right]_{i j}<\epsilon \text { OR }\left[A_{k}\right]_{i j}>\epsilon_{2}+\gamma, \tag{6.21}
\end{equation*}
$$

## 

where $\gamma$ is a small positive threshold value that is in the same order of magnitude as $\epsilon_{2}$. The set of inequalities equivalent to (6.21) is given by

$$
\begin{align*}
& 0 \leq \delta_{i j}^{(2)}, \quad i \neq j  \tag{6.22}\\
& 0 \leq l_{i j}-\left[A_{k}\right]_{i j}-\left(l_{i j}-\epsilon\right) \cdot \delta_{i j}^{(3)}, \quad i \neq j  \tag{6.23}\\
& 0 \leq\left[A_{k}\right]_{i j}-\left(\epsilon_{2}+\gamma\right) \cdot \delta_{i j}^{(4)}, \quad i \neq j  \tag{6.24}\\
& 0 \leq-\delta_{i j}^{(2)}+\delta_{i j}^{(3)}+\delta_{i j}^{(4)}, \quad i \neq j  \tag{6.25}\\
& 0 \leq \delta_{i j}^{(2)}-\delta_{i j}^{(3)}, \quad i \neq j  \tag{6.26}\\
& 0 \leq \delta_{i j}^{(2)}-\delta_{i j}^{(4)}, \quad i \neq j \tag{6.27}
\end{align*}
$$

where $\delta^{(2)}, \delta^{(3)}$ and $\delta^{(4)}$ represent altogether $3\left(m^{2}-m\right)$ integer variables.
It is remarked that the inequalities (6.17) - (6.20) and (6.22) - (6.27) express only constraints and no objective function is associated to reversibility in itself. However, the reversibility constraints can be easily combined with the minimization/maximization of either the number of reactions or that of the non-isolated complexes, still in the framework of mixed integer linear programming. Moreover, the strict reversibility constraint can be modified to the minimization/maximization of reversible reaction pairs in a straightforward way. It is emphasized finally, that the constraints presented in this subsection together with an appropriate MILP solver are suitable for practically deciding whether a reversible realization exists for a given CRN or not (of course for such problem sizes that can be safely handled by the applied solver).

### 6.1.3 Examples

Example 6.1.1. Motivating example continued. Consider again the reaction network shown in Fig. 2.3(a) with parameters $k_{1}=1, k_{2}=2$. The matrices characterizing the CRN realization are the following.

$$
\begin{gather*}
Y=\left[\begin{array}{lll}
0 & 3 & 2 \\
3 & 0 & 1
\end{array}\right], \quad A_{k}=\left[\begin{array}{rrr}
-1 & 0 & 0 \\
1 & -2 & 0 \\
0 & 2 & 0
\end{array}\right]  \tag{6.28}\\
M=Y \cdot A_{k}=\left[\begin{array}{rrr}
3 & -2 & 0 \\
-3 & 2 & 0
\end{array}\right] . \tag{6.29}
\end{gather*}
$$

Computing a realization with the minimal number of complexes Finding a realization with the minimal number of complexes with parameters $l_{i j}=100 \forall i, j$ and $\epsilon=10^{-8}$ gives the following result:

$$
A_{k}^{(2)}=\left[\begin{array}{rrr}
-1 & 0.6667 & 0  \tag{6.30}\\
1 & -0.6667 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

It's straightforward to check that $M=Y \cdot A_{k}^{(2)}$. Here, $A_{k}^{(2)}$ gives a deficiency 0 structure that is shown in Fig. 2.3(e).

Computing a dense reversible realization If we search for a reversible realization given by eq. 6.29 that contains the maximal number of nonzero reaction rate coefficients (i.e. a dense reversible realization), we have to combine constraints (6.1)(6.6), (6.17)-(6.20), (6.22)-(6.27) and (6.8)-(6.9), and maximize the objective function (6.10). Using the parameters $\epsilon=10^{-8}, \epsilon_{2}=0.05, \gamma=0.01$ we obtain a fully reversible structure given by the following Kirchhoff matrix

$$
A_{k}^{(3)}=\left[\begin{array}{rrr}
-1.0200 & 0.6467 & 33.3333  \tag{6.31}\\
0.9600 & -0.7067 & 66.6667 \\
0.0600 & 0.0600 & -100.0000
\end{array}\right],
$$

which gives a deficiency 1 structure shown in Fig. 2.3(d). Again, it's clear that $Y \cdot A_{k}=Y \cdot A_{k}^{(3)}$.

Example 6.1.2. Computing a reversible realization for an oscillating kinetic system. Consider the reversible variant of the well-known Brusselator model [120] shown in Fig. 6.1. The equations describing the dynamics of the closed system can be


Figure 6.1: Reversible Brusselator reaction scheme
written as

$$
\begin{align*}
& \dot{x}_{1}=-k_{12} x_{1}+k_{21} x_{2}  \tag{6.32}\\
& \dot{x}_{2}=k_{12} x_{1}-\left(k_{21}+k_{23}\right) x_{2}+k_{32} x_{3}+k_{45} x_{2}^{2} x_{4}-k_{54} x_{2}^{3}-k_{67} x_{2} x_{5}+k_{76} x_{4} x_{6}  \tag{6.33}\\
& \dot{x}_{3}=k_{23} x_{2}-k_{32} x_{3}  \tag{6.34}\\
& \dot{x}_{4}=-k_{45} x_{2}^{2} x_{4}+k_{54} x_{2}^{3}+k_{67} x_{2} x_{5}-k_{76} x_{4} x_{6}  \tag{6.35}\\
& \dot{x}_{5}=-k_{67} x_{2} x_{5}+k_{76} x_{4} x_{6}  \tag{6.36}\\
& \dot{x}_{6}=k_{67} x_{2} x_{5}-k_{76} x_{4} x_{6} . \tag{6.37}
\end{align*}
$$

It can be easily computed that the deficiency is zero for the above model. It follows from the Deficiency Zero Theorem, that it can produce no complex dynamical phenomena like oscillations for any positive values of the rate coefficients in its original closed form. For the forthcoming computations, the following parameter values were used: $k_{i j}=1, \forall i, j$. To obtain oscillatory behaviour, the following steady state assumptions have to be made:

$$
\begin{equation*}
x_{i}=x_{i}^{*}, \quad \text { for } i=1,3,5,6 . \tag{6.38}
\end{equation*}
$$

We note that these assumptions require some kind of control of concentrations in an experimental setup and thus the opening of the originally closed system towards the
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environment. The following steady states were used: $x_{1}^{*}=1, x_{3}^{*}=1, x_{5}^{*}=16, x_{6}^{*}=0.5$, that are known to cause oscillatory behaviour [120]. The remaining dynamics of the system is then given by

$$
\begin{align*}
& \dot{x}_{2}=\left(k_{12} x_{1}^{*}+k_{32} x_{3}^{*}\right)+\left(-k_{21}-k_{23}-k_{67} x_{5}^{*}\right) x_{2}-k_{54} x_{2}^{3}+k_{45} x_{2}^{2} x_{4}+\left(k_{76} x_{6}^{*}\right) x_{4}  \tag{6.39}\\
& \dot{x}_{4}=-k_{45} x_{2}^{2} x_{4}+k_{54} x_{2}^{3}+k_{67} x_{5}^{*} x_{2}-k_{76} x_{6}^{*} x_{4} \tag{6.40}
\end{align*}
$$

It is immediately visible that equations (6.39) - (6.39) are kinetic, therefore we can run Algorithm 1 (see subsection 2.5.5) to compute a canonic CRN realization which is shown in figure 6.2. It can be seen from the figure that this realization of deficiency 4 contains 8 reactions and none of the two linkage classes is (at least weakly) reversible.

However, an attempt to compute a fully reversible realization is successful in this case and gives the CRN that is depicted in figure 6.3. We remark that this CRN is also a sparse realization of the dynamics (6.39) - (6.40), since the corresponding MILP optimization method tells us that the minimal number of reactions needed to realize that dynamics is 6 . The deficiency of the obtained reversible network is 1 . The stable limit cycle produced by the CRN started from the initial state $x(0)=\left[\begin{array}{ll}2 & 2.5\end{array}\right]^{T}$ can be seen in figure 6.4. We mention that the existence of reversible oscillating CRNs was listed as an open problem in [140] in 2008. Although it is very hard to precisely check this claim, the above system might be one of the first such examples. In e.g. [31], three simple network structures with proven limit cycle behaviour are proposed one of which is weakly reversible, but none of them is fully reversible.


Figure 6.2: Canonic reaction network produced by Algorithm 1 corresponding to the kinetic system (6.39) - (6.40)


Figure 6.3: Sparse reversible realization corresponding to the kinetic system (6.39) (6.40)

Another example for the dynamically equivalent reversible realization of an originally irreversible network is given in Example A.2.2 in the Appendix.

### 6.2 Finding detailed balanced and complex balanced CRN realizations using linear programming

In this section, we assume again that an initial CRN realization $\left(Y^{(1)}, A_{k}^{(1)}\right)$ or a kinetic polynomial system is given together with an arbitrary positive steady state $x^{*}$ that


Figure 6.4: Time-domain behaviour of the kinetic system (6.39) - (6.40)
has been determined analytically or simply through simulations. Our purpose is to decide whether the system has a detailed balanced or complex balanced dynamically equivalent realization and to give some solution (possibly with additional properties) if the feasibility is fulfilled. The notions of detailed and complex balance were defined in subsection 2.5.7. If we start from a kinetic polynomial system, we use Algorithm 1 described in subsection 2.5.5 for generating an initial (canonic) realization $\left(Y^{(1)}, A_{k}^{(1)}\right)$. In any case, $M^{(1)}=Y^{(1)} \cdot A_{k}^{(1)}$. Let us denote $\psi\left(x^{*}\right)$ simply by $\psi^{*}$.

The decision variables denoted by $y$ will be the elements of the Kirchhoff matrix and we use the linear constraint set (5.14) again for characterizing dynamical equivalence and the properties of the Kirchhoff matrix. Note that in this case no integer variables are needed for solving the problems, therefore all the elements of $y$ will be continuous variables.

### 6.2.1 Additional constraints for complex balancing

Using the definition of a complex balanced steady state, the equality constraints for complex balancing are

$$
\begin{array}{r}
-a_{11} \psi_{1}^{*}+a_{12} \psi_{2}^{*}+\cdots+a_{1 m} \psi_{m}^{*}=0 \\
a_{21} \psi_{1}^{*}-a_{22} \psi_{2}^{*}+\cdots+a_{2 m} \psi_{m}^{*}=0 \\
 \tag{6.43}\\
a_{m 1} \psi_{1}^{*}+\cdots+a_{m(m-1)} \psi_{m-1}^{*}-a_{m m} \psi_{m}^{*}=0 .
\end{array}
$$

Clearly, these constraints can be written as

$$
\begin{equation*}
A_{e 2} \cdot y=B_{e 2} \tag{6.44}
\end{equation*}
$$

where

$$
A_{e 2}=\left[\begin{array}{ccccccc}
-\psi_{1}^{*} & 0^{m-1} & \psi_{2}^{*} & 0^{m-1} & \ldots & \psi_{m}^{*} & 0^{m-1}  \tag{6.45}\\
0 & \psi_{1}^{*} & 0^{m-1} & -\psi_{2}^{*} & \ldots & \psi_{m}^{*} & 0^{m-2} \\
\vdots & & & & & & \\
0^{m-1} & \psi_{1}^{*} & 0^{m-1} & \psi_{2}^{*} & \ldots & 0^{m-1} & -\psi_{m}^{*}
\end{array}\right], \quad B_{e 2}=0 \in \mathbb{R}^{m}
$$

and $0^{k}$ denotes a $1 \times k$ row vector of zeros.
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### 6.2.2 Further constraints for detailed balancing

The most suitable form of detailed balancing constraints is taken from [154]. According to this, a given steady state $x^{*}$ is detailed balancing if and only if

$$
\begin{equation*}
G \cdot A_{k}^{T}=A_{k} \cdot G \tag{6.46}
\end{equation*}
$$

where $G=\operatorname{diag}\left(\psi^{*}\right)$. It is easy to see that (6.46), if satisfied, implies reversibility of the obtained reaction network. Eq. (6.46) encodes a maximum of $\frac{m(m-1)}{2}$ independent equations that can be written into the linear programming problem as

$$
\begin{equation*}
\psi_{i}^{*} y_{(i-1) m+j}-\psi_{j}^{*} y_{(j-1) m+i}=0, \quad \forall i>j, \tag{6.47}
\end{equation*}
$$

since $\left[A_{k}\right]_{i j}=y_{(j-1) m+i}$ for $i \neq j$ according to eq. (5.17).

### 6.2.3 The choice of the objective function

In principle, the objective function of the form (2.3) can be any linear function of $y$. In section 6.2.4, we will minimize or maximize the sum of reaction rate coefficients. The minimization of the sum corresponds to the choice of $c=\frac{1}{2}[1 \ldots 1]^{T}$ in the standard LP-problem (2.3)-(2.5), while the maximization is obtained by selecting $c=$ $-\frac{1}{2}\left[\begin{array}{ll}1 & \ldots\end{array}\right]^{T}$. Note that the minimum of the sum of reaction rate coefficients is bounded if the LP constraints are feasible, but the maximum is not necessarily, and this must be kept in mind.

### 6.2.4 Examples

## Example 6.2.1. Multiple detailed balanced realizations of a simple irre-

 versible network.Consider again the simple reaction network shown in Fig. 2.3(a) with parameters $k_{1}=1, k_{2}=1.5$. The $M$ matrix characterizing the polynomial ODEs of the system is

$$
M=Y \cdot A_{k}=\left[\begin{array}{ccc}
3 & -1.5 & 0  \tag{6.48}\\
-3 & 1.5 & 0
\end{array}\right] .
$$

Thus, the ODE model is given by

$$
\begin{align*}
& \dot{x}_{1}=3 x_{2}^{3}-1.5 x_{1}^{3}  \tag{6.49}\\
& \dot{x}_{2}=-3 x_{2}^{3}+1.5 x_{1}^{3} . \tag{6.50}
\end{align*}
$$

It's easy to compute that e.g. $x^{*}=\left[\begin{array}{ll}1.6725 & 1.3275\end{array}\right]^{T}$ is a steady state for the system (6.49)-(6.50). The corresponding values of the monomials are $\psi^{*}=\psi\left(x^{*}\right)=$ $\left[\begin{array}{lll}2.3393 & 4.6786 & 3.7134\end{array}\right]^{T}$. Clearly, the realization shown in Fig. 2.3(a) cannot be complex balanced or detailed balanced, since it is not weakly reversible.

In the first step, let us define the objective function as

$$
\begin{equation*}
h(y)=\frac{1}{2} \sum_{i=1}^{9} y_{i} \tag{6.51}
\end{equation*}
$$

which is the $L 1$-norm of the reaction rate coefficient vector (note that the diagonal elements of $A_{k}$ with a negative sign contain the sum of the reaction rate coefficients
in the corresponding column). Minimizing the objective function $h$ in (6.51) subject to the conditions (5.14) and (6.47) gives the detailed balance solution

$$
y_{\text {opt }}=\left[\begin{array}{lllllllll}
1 & 1 & 0 & 0.5 & 0.5 & 0 & 0 & 0 & 0 \tag{6.52}
\end{array}\right]^{T},
$$

that corresponds to the following realization

$$
Y^{\prime}=Y, \quad A_{k}^{\prime}=\left[\begin{array}{ccc}
-1 & 0.5 & 0  \tag{6.53}\\
1 & -0.5 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

The detailed balance condition at the steady state can be checked as

$$
\begin{equation*}
1 \cdot\left(x_{2}^{*}\right)^{3}=0.5 \cdot\left(x_{1}^{*}\right)^{3}=2.3393 . \tag{6.54}
\end{equation*}
$$

Since the obtained realization is a weakly reversible deficiency zero one, we can apply the Deficiency Zero Theorem and the latest developments about the stability of complex balanced systems [4] and deduce that the positive equilibrium points of the dynamics of the initial irreversible network are also globally stable with a known Lyapunov function of the form (2.43).

In the second step, let us maximize $h$ in (6.51). The obtained realization is now given by

$$
Y^{\prime \prime}=Y, \quad A_{k}^{\prime \prime}=\left[\begin{array}{ccc}
-1.5 & 0 & 0.9449  \tag{6.55}\\
0 & -1.5 & 1.8899 \\
1.5 & 1.5 & -2.8348
\end{array}\right] .
$$

The deficiency of the network in this case is 1 . The detailed balance property is fulfilled in this case as

$$
\begin{align*}
& 1.5 \cdot\left(x_{2}^{*}\right)^{3}=0.9449 \cdot\left(x_{1}^{*}\right)^{2} x_{2}^{*}=3.5088  \tag{6.56}\\
& 1.5 \cdot\left(x_{1}^{*}\right)^{3}=1.8899 \cdot\left(x_{1}^{*}\right)^{2} x_{2}^{*}=7.0179 \tag{6.57}
\end{align*}
$$

The reaction digraphs of the above computed detailed balanced realizations can be seen in Figs. 6.5 a) and b), respectively.

The motivation for trying to minimize and maximize the $L 1$ norm of the reaction rate coefficients to get potentially different detailed balanced realizations came from [39] and [38]. We remark that the exact conditions under which the sparsest solution of an underdetermined set of linear equations is the minimal $L 1$ norm solution are not fulfilled in our case, but the two obtained solutions are structurally different, and our purpose here was only to illustrate that different detailed balanced realizations of the same (very simple) kinetic system may exist.

It's worth mentioning that the detailed balancing constraints described in section 6.2 .2 can easily be combined with the computation of dense and sparse realizations (see chapter 5). However, the problem in this case becomes NP-hard. A dense detailed balanced realization can be seen in Fig. 6.5 c) that is determined by the following matrices:

$$
Y^{\prime \prime \prime}=Y, \quad A_{k}^{\prime \prime \prime}=\left[\begin{array}{ccc}
-1.0333 & 0.4667 & 0.0630  \tag{6.58}\\
0.9333 & -0.5667 & 0.1260 \\
0.1000 & 0.1000 & -0.1890
\end{array}\right]
$$

### 6.2. Finding detailed balanged and complex palanced $C R N$ realizations using linear programming



Figure 6.5: Dynamically equivalent detailed balanced realizations of the CRN in example 6.2.1. a) deficiency zero realization; b), c) deficiency one realizations

The detailed balancing condition is met in this case, too, since

$$
\begin{array}{r}
0.9333 \cdot\left(x_{2}^{*}\right)^{3}=0.4667 \cdot\left(x_{1}^{*}\right)^{3}=2.1833 \\
0.1 \cdot\left(x_{2}^{*}\right)^{3}=0.063 \cdot\left(x_{1}^{*}\right)^{2} x_{2}^{*}=0.2339 \\
0.1 \cdot\left(x_{1}^{*}\right)^{3}=0.126 \cdot\left(x_{1}^{*}\right)^{2} x_{2}^{*}=0.4679 \tag{6.61}
\end{array}
$$

The average running time of the LP based methods (using the linprog command) was 0.06 second, while the MILP based algorithm (using the freely available GLPK solver) found the dense realization in 1.04 second in the MATLAB computation environment on a notebook computer with an 1.66 GHz Intel Atom N280 Processor.

Example 6.2.2. Finding complex balanced realization of a kinetic polynomial system. The following polynomial system is given:

$$
\begin{align*}
& \dot{x}_{1}=x_{3}^{2}-x_{1} x_{2}+x_{3} x_{4}-2 x_{1} x_{2}^{2} x_{3} \\
& \dot{x}_{2}=x_{3}^{2}-x_{1} x_{2}+2 x_{3} x_{4}-4 x_{1} x_{2}^{2} x_{3} \\
& \dot{x}_{3}=-2 x_{3}^{2}+x_{1} x_{2}-x_{1} x_{2}^{2} x_{3}+2 x_{4}^{3}  \tag{6.62}\\
& \dot{x}_{4}=x_{1} x_{2}-x_{3} x_{4}+4 x_{1} x_{2}^{2} x_{3}-3 x_{4}^{3}
\end{align*}
$$

It can be seen that (6.62) is essentially nonnegative and kinetic. After running Algorithm 1, we obtain an initial canonic structure with 19 complexes and 16 reactions that is visible in Fig. 6.6, where the numbering of complexes (in rectangles) is the following:

$$
\begin{align*}
& 1: 2 X_{3}, 2: X_{3}+X_{4}, 3: X_{1}+2 X_{3}, 4: X_{2}+2 X_{3}, \\
& 5: X_{3}, 6: X_{1}+X_{3}+X_{4}, 7: X_{2}+X_{3}+X_{4}, \\
& 8: X_{1}+X_{2}, 9: X_{1}+2 X_{2}+X_{3}, 10: X_{1}, 11: X_{2}, \\
& 12: X_{1}+X_{2}+X_{4}, 13: X_{1}+X_{2}+X_{3}, 14: 2 X_{2}+X_{3}, \\
& 15: X_{1}+2 X_{2}, 16: X_{1}+2 X_{2}+X_{3}+X_{4}, \\
& 17: 3 X_{4}, 18: X_{3}+3 X_{4}, 19: 2 X_{4} \tag{6.63}
\end{align*}
$$

In this case, we were searching for a complex balanced realization as it was described in subsection 6.2.1. The objective function that was minimized was also the sum of reaction rate coefficients, i.e.

$$
\begin{equation*}
h(y)=\frac{1}{2} \sum_{i=1}^{361} y_{i} \tag{6.64}
\end{equation*}
$$



Figure 6.6: Reaction network realizing eq. (6.62) obtained using Algorithm 1. Only those reaction rate coefficients are indicated that are different from 1.

The joint running time of Algorithm 1 and the solution of the LP problem with 361 variables was 0.45 second on the same hardware/software environment as in the previous example. The obtained complex balanced and thus weakly reversible realization of the initial CRN is visible in Fig. 6.7. The isolated complexes (i.e. the ones with no incoming and no outgoing directed edges) are naturally omitted from the realization and not drawn in the figure. It can be checked that the deficiency of the complex balanced realization is 0 (in sharp contrast with the deficiency of 12 of the initial network in Fig. 6.6). Therefore, the autonomous system (6.62) has well-characterizable equilibrium points in the positive orthant that are globally stable with a known Lyapunov function.

An attempt to find a detailed balanced realization using the constraints described in subsection 6.2 .2 is unsuccessful in this case. After checking the feasibility condition given in Theorem 2.1.1, we can deduce that such detailed balanced realization does not exist with the complex set listed in eq. (6.63).


Figure 6.7: Complex balanced realization of the CRN shown in Fig. 6.6. All reaction rate coefficients are 1.

### 6.3 Computing weakly reversible dynamically equivalent CRN realizations

Although complex balance implies weak reversibility, the opposite is generally not true. Therefore, it is worth examining the possibility of finding dynamically equivalent weakly reversible networks with a completely different strategy from the one that was followed in the previous subsection. Based on the fact that with a given $Y$, all possible reactions are contained in the structurally unique dense realization, a straightforward
idea is to try to find a dynamically equivalent weakly reversible mechanism starting from this superstructure. For this, some additional notions will be introduced.

### 6.3.1 Constrained dense and sparse realizations

The simple constraint set denoted by $\mathcal{K}$ will be used for the exclusion of selected reactions from the CRN, i.e. it is of the form:

$$
\begin{equation*}
\mathcal{K}=\left\{\left[A_{k}\right]_{i_{1}, j_{1}}=0, \ldots,\left[A_{k}\right]_{i_{s}, j_{s}}=0\right\} \tag{6.65}
\end{equation*}
$$

where $s$ is the number of individual constraints, and $i_{k} \neq j_{k}$ for $k=1, \ldots, s$. Now we can introduce the following definitions. A dynamically equivalent $\mathcal{K}$-constrained realization of a CRN $\left(Y, A_{k}\right)$ is a reaction network $\left(Y, A_{k}^{\prime}\right)$ such that $Y \cdot A_{k}=Y \cdot A_{k}^{\prime}$ and the prescribed constraints $\mathcal{K}$ in the form of eq. (6.65) are fulfilled for $A_{k}^{\prime}$. A dynamically equivalent $\mathcal{K}$-constrained dense realization of a chemical reaction network $\left(Y, A_{k}\right)$ is a $\mathcal{K}$-constrained realization that contains the maximal number of nonzero elements in $A_{k}^{\prime}$. Similarly, a $\mathcal{K}$-constrained sparse realization is a $\mathcal{K}$-constrained realization with the minimal number of nonzeros in $A_{k}^{\prime}$. To characterize constrained dense/sparse realizations, the results of subsection 5.5 can be extended in a straightforward way as follows.

Theorem 6.3.1. Consider a CRN $\Sigma=\left(Y, A_{k}\right)$ and let $\mathcal{K}$ be a constraint set of the form (6.65) such that there exists a $\mathcal{K}$-constrained CRN realization that is dynamically equivalent to $\Sigma$. Let $\Sigma_{\mathcal{K}}^{d}=\left(Y, A_{k}^{d}\right)$ be a dynamically equivalent $\mathcal{K}$-constrained dense realization, and $\Sigma_{\mathcal{K}}^{s}=\left(Y, A_{k}^{s}\right)$ a dynamically equivalent $\mathcal{K}$-constrained sparse realization of $\Sigma$. Then for any dynamically equivalent $\mathcal{K}$-constrained realization of $\Sigma$ of the form $\Sigma_{\mathcal{K}}=\left(Y, A_{k}^{\prime}\right)$, the following hold:

P1 The unweighted reaction graph of $\Sigma_{\mathcal{K}}$ is the subgraph of the unweighted reaction graph of $\Sigma_{\mathcal{K}}^{d}$.

P2 The unweighted reaction graph (i.e. the CRN structure) of $\Sigma_{\mathcal{K}}^{d}$ is unique.
P3 The unweighted reaction graphs of all $\Sigma_{\mathcal{K}}$-s are identical (i.e. the graph structure of the CRN with given constraint set $\mathcal{K}$ and complex set $Y$ is unique) if and only if the unweighted directed graphs of $\Sigma_{\mathcal{K}}^{d}$ and $\Sigma_{\mathcal{K}}^{s}$ are identical.

Proof. The theorem is clearly a special case of Theorem 5.5.1, when certain elements of $A_{k}$ are constrained to be zero. However, we can also give an alternative proof based on elementary linear algebra.
P1, P2. The matrix equation $Y \cdot A_{k}=M$ (see eqs. (2.29) and (5.3)) obviously defines $m$ sets of linear equations of the form

$$
\begin{equation*}
Y \cdot\left[A_{k}\right]_{,, i}=[M]_{, i}, \quad i=1, \ldots, m \tag{6.66}
\end{equation*}
$$

Let us choose any $i$ indexing the sets of equations in (6.66). For simplicity, let $p=$ $\left[A_{k}\right]_{, i, i}, b=[M]_{,, i}$. Let us assume that there are $z$ elements of the constraint set (6.65) where $j_{k}=i$ for $k=1, \ldots, s$. These constraints can be expressed by further linear equations of the form:

$$
\begin{equation*}
\left[A_{k}\right]_{h, i}=0, \quad h=1, \ldots, z . \tag{6.67}
\end{equation*}
$$

The equation sets (6.66) and (6.67) can be written into a single set of equations as

$$
\begin{equation*}
\bar{Y} \cdot p=\bar{b}, \tag{6.68}
\end{equation*}
$$

where $\bar{Y} \in \mathbb{R}^{(n+z) \times m}$ and $\bar{b} \in \mathbb{R}^{n+z}$.
The first case is when $\bar{b}=0$ (i.e. we have a homogeneous set of equations). Assume that $p$ is a dense solution of (6.68). If $p$ has no zero elements then we are done. So assume that $p^{\prime}$ is a solution of (6.68), too, such that $\exists j$ for which $p_{j}^{\prime} \neq 0$ but $p_{j}=0$. Then $p^{\prime \prime}=p+\lambda p^{\prime}$ for $\lambda \in \mathbb{R}$ is also a solution for (6.68) with $\bar{b}=0$, and $\lambda$ can always be chosen such that there are more nonzero elements in $p^{\prime \prime}$ than in $p$, which is a contradiction.

If $\bar{b} \neq 0$ then the proof can be based on the following well known fact of linear algebra. Consider an inhomogenous set of linear equations:

$$
\begin{equation*}
A x=b, \tag{6.69}
\end{equation*}
$$

where $A \in \mathbb{R}^{m \times m}$, and $x, b \in \mathbb{R}^{m}$. If $x=x^{p}$ is any particular solution of (6.69) then the entire solution set for (6.69) can be characterized as

$$
\begin{equation*}
\left\{x^{p}+v \mid v \text { is any solution of } A x=0\right\} . \tag{6.70}
\end{equation*}
$$

Let us assume now that $p$ is a dense solution for (6.68), i.e. it contains the maximal possible number of nonzero elements. If $p$ has no zero elements, then the result to be proven is trivially satisfied. Therefore, without the loss of generality we can assume that the first $l<m$ elements of p are nonzero, while the rest are zero, i.e. $p_{j} \neq 0$ for $j=1, \ldots, l$, and $p_{j}=0$ for $j=l+1, \ldots, m$. This can always be achieved by the appropriate reordering of the elements of $p$. Assume now that $p^{\prime} \in \mathbb{R}^{m}$ is also a solution for (6.68), but $p_{c}^{\prime} \neq 0$ for some $c \in \mathbb{Z}, l+1 \leq c \leq m$. Then $p^{\prime}=p+v$ for some $v$, where $\bar{Y} \cdot v=0$, and $v_{c} \neq 0$. In this case, $p^{\prime \prime}=p+\lambda \cdot v$ is also a solution for (6.68) for any $\lambda \in \mathbb{R}$ and $\lambda$ can always be chosen so that $p_{j}^{\prime \prime} \neq 0$ for $j=1, \ldots, l$, and there is at least one index $l+1 \leq c \leq m$ for which $p_{c}^{\prime \prime} \neq 0$. However, this contradicts to the assumption that $p$ is a dense solution for (6.68).
P3. If the graph structure of the constrained realization is unique, then it trivially imples that the structures of the constrained dense and sparse realizations are identical, since there exists only one possible constrained reaction structure. If the structures of the constrained dense and sparse realizations are identical, then the number of nonzero reaction rates is the same in any constrained realizations including the constrained dense ones. Then it follows from P1 that the constrained reaction structure is unique.

### 6.3.2 Basic principle of the algorithm

Very shortly, the underlying principle of the presented algorithm is that it only removes (if possible) from the dense realization
(i) edges that cannot be parts of any weakly reversible realization,
(ii) edges the removal of which is necessarily implied by the deletion of edges belonging to set (i),
while maintaining dynamical equivalence. Besides Theorem 6.3.1, the correct operation of the algorithm is based on the following well-known result from graph theory: If each strongly connected component of a directed graph $G$ is contracted to a single vertex, the resulting directed graph is a directed acyclic graph [9]. (A directed graph is called acyclic if it has no nontrivial strongly connected subgraphs.) This implies that for obtaining a CRN superstructure including all possible structures, a dense realization must be computed. Directed edges between different strong components must be removed because they cannot lie on a directed cycle in any dynamically equivalent realization. If this is not possible, then there is no weakly reversible realization of the CRN. However, if the deletion is possible, it may imply the removal of additional reactions because of the linear kinetic constraints (see eqs. (6.1)-(6.4)). In general, this may impair the weak reversibility of the obtained network. In such a case, a new dense realization must be computed excluding the unnecessary edges identified in the previous step, and the procedure must be repeated until either a weakly reversible realization is found, or the deletion of undesired edges is no longer possible. In the latter case, no weakly reversible realization of the initial CRN exists with the given stoichiometric matrix $Y$.

### 6.3.3 Definition of input data structure and the necessary additional procedures

We will assume that an initial CRN realization is given with the matrices $\left(Y^{(0)}, A_{k}^{(0)}\right)$, and $M=Y^{(0)} \cdot A_{k}^{(0)}$. The constraint set containing directed edges to be eliminated from the current realization is denoted as

$$
\begin{equation*}
\mathcal{K}=\left\{\left(p_{1}, q_{1}\right), \ldots,\left(p_{s}, q_{s}\right)\right\}, \quad s<r \tag{6.71}
\end{equation*}
$$

where $p_{i}$ and $q_{i}$ denote the indices of the initial and terminal vertices of the $i$ th edge, respectively, and $r$ is the number of reactions in the CRN.

Now, the following simple procedure will be defined for later use.

$$
\begin{equation*}
L=\text { FindCrossComponentEdges }\left(A_{k}^{i n}\right) \tag{6.72}
\end{equation*}
$$

The input of the procedure is the Kirchhoff matrix $A_{k}^{i n}$ of a CRN, and the output is a set $L$ containing the directed edges linking different strong components of the reaction graph. The strongly connected components of a directed graph can be determined in linear time using e.g. Kosaraju's, Tarjan's or Gabow's algorithm [9, 123]. Moreover, the examined CRN is weakly reversible if and only if it contains at least 2 reactions, and the output $L$ of FindCrossComponentEdges is empty.

In the following part of this subsection, appropriate modifications of the algorithm described in chapter 5 are given, adapted to the current problem.

## Constraints corresponding to mass action dynamics

We will use the simple form of linear constraints given by (6.1)-(6.4) in section 6.1.

## Checking whether a set of reactions is removable from a CRN realization

We call a set of reactions $\mathcal{K}$ removable from a CRN realization, if there exists a dynamically equivalent CRN realization that does not contain the directed edges in $\mathcal{K}$. To check this, it is worth separately defining the following LP-based and thus polynomial-time procedure to avoid unnecessary MILP computations that are known to be NP-hard.

The constraints (6.1)-(6.4) are completed with the following ones

$$
\begin{equation*}
\left[A_{k}\right]_{q_{i}, p_{i}}=0 \text { for } i=1, \ldots, s \tag{6.73}
\end{equation*}
$$

where $\left(p_{i}, q_{i}\right) \in \mathcal{K}$ as it is written in eq. (6.71). The feasibility of the linear constraints (6.1)-(6.4) and (6.73) can be checked by adding e.g. the following linear objective function to be minimized:

$$
\begin{equation*}
G_{L P}\left(A_{k}\right)=\sum_{\substack{i, j=1 \\ i \neq j,(j, i) \notin \mathcal{K}}}^{m}\left[A_{k}\right]_{i j} . \tag{6.74}
\end{equation*}
$$

Clearly, eqs. (6.1)-(6.4), (6.73)-(6.74) form a standard linear programming problem.
Based on the above, we will define the procedure to check whether a set $\mathcal{K}$ of directed edges is removable from a CRN realization or not in the following way:

$$
\begin{equation*}
F_{\text {out }}=\operatorname{IsRemovable}\left(Y^{(i)}, A_{k}^{(i)}, \mathcal{K}\right) \tag{6.75}
\end{equation*}
$$

where the input data are as follows: $\left(Y^{(i)}, A_{k}^{(i)}\right)$ is a CRN realization, and $\mathcal{K}$ is a constraint set of the form (6.71) containing the tail and head index pairs of the directed edges to be removed from $\left(Y^{(i)}, A_{k}^{(i)}\right)$. The output $F_{\text {out }}$ is a boolean variable: its value is true if there exists a dynamically equivalent realization to $\left(Y^{(i)}, A_{k}^{(i)}\right)$ not containing the edges listed in $K$, and it is false if there does not exist such realization.

## Computing the dense realization excluding given directed edges

If the procedure IsRemovable returns a true value, the dense realization of the CRN can be computed subject to the constraint that the edges listed in $\mathcal{K}$ are excluded from it. To define the corresponding MILP problem, first we add exactly the same linear constraints contained in eqs. (6.1)-(6.4), (6.73) as in the previous case. To make the forthcoming problem computationally tractable, we also introduce the following bounds for the decision variables

$$
\begin{align*}
& {\left[A_{k}\right]_{i j} \leq u_{i j}, \quad u_{i j}>0, \quad i, j=1, \ldots, m, \quad i \neq j, \quad(j, i) \notin \mathcal{K}}  \tag{6.76}\\
& {\left[A_{k}\right]_{i i} \geq l_{i}, \quad l_{i}<0, \quad i=1, \ldots, m} \tag{6.77}
\end{align*}
$$

Here we are searching for such $A_{k}$ that contains the maximal number of nonzero offdiagonal elements. For this, logical variables denoted by $\delta$ are introduced and the following compound statements are constructed

$$
\begin{equation*}
\delta_{i j}=1 \leftrightarrow\left[A_{k}\right]_{i j}>\epsilon, \quad i, j=1, \ldots, m, \quad i \neq j, \quad(j, i) \notin \mathcal{K}, \tag{6.78}
\end{equation*}
$$

where the symbol " $\leftrightarrow$ " denotes "if and only if", and $\epsilon$ is a sufficiently small positive value (i.e. elements of $A_{k}$ below $\epsilon$ are treated as zero). Considering also (6.76), statement (6.78) can be translated to the following linear inequalities

$$
\begin{align*}
0 \leq\left[A_{k}\right]_{i j}-\epsilon \delta_{i j}, & i, j=1, \ldots, m, \quad i \neq j, \quad(j, i) \notin \mathcal{K}  \tag{6.79}\\
0 \leq-\left[A_{k}\right]_{i j}+u_{i j} \delta_{i j}, & i, j=1, \ldots, m, \quad i \neq j \quad(j, i) \notin \mathcal{K} . \tag{6.80}
\end{align*}
$$

### 6.3. Computing weakly reversime $d$ ynarcatty equivalent $C R N$ realizations

Now it is possible to compute the realization containing the maximal number of reactions by maximizing the objective function

$$
\begin{equation*}
G_{M I L P}(\delta)=\sum_{\substack{i, j=1 \\ i \neq j,(j, i) \notin \mathcal{K}}}^{m} \delta_{i j} . \tag{6.81}
\end{equation*}
$$

Finally, the following procedure is defined based on the MILP problem given by eqs. (6.1)-(6.4), (6.73), (6.76)-(6.77), and (6.79)-(6.81).

$$
\begin{equation*}
A_{k}^{d}=\text { FindConstrDenseRealization }\left(Y^{(i)}, A_{k}^{(i)}, \mathcal{K}\right) \tag{6.82}
\end{equation*}
$$

where the input data set is the same as in the case of the procedure IsRemovable (see eq. (6.75) and the corresponding description). The output $A_{k}^{d}$ is a dense realization that does not contain the directed edges listed in the set $\mathcal{K}$. If the set $\mathcal{K}$ is empty, then the procedure is the same that computes dense realizations and that was described in chapter 5 .

### 6.3.4 Formal description of the algorithm

Now we can give the formal description of the procedure for determining weakly reversible CRN realizations. The input data of the procedure is an initial CRN realization $\left(Y^{(0)}, A_{k}^{(0)}\right)$. The output is an $m \times m$ matrix that is the Kirchhoff matrix of the weakly reversible realization if there exists such, or a zero matrix if the procedure found no weakly reversible realizations. In the algorithm pseudocode, the auxiliary variable ExitCondition is a boolean storing the exit condition from the main loop. The complete pseudocode of the procedure called FindWeaklyReversibleRealization with common notations and keywords can be found in Table 6.1.

### 6.3.5 Main properties of the algorithm

The above described algorithm always finds a dynamically equivalent weakly reversible realization, if it exists. This clearly follows from Theorem 6.3.1 and the basic principles of the algorithm described in subsection 6.3.2. From these facts it also follows that the algorithm finds the dense weakly reversible realization that structurally contains any other weakly reversible realizations (for illustration, see the results in subsection 6.3.1). We remark that the immediate deletion of the columns/rows corresponding to the isolated complexes from matrices $Y$ and $A_{k}$ after calling the procedure FindConstrDenseRealization is also possible, but this requires the renumbering of complexes. This is a technical detail of implementation and does not affect the principle or final output of the algorithm. (However, decreasing the number of optimization variables and constraints in each step in such a way might be required especially in the case of larger networks.)

### 6.3.6 Examples

The following examples were implemented in the MATLAB R13 computation environment using the YALMIP and the Multi-Parametric Toolboxes [110, 102]. The examples were run on a desktop PC with dual Intel Xeon 1.8 GHz CPU and 2 Gigabytes of RAM. The implementation of dense realization computation was not parallel, therefore all the decision variables and constraints were put into a single optimization problem in procedure FindConstrDenseRealization. The strong components of the reaction graphs were identified using Kosaraju's algorithm [139].

```
\frac{A}{k}\mathrm{ out =FindWeaklyReversibleRealization ( }\mp@subsup{Y}{}{(0)},\mp@subsup{A}{k}{(0)})
    Y:= Y (0); A }:=\mp@subsup{A}{k}{(0)};\mp@subsup{F}{\mathrm{ out }}{}:=\mathrm{ true; }\mathcal{K}:={};L:={}
    while (ExitCondition=false) do
    begin
        if (\mathcal{K}\not={}) then }\mp@subsup{F}{\mathrm{ out }}{}:=I\mathrm{ IsRemovable ( }Y,\mp@subsup{A}{k}{},\mathcal{K})
        if (Fout =true) then
        begin
            A
            L:=FindCrossComponentEdges ( }\mp@subsup{A}{k}{})\mathrm{ ;
            if (L={}) then ExitCondition:=true; }\mp@subsup{A}{k}{\mathrm{ out }}:=\mp@subsup{A}{k}{}\mathrm{ ;
            else \mathcal{K}:=\mathcal{K}\cupL;
        end
        else ExitCondition:=true;
    end
    return }\mp@subsup{A}{k}{\mathrm{ out ;}
```

Table 6.1: Pseudocode of the algorithm for finding weakly reversible realizations

Example 6.3.1. Weakly reversible realizations of a simple irreversible network. The simple network that can be seen in Fig. 6.8 a) was taken from [91]

a)

b)

Figure 6.8: a) Simple irreversible network from [91], b) Structure of one of its possible weakly reversible realizations determined in [91]
(Example 3). In [91], it is shown that for any positive $\epsilon$, the network has a possible weakly reversible realization with the structure shown in Fig. 6.8 b). (The computation and analysis of the parameters of the CRN in Fig. 6.8 b) can be found in [91].) The complex composition matrix of the network is

$$
Y=\left[\begin{array}{lllllll}
1 & 1 & 2 & 0 & 1 & 1 & 3  \tag{6.83}\\
2 & 0 & 1 & 3 & 3 & 1 & 1
\end{array}\right]
$$

The nonzero elements of the Kirchhoff matrix $A_{k} \in \mathbb{R}^{7 \times 7}$ with $\epsilon=1.5$ are

$$
\begin{equation*}
\left[A_{k}\right]_{2,1}=1.5,\left[A_{k}\right]_{4,3}=1,\left[A_{k}\right]_{6,5}=1,\left[A_{k}\right]_{7,6}=1 \tag{6.84}
\end{equation*}
$$

### 6.3. Computing weakly reversite $d$ ynurcatty equivalent $C R N$ realizations

For this network, the algorithm described in section 6.3.4 and Table 6.1 works as follows. After the initialization steps, the dense realization containing all possible reactions with an empty constraint set $\mathcal{K}$ is computed (line 8 of the pseudocode). The Kirchhoff matrix of the dense realization is given by

$$
A_{k}^{(1)}=\left[\begin{array}{ccccccc}
-1.25 & 0 & 0.1 & 0 & 0.1 & 0.1 & 0  \tag{6.85}\\
0.55 & 0 & 0.1 & 0 & 0.4333 & 0.5 & 0 \\
0.1 & 0 & -1.4 & 0 & 0.1 & 0.1 & 0 \\
0.3 & 0 & 0.8 & 0 & 0.3 & 0.1 & 0 \\
0.1 & 0 & 0.2 & 0 & -1.1333 & 0.1 & 0 \\
0.1 & 0 & 0.1 & 0 & 0.1 & -1.9 & 0 \\
0.1 & 0 & 0.1 & 0 & 0.1 & 1 & 0
\end{array}\right]
$$

The structure of the dense realization is shown in Fig. 6.9. The following steps can


Figure 6.9: Structure of the dense realization of the reaction network shown in Fig. 6.8 a)
be followed using Fig. 6.10. The dense realization is not weakly reversible because there are edges between different strong components (line 9). The complexes of the single nontrivial strong component are indicated by boldface labels in Fig. 6.10. It is clear from the figure that the edges adjacent to the complexes $X_{1}, 3 X_{2}, 3 X_{1}+X_{2}$ are to be removed. These edges are drawn with dotted arrows in the figure. Thus, the constraint list is

$$
\mathcal{K}=\{(1,2),(1,4),(1,7),(3,2),(3,4),(3,7),(5,2),(5,4),(5,7),(6,2),(6,4),(6,7)\}
$$

The next iteration of the algorithm (line 5) gives that these edges can be removed from the realization. Now a new dense realization is computed excluding edges in $\mathcal{K}$ (line 8). The reactions of this dense realization are indicated by thick arrows in Fig. 6.10. Note that the constraint of excluding the reactions in $\mathcal{K}$ from the network resulted in the removal of directed edges $X_{1}+X_{2} \rightarrow X_{1}+2 X_{2}, X_{1}+2 X_{2} \rightarrow 2 X_{1}+$ $X_{2}, X_{1}+3 X_{2} \rightarrow 2 X_{1}+X_{2}$, and $X_{1}+X_{2} \rightarrow X_{1}+3 X_{2}$, too, that were within the nontrivial strong component of the previous step. In this case, the resulting network remained weakly reversible (lines $9-10$ ), so the algorithm can stop with success and
return the determined dynamically equivalent weakly reversible CRN. The structure of the resulting network is shown in Fig. 6.11(a). The Kirchhoff matrix of the obtained realization is the following

$$
A_{k}^{(2)}=\left[\begin{array}{ccccccc}
-3.2 & 0 & 1.8 & 0 & 0.1 & 0 & 0  \tag{6.86}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.1 & 0 & 0.1 & 0 & -1.05 & 0 & 0 \\
3.1 & 0 & 0.1 & 0 & 0.95 & -2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The running time of the algorithm was 11s using the software environment described in the beginning of section 5.6.

It is interesting to note that the obtained weakly reversible realization is not complex balanced. However, using the polynomial-time algorithm described in section 6.2, we can compute a complex balanced realization with 6 reactions in just 0.1 s , that is shown in Fig. 6.11(b). It is easy to see that the unweighted directed graphs of Figs. $6.8 \mathrm{~b})$ and Fig. 6.11(b) are indeed the proper subgraphs of the structure visible in Fig. 6.11(a).


Figure 6.10: Illustration of the operation of the algorithm on the example given in section 6.3.1

Example 6.3.2. Weakly reversible realization of a kinetic polynomial system. Let us consider the kinetic polynomial system of Example 6.2.2 with equations (6.62). We again start from the canonic scheme given by Algorithm 1 but with the following complex numbering that is different from (6.63):
$C_{1}=2 X_{3}, C_{2}=X_{1}+2 X_{3}, C_{3}=X_{1}+X_{2}, C_{4}=X_{2}, C_{5}=X_{3}+X_{4}, C_{6}=X_{1}+X_{3}+X_{4}$,
$C_{7}=X_{1}+2 X_{2}+X_{3}, C_{8}=2 X_{2}+X_{3}, C_{9}=X_{2}+2 X_{3}, C_{10}=X_{1}, C_{11}=X_{2}+X_{3}+X_{4}$,
$C_{12}=X_{1}+X_{2}+X_{3}, C_{13}=X_{3}, C_{14}=X_{1}+2 X_{2}, C_{15}=3 X_{4}$,
$C_{16}=X_{3}+3 X_{4}, C_{17}=X_{1}+X_{2}+X_{4}, C_{18}=X_{1}+2 X_{2}+X_{3}+X_{4}, C_{19}=2 X_{4}$.


Figure 6.11: (a) The structure of the obtained dynamically equivalent weakly reversible CRN, (b) Complex balanced realization of the CRN described in section 6.3.1

The dense realization of the network contains 80 reactions, therefore it is not shown in a figure. Let us number the vertices of the reaction graph according to the complex numbering, i.e. vertex $i$ corresponds to complex $C_{i}$ for $i=1, \ldots, 19$. For the sake of completeness, the list of the reactions (i.e. weighted directed edges) of the dense realization in the form (source vertex number, destination vertex number, weight (i.e. rate coefficient)) is given below:
$(5,1,0.5),(7,1,0.1),(11,1,0.1),(15,1,0.8),(1,2,0.1),(3,2,0.1),(5,2,0.1),(7,2$, $0.1),(12,2,0.3),(1,3,0.1),(5,3,0.1),(7,3,0.1),(12,3,0.1),(1,4,0.1),(3,4,0.4)$, $(5,4,0.1),(7,4,0.1),(11,4,0.1),(3,5,0.1),(7,5,0.1),(11,5,0.1),(15,5,0.1),(3$, $6,0.1),(5,6,0.1),(7,6,0.1),(1,7,0.1),(3,7,0.1),(5,7,0.2),(12,7,0.3),(1,8,0.1)$, $(3,8,0.1),(5,8,0.3),(7,8,0.3),(11,8,1.2),(1,9,0.1),(5,9,0.1),(7,9,0.1),(11,9$, $0.2),(1,10,0.5),(3,10,0.8),(5,10,0.1),(7,10,0.1),(12,10,0.1),(3,11,0.1),(5,11$, $0.1),(7,11,0.1),(1,12,0.1),(3,12,0.1),(5,12,0.1),(7,12,0.1),(1,13,0.1),(3,13$, $0.1),(5,13,0.1),(7,13,0.1),(11,13,0.1),(15,13,0.1),(1,14,0.1),(3,14,0.1),(5$, $14,0.1),(7,14,0.1),(12,14,0.1),(3,15,0.1),(5,15,0.1),(7,15,0.7),(11,15,0.1)$, $(5,16,0.25),(7,16,0.3),(11,16,0.7),(15,16,0.2),(3,17,0.1),(5,17,0.1),(7,17$, $0.1),(3,18,0.1),(5,18,0.1),(7,18,0.4),(3,19,0.1),(5,19,0.1),(7,19,0.1),(11$, $19,0.1),(15,19,0.1)$.

The dense realization has 13 strong components. Out of these, there is only one nontrivial strongly connected component containing the vertices $1,3,5,7,11,12$, and 15. After identifying all directed edges linking different strong components, we obtain that the following 53 edges given in the form (source vertex number, destination vertex number) should be deleted from the dense realization in the next step of the algorithm:
$(1,2),(3,2),(5,2),(7,2),(12,2),(1,4),(3,4),(5,4),(7,4),(11,4),(3,6),(5,6),(7,6)$, $(1,8),(3,8),(5,8),(7,8),(11,8),(1,9),(5,9),(7,9),(11,9),(1,10),(3,10),(5,10),(7,10)$, $(12,10),(1,13),(3,13),(5,13),(7,13),(11,13),(15,13),(1,14),(3,14),(5,14),(7,14)$, $(12,14),(5,16),(7,16),(11,16),(15,16),(3,17),(5,17),(7,17),(3,18),(5,18),(7,18)$, $(3,19),(5,19),(7,19),(11,19),(15,19)$.

All the above listed edges were possible to remove from the dense realization (their removal implied the deletion of 12 additonal reactions), and the resulting constrained dense realization is shown in Fig.6.12(a). It is clear from the figure that edges adjacent to vertices no. 11 and 12 have to be removed in the following step. This final step is illustrated in Fig. 6.12(b), where the meaning of the line types is the same as in the case of Fig. 6.10. With the removal of edges $(5,11),(5,12),(7,11),(7,12)$, the directed
edges $(5,1),(7,1),(7,3),(5,3),(7,5)$ and $(5,15)$ were also deleted, and the resulting weakly reversible realization (of deficiency 0 ) is shown in Fig. 6.13. The total running time of the algorithm was 80.5 s . It can be checked that the obtained network is exactly the same as in Fig. 6.7. However, in this case the complex balanced property is not a condition for the correct operation of the algorithm.


Figure 6.12: (a) Constrained dense CRN realization of Example 6.3.2 containing the vertices of the only nontrivial strong component of the dense realization, after removing 65 reactions, (b) Illustration of the final step of the algorithm on the CRN corresponding to Example 6.3.2


Figure 6.13: The obtained weakly reversible realization in Example 6.3.2

### 6.4 Including the the linear conjugacy concept into the optimization framework

According to Theorem 2.5.1, we can guarantee weak reversibility by imposing the condition

$$
\begin{equation*}
A_{k} \cdot b=0 \tag{6.88}
\end{equation*}
$$

for some $b \in \mathbb{R}_{>0}^{m}$. This is clearly a nonlinear constraint in the reaction rate coefficients and the elements of $b$. In order to make it linear, we consider the matrix $\tilde{A}_{k}$ with entries

$$
\begin{equation*}
\left[\tilde{A}_{k}\right]_{i j}=\left[A_{k}\right]_{i j} \cdot b_{j} \tag{6.89}
\end{equation*}
$$

It is clear from (6.89) that $\tilde{A}_{k}$ is also a Kirchhoff matrix and that $\mathbf{1} \in \mathbb{R}^{m}$ (the $m$ dimensional vector containing only ones) lies in $\operatorname{ker}\left(\tilde{A}_{k}\right)$. Moreover, it is easy to see that $\tilde{A}_{k}$ encodes a weakly reversible network if and only if $A_{k}$ corresponds to a weakly reversible network. We can therefore check weak reversibility of the chemical reaction network corresponding to $A_{k}$ with the linear conditions

$$
\text { (WR') }\left\{\begin{array}{l}
\sum_{i=1}^{m}\left[\tilde{A}_{k}\right]_{i j}=0, \quad j=1, \ldots, m  \tag{6.90}\\
\sum_{i=1}^{m}\left[\tilde{A}_{k}\right]_{j i}=0, \quad j=1, \ldots, m \\
{\left[\tilde{A}_{k}\right]_{i j} \geq 0, \quad i, j=1, \ldots, m, i \neq j} \\
\left.[\tilde{A}]_{k}\right]_{i i} \leq 0, \quad i=1, \ldots, m
\end{array}\right.
$$

By solving for the diagonal elements of $\tilde{A}_{k}$, the set of constraints (6.90) can be simplified to

$$
\text { (WR) }\left\{\begin{array}{l}
\sum_{i=1, i \neq j}^{m}\left[\tilde{A}_{k}\right]_{i j}=\sum_{i=1, i \neq j}^{m}\left[\tilde{A}_{k}\right]_{j i}, \quad j=1, \ldots, m  \tag{6.91}\\
{\left[\tilde{A}_{k}\right]_{i j} \geq 0, \quad i, j=1, \ldots, m, i \neq j}
\end{array}\right.
$$

Naturally, the above constraints are used together with (6.1)-(6.4) and (6.5)-(6.6) that ensure dynamical equivalence.

No condition comparable to $Y \cdot A_{k}=M$ exists for the matrix $\tilde{A}_{k}$ so that we are left to optimization with respect to the internal entries of both $A_{k}$ and $\tilde{A}_{k}$. Given appropriate choices of $0<\epsilon \ll 1$ and $u_{i j}>0, i, j=1, \ldots, m, i \neq j$, we can impose

$$
\text { (WR-S) }\left\{\begin{array}{l}
0 \leq\left[\tilde{A}_{k}\right]_{i j}-\epsilon \delta_{i j}, \quad i, j=1, \ldots, m, \quad i \neq j  \tag{6.92}\\
0 \leq-\left[\tilde{A}_{k}\right]_{i j}+u_{i j} \delta_{i j}, \quad i, j=1, \ldots, m, \quad i \neq j
\end{array}\right.
$$

as well as (6.79)-(6.80) to ensure that both $A_{k}$ and $\tilde{A}_{k}$ contain zero and non-zero entries in the same places so that they correspond to reaction graphs with the same structure.

### 6.4.1 Computing weakly reversible linearly conjugate networks

While the results of [91] give conditions for two networks to be linearly conjugate, and therefore exhibit the same qualitative dynamics, no general methodology is provided for determining linearly conjugate networks when only a single network is provided.

In cases where the dynamics of a network is suspected to behave like a weakly reversible network, it is beneficial to extend the optimization algorithm outlined in
section 2.5.1 to linearly conjugate networks. This can be accomplished by modifying the set of constraints (6.1-6.4) to

$$
(\mathbf{L C})\left\{\begin{array}{l}
Y \cdot A_{b}=T^{-1} \cdot M  \tag{6.93}\\
\sum_{i=1}^{m}\left[A_{b}\right]_{i j}=0, \quad j=1, \ldots, m \\
{\left[A_{b}\right]_{i j} \geq 0, \quad i, j=1, \ldots, m, i \neq j} \\
{\left[A_{b}\right]_{i i} \leq 0, \quad i=1, \ldots, m} \\
\epsilon \leq c_{j} \leq 1 / \epsilon, \quad j=1, \ldots, n
\end{array}\right.
$$

where $M=Y \cdot A_{k}, T=\operatorname{diag}\left\{c_{1}, \ldots, c_{n}\right\}, 0<\epsilon \ll 1$, and replacing the set of translated constraints (6.8)-(6.9) by

$$
(\text { LC-S })\left\{\begin{array}{l}
0 \leq\left[A_{b}\right]_{i j}-\epsilon \delta_{i j}, \quad i, j=1, \ldots, m, \quad i \neq j  \tag{6.94}\\
0 \leq-\left[A_{b}\right]_{i j}+u_{i j} \delta_{i j}, \quad i, j=1, \ldots, m, \quad i \neq j \\
\delta_{i j} \in\{0,1\}, \quad i, j=1, \ldots, m, i \neq j,
\end{array}\right.
$$

where $u_{i j}>0$ for $i, j=1, \ldots, m, i \neq j$.
$A_{b}$ has the same structure as the kinetics matrix $A_{k}^{\prime}$ corresponding to the conjugate network, and this matrix has the same structure as the matrix $\tilde{A}_{k}$ given by (6.89) (replacing $A_{k}$ by $A_{k}^{\prime}$ ). Consequently, the problem of determining a sparse or dense weakly reversible network which is linearly conjugate to a given kinetics can be given by minimizing or maximizing the sum of the integer variables $\delta_{i j}$ over the constraint sets (6.93), (6.94), (6.91), and (6.92). The kinetics matrix $A_{k}^{\prime}$ for the linearly conjugate network is then given by (2.52).

### 6.4.2 Examples

In this subsection we will consider two examples from the literature which demonstrate how the MILP optimization algorithm outlined in this section is capable of efficiently finding sparse and dense weakly reversible networks which are linearly conjugate to a given network. We also consider one new example which illustrates how the algorithm is capable of finding networks with linearly conjugate dynamics for which no trivial linear conjugacy exists.

Example 6.4.1. Consider the initial CRN of Example 6.3.1 that is shown in Fig. 6.8(a). We recall that this network was first considered in [91] where the authors showed that it was linearly conjugate to a specified weakly reversible network for all values of $\epsilon>0$. It was further analysed with the value $\epsilon=1.5$ in Example 6.3.1 where a dense weakly reversible realization was found through successive MILP optmizations. This result will be reproduced here using the one-step MILP algorithm described in this section.

We have

$$
Y=\left[\begin{array}{lllllll}
1 & 1 & 2 & 0 & 1 & 1 & 3 \\
2 & 0 & 1 & 3 & 3 & 1 & 1
\end{array}\right]
$$

and

$$
M=\left[\begin{array}{ccccccc}
0 & 0 & -2 & 0 & 0 & 2 & 0 \\
-3 & 0 & 2 & 0 & -2 & 0 & 0
\end{array}\right] .
$$

and set $\epsilon=1 / \alpha=2 / 3$ and $u_{i j}=20, i, j=1, \ldots, 7, i \neq j$. The MILP problem for a dense weakly reversible linearly conjugate network, possibly accounting for a
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non-trivial linear conjugacy mapping, is

$$
\operatorname{minimize} \quad \sum_{i, j=1}^{7}-\delta_{i j}
$$

over the constraint set

$$
\begin{aligned}
Y \cdot A_{b} & =T^{-1} \cdot M \\
\sum_{i=1}^{m}\left[A_{b}\right]_{i j} & =0, \quad j=1, \ldots, m \\
\sum_{i=1, i \neq j}^{m}\left[\tilde{A}_{k}\right]_{i j} & =\sum_{i=1, i \neq j}^{m}\left[\tilde{A}_{k}\right]_{j i}, \quad j=1, \ldots, m \\
0 & \leq\left[A_{b}\right]_{i j}-\epsilon \cdot \delta_{i j}, i, j=1, \ldots, 7, i \neq j \\
0 & \leq-\left[A_{b}\right]_{i j}+u_{i j} \cdot \delta_{i j}, i, j=1, \ldots, 7, i \neq j \\
0 & \leq\left[\tilde{A}_{k}\right]_{i j}-\epsilon \cdot \delta_{i j}, i, j=1, \ldots, 7, i \neq j \\
0 & \leq-\left[\tilde{A}_{k}\right]_{i j}+u_{i j} \cdot \delta_{i j}, i, j=1, \ldots, 7, i \neq j
\end{aligned}
$$

where $T=\operatorname{diag}\left\{c_{1}, \ldots, c_{n}\right\}$, and the decision variables

$$
\begin{aligned}
{\left[A_{b}\right]_{i j} } & \geq 0,\left[\tilde{A}_{k}\right]_{i j} \geq 0, \text { for } i, j=1, \ldots, 7, i \neq j \\
{\left[A_{b}\right]_{i i} } & \leq 0, \text { for } i=1, \ldots, 7 \\
\epsilon \leq c_{i} & \leq 1 / \epsilon \text {, for } i=1,2 \\
\delta_{i j} & \in\{0,1\}, \text { for } i, j=1, \ldots, 7, i \neq j .
\end{aligned}
$$

Solving for $A_{b}$ with GLPK and applying (2.52) gives the kinetics matrix

$$
A_{k}=\left[\begin{array}{ccccccc}
-\frac{13}{3} & 0 & \frac{2}{3} & 0 & \frac{2}{3} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{2}{3} & 0 & \frac{2}{3} & 0 & -\frac{4}{3} & 0 & 0 \\
\frac{11}{3} & 0 & \frac{2}{3} & 0 & \frac{2}{3} & -2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

and values $c_{1}=1, c_{2}=1$ (i.e. the linear transformation is the identity). The network structure is given graphically in Fig. 6.14(a). Although the rate constants differ due to differing bounds, this has the same network structure as the dense weakly reversible network obtained in Example 6.3.1.

A sparse weakly reversible network is generated by optimizing

$$
\operatorname{minimize} \quad \sum_{i, j=1}^{7} \delta_{i j}
$$

over the same constraint set. Solving for $A_{b}$ with GLPK with the bound $\epsilon=0.1$ and
applying (2.52) gives the kinetic matrix

$$
A_{k}=\left[\begin{array}{ccccccc}
-150 & 0 & 0 & 0 & 500 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -100 & 0 & 0 & 10 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 100 & 0 & -500 & 0 & 0 \\
150 & 0 & 0 & 0 & 0 & -10 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

and values $c_{1}=10$ and $c_{2}=5$. This is therefore an example of a network with a non-trivial linear conjugacy and corresponds to the weakly reversible network given in Fig. 6.14(b).


Figure 6.14: Dense (a) and sparse (b) weakly reversible networks which are linearly conjugate to the initial CRN

Example 6.4.2. Let us consider again the kinetics scheme of Examples 6.2.2 and 6.3.2 with equations (6.62) and complex numbering given by (6.63).

In Example 6.3.2 the determination of a dense weakly reversible realization for the same system required three MILP optimizations, three searches for strongly connected components, and took 80.5 s to complete. Carrying out the MILP optimization algorithm described in this section for a dense and then for a sparse weakly reversible network, with bounds $\epsilon=0.1$ and $u_{i j}=10, i, j=1, \ldots, 19$, we arrive at the same solution

$$
\begin{gathered}
\tilde{k}_{18}=\tilde{k}_{29}=\tilde{k}_{82}=0.1, \quad \tilde{k}_{92}=\tilde{k}_{9(17)}=0.001, \quad \tilde{k}_{(17) 1}=0.01, \\
c_{1}=c_{2}=c_{3}=c_{4}=0.1,
\end{gathered}
$$

and the rest of the entries zero (the transformation is a scaling of the identity). This corresponds to the network given in Figure 6.15 which has the same network structure as the network obtained in Example 6.3.2. The presented one-step algorithm was able to obtain the answer in a single MILP optimization step and took less than a tenth of a second to compute. (The difference of rate constants from the results of Example 6.3.2 occurs as a result of the scaling of concentration variables permitted by linear conjugacy.)

Example 6.4.3. Consider the kinetics scheme

$$
\begin{align*}
& \dot{x}_{1}=x_{1} x_{2}^{2}-2 x_{1}^{2}+x_{1} x_{3}^{2} \\
& \dot{x}_{2}=-x_{1}^{2} x_{2}^{2}+x_{1} x_{3}^{2}  \tag{6.95}\\
& \dot{x}_{3}=x_{1}^{2}-3 x_{1} x_{3}^{2} .
\end{align*}
$$



Figure 6.15: Weakly reversible realization of the kinetic system of Example 6.4.2. This realization is both dense and sparse.

The complexes corresponding to the canonic realization are

$$
\begin{align*}
& C_{1}=X_{1}+2 X_{2}, C_{2}=2 X_{1}+2 X_{2}, C_{3}=2 X_{1}+X_{2}, \\
& C_{4}=2 X_{1}, C_{5}=X_{1}, C_{6}=2 X_{1}+X_{3}, C_{7}=X_{1}+2 X_{3}  \tag{6.96}\\
& C_{8}=2 X_{1}+2 X_{3}, C_{9}=X_{1}+X_{2}+2 X_{3}, C_{10}=X_{1}+X_{3} .
\end{align*}
$$

With this fixed complex set, we can carry out the MILP optimization procedure to find sparse and dense weakly reversible networks which are linearly conjugate to a network with kinetics (6.95). We have

$$
Y=\left[\begin{array}{llllllllll}
1 & 2 & 2 & 2 & 1 & 2 & 1 & 2 & 1 & 1 \\
2 & 2 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 1
\end{array}\right]
$$

and

$$
M=\left[\begin{array}{cccccccccc}
1 & 0 & 0 & -2 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & -3 & 0 & 0 & 0
\end{array}\right]
$$

With the bounds $\epsilon=1 / 20$ and $u_{i j}=20$ for $i, j=1, \ldots, 10, i \neq j$, the algorithm gives us the sparse network given in Figure 6.16(a) (conjugacy constants $c_{1}=20$, $c_{2}=2$, and $c_{3}=5$ ) and the dense network given in Figure 6.16(b) (conjugacy constants $c_{1}=20 / 3, c_{2}=20 / 33$, and $\left.c_{3}=5 / 3\right)$. It is interesting to note that the sparse and dense networks utilize different complexes and that the conjugacy constants differ between the sparse and dense networks. It is also important to emphasize finally, that it can be shown that there are no weakly reversible dynamically equivalent realizations of the dynamics (6.95) with the complex set (6.96), but the computation results show that the dynamics is linearly conjugate to several weakly reversible deficiency 0 structures.


Figure 6.16: Weakly reversible networks which are linearly conjugate to a network with the kinetics (6.95). The network in (a) is sparse while the network in (b) is dense.

### 6.5 Further related results and extensions

In this section, some further additions to the previously presented results will be described shortly.

### 6.5.1 Realizations of deficiency zero CRNs with one terminal strong linkage class are unique

The result shown in this subsection has been published in [J18]. The main result here is that deficiency zero CRNs with one terminal strong linkage class cannot have multiple different realizations, if the set of complexes is fixed. For this, we will use the following standard notations. The dimension of a vector space $V$ is denoted by $\operatorname{dim}(V)$. For an arbitrary matrix $M$, its rank, image and kernel is denoted by $\operatorname{rank}(M), \operatorname{Im} M$, and Ker $M$, respectively. Furthermore, let us denote the $i$ th column of a matrix $M$ with $[M]_{., i}$.

Additionally, the following relations known from linear algebra and CRN theory will be used. (For R1-R4, the reader is referred to e.g. [129], while R5, R6 can be found in [49] and [72], respectively)

R1 For any two matrices $A, B$ for which $A B$ exists $\operatorname{rank}(A B) \leq \min (\operatorname{rank}(A), \operatorname{rank}(B))$.
$\mathbf{R 2}$ (Rank-nullity theorem) For any $k \times l$ matrix $M, \operatorname{dim}(\operatorname{Im} M)+\operatorname{dim}(\operatorname{Ker} M)=l$.
R3 For any matrices $A, B$ such that the product $B A$ exists

$$
\operatorname{dim}(\operatorname{Im} A \cap \operatorname{Ker} B)=\operatorname{dim}(\operatorname{Im} A)-\operatorname{dim}(\operatorname{Im}(B A))=\operatorname{dim}(\operatorname{Ker}(B A))-\operatorname{dim}(\operatorname{Ker} A)
$$

R4 The maximal rank of a set $V=\left\{v^{(1)}, \ldots, v^{(k)}\right\}$ of $n$-dimensional vectors for which $\sum_{i=1}^{n} v_{i}^{(j)}=0$, for $j=1, \ldots, k$ and $k>=n$, is $n-1$. To see this, let us form the following matrix from the vectors $v^{(1)}, \ldots, v^{(k)}$

$$
\begin{equation*}
M=\left[v^{(1)} v^{(2)} \ldots v^{(k)}\right] \tag{6.97}
\end{equation*}
$$

The maximal row rank of $M$ is clearly $n-1$, since the zero vector can be constructed as a nontrivial linear combination (i.e. a simple addition) of the rows of $V$. The row and column ranks of any matrix are always equal, therefore the maximal number of linearly independent vectors in $V$ is $n-1$.

R5 If a CRN with the Kirchhoff matrix $A_{k} \in \mathbb{R}^{m \times m}$ has one terminal strong linkage class, then $\operatorname{dim}\left(\operatorname{Im} A_{k}\right)=m-1$.

R6 If each linkage class of a CRN given by $\left(Y, A_{k}\right)$ contains precisely one terminal strong linkage class, then the deficiency $d$ of the network is $d=\operatorname{dim}\left(\operatorname{Im} A_{k} \cap\right.$ Ker $Y$ ).

Taking into consideration the preliminary facts R1-R6, we can now state the following result.

Theorem 6.5.1. Any deficiency zero CRN given by $\left(Y, A_{k}\right)$ with one terminal strong linkage class is parametrically and therefore structurally unique, if the set of complexes is fixed, i.e. there is no Kirchhoff matrix $A_{k}^{\prime}$ different from $A_{k}$ such that $Y \cdot A_{k}=Y \cdot A_{k}^{\prime}$.

### 6.5. Further related results and -2663121

Proof. (Indirect) Let us assume that there exists a Kirchhoff matrix $A_{k}^{\prime} \neq A_{k}$ such that $Y A_{k}=Y A_{k}^{\prime}$. Then $Y\left(A_{k}-A_{k}^{\prime}\right)=0$. Let $\hat{A}_{k}=A_{k}-A_{k}^{\prime}$. It is clear that $\hat{A}_{k}$ is also a column conservation matrix (not necessarily Kirchhoff), and that the columns of $\hat{A}_{k}$ belong to the kernel of $Y$, i.e. $\left[\hat{A}_{k}\right]_{,, i} \in \operatorname{Ker} Y$ for $i=1, \ldots, m$. From this it follows that $\operatorname{dim}(\operatorname{Ker} Y) \geq 1$ since $\hat{A}_{k}$ is nonzero.

From $\mathbf{R} 5$ we know that $\operatorname{dim}\left(\operatorname{Im} A_{k}\right)=m-1$. From $\mathbf{R} 3$ and $\mathbf{R} 6$ it follows that $\operatorname{dim}\left(\operatorname{Im} A_{k}\right)=\operatorname{dim}\left(\operatorname{Im}\left(Y A_{k}\right)\right)$, i.e. $\operatorname{dim}\left(\operatorname{Im}\left(Y A_{k}\right)\right)=m-1$. Using R1 we get that $\operatorname{dim}(\operatorname{Im} Y) \geq m-1$ that implies $\operatorname{dim}(\operatorname{Ker} Y) \leq 1$. From the two estimations on the dimension of Ker $Y$ we obtain that $\operatorname{dim}(\operatorname{Ker} Y)=1$, and (by using R2) that $\operatorname{dim}(\operatorname{Im} Y)=m-1$.

Since $\hat{A}_{k}$ is a column conservation matrix, for any $v \in \operatorname{Ker} Y$ it is true that $\sum_{i=1}^{m} v_{i}=0$. Then, according to $\mathbf{R} 4$, Ker $Y \subset \operatorname{Im} A_{k}$, and therefore $\operatorname{dim}\left(\operatorname{Im} A_{k} \cap\right.$ Ker $Y$ ) cannot be zero, which is a contradiction.

Deficiency zero weakly reversible networks with one linkage class form an important subset of the CRNs for which Theorem 6.5.1 is valid. Theorem 6.5.1 is naturally valid for CRNs composed of multiple linkage classes each of which has precisely one terminal linkage class, if the sets of species belonging to the individual linkage classes are mutually disjoint. In this case, the linkage classes can be treated as separate independent CRNs. However, if there are common species between the linkage classes, then zero deficiency and even (weak) reversibility of the linkage classes are not sufficient for the uniqueness of the realization, as the following example will show.

Example 6.5.1. Consider the reaction network the graph of which is shown in Fig. 6.17(a). Let us number the complexes as

$$
C_{1}=X_{1}, C_{2}=2 X_{1}+X_{2}, C_{3}=2 X_{2}, C_{4}=3 X_{1}+X_{2}
$$

Then the matrices of the description (2.29) are the following:

$$
\begin{align*}
& Y=\left[\begin{array}{llll}
1 & 2 & 0 & 3 \\
0 & 1 & 2 & 1
\end{array}\right], A_{k}=\left[\begin{array}{cccc}
-1 & 2 & 0 & 0 \\
1 & -2 & 0 & 0 \\
0 & 0 & -3 & 2 \\
0 & 0 & 3 & -2
\end{array}\right],  \tag{6.98}\\
& M=Y A_{k}=\left[\begin{array}{cccc}
1 & -2 & 9 & -6 \\
1 & -2 & -3 & 2
\end{array}\right] . \tag{6.99}
\end{align*}
$$

Let us consider the following Kirchhoff matrix:

$$
A_{k}^{\prime}=\left[\begin{array}{cccc}
-1 & 3 & 0 & 0  \tag{6.100}\\
1 & -7 & 0 & 0 \\
0 & 1 & -3 & 2 \\
0 & 3 & 3 & -2
\end{array}\right]
$$

It can be checked that $M=Y A_{k}=Y A_{k}^{\prime}$. It is noticable from Fig. 6.17(b) that the deficiency of the second realization with $A_{k}^{\prime}$ is 1 , because it contains only one linkage class.

(a)

(b)

Figure 6.17: (a) Simple reaction network of Example 6.5.1, (b) Dynamically equivalent one linkage class realization of the CRN

### 6.5.2 Dense realizations can be found in polynomial time

Computing dense realizations is treated originally in a MILP-framework in chapter 5. However, using the structural uniqueness of such realizations it is easy to give a polynomial-time algorithm based on a finite series of linear programming (LP) optimization steps. The idea of the improved algorithm is simple: the reaction $C_{p} \rightarrow C_{q}$ belongs to the dense realization if and only if there exists any dynamically equivalent realization where $\left[A_{k}\right]_{q p}>0$. This result directly follows from the fact that the unweighted reaction graphs of constrained dense realizations give a unique super-structure. The corresponding condition can be effectively checked for each non-diagonal element of $A_{k}$ with the solution of the following standard linear programming (LP) problem:

$$
\begin{align*}
& \text { for } p, q=1, \ldots, m, \quad q \neq p \\
& \text { maximize } f_{q p}=\left[A_{k}\right]_{q p} \\
& \text { subject to : } \\
& Y \cdot A_{k}=M \\
& \quad \sum_{i=1}^{m}\left[A_{k}\right]_{i j}=0, \quad j=1, \ldots, m  \tag{6.101}\\
& \quad\left[A_{k}\right]_{i j} \geq 0, \quad i, j=1, \ldots, m, \quad i \neq j, \\
& \quad\left[A_{k}\right]_{i i} \leq 0, \quad i=1, \ldots, m
\end{align*}
$$

Let us denote the obtained objective function value corresponding to $(p, q)$ by $\gamma_{p q}$. (If the objective function value happens to be unbounded in (6.101) then an appropriate positive value for $\gamma_{p q}$ should be selected which is an acceptable positive upper bound for the corresponding rate coefficient.) Then, in the final step, a sufficiently small lower bound (denoted by $\epsilon_{i j}$ ) for the identified reactions with nonzero objective function value should be given to determine a possible dense realization by the solution of the following LP feasibility problem:

$$
\begin{align*}
& Y \cdot A_{k}=M \\
& \sum_{i=1}^{m}\left[A_{k}\right]_{i j}=0, \quad j=1, \ldots, m \\
& {\left[A_{k}\right]_{i j}=0, \quad \text { if } \gamma_{i j}=0}  \tag{6.102}\\
& {\left[A_{k}\right]_{i j} \geq \epsilon_{i j}, \quad \text { if } \gamma_{i j}>0} \\
& {\left[A_{k}\right]_{i i} \leq 0, \quad i=1, \ldots, m}
\end{align*}
$$

### 6.5. Further related results and 2663,11

A feasible solution of the above constraint set is a possible dense realization. Thus, the solution of the problem requires $m(m-1)+1$ LP steps, where $m$ is the number of complexes in the network. This method naturally works for constrained dense realizations, too, if the corresponding further constraints are added to the optimization. A significant analogous result worth to be mentioned here is that although many problems in process network synthesis are computationally hard because of structural complexity, using the notion of P-graphs the generation of a so-called maximal superstructure containing all feasible process networks performing a given task can be solved in polynomial time [62].

With this modification, the algorithm given in section 6.3 for computing weakly reversible realizations will be polynomial-time, too. Only the procedure for finding constrained dense realizations (called FindConstrDenseRealization) has to be changed in the method.

For comparison, the polynomial-time variant of the method finds the weakly reversible realization of the kinetic system in Example 6.3.2 in 10.3s instead of the 80.5s measured with the MILP-based solution.

### 6.5.3 Definition and computation of core reactions

We will call a reaction a core reaction, if it is present in any dynamically equivalent realization of a CRN with a given complex set (and possibly an additional constraint set). Other reactions, the rate coefficient of which can be zero in certain realizations, are called non-core reactions. It clearly follows from the definition, but is remarked separately that the set of core reactions is generally not identical to the set of reactions of a sparse realization.

The outline of the computation method for determining core reactions is the following. Firstly, a dense realization of the network has to be computed to get all the mathematically possible reactions. Then, for each reaction $C_{p} \rightarrow C_{q}$ in the dense realization, the feasibility of the following constraint set has to be checked:

$$
\begin{align*}
& Y \cdot A_{k}=M \\
& \sum_{i=1}^{m}\left[A_{k}\right]_{i j}=0, \quad j=1, \ldots, m \\
& {\left[A_{k}\right]_{i j} \geq 0, \quad i, j=1, \ldots, m, \quad i \neq j, \quad(i, j) \neq(q, p)}  \tag{6.103}\\
& {\left[A_{k}\right]_{i i} \leq 0, \quad i=1, \ldots, m} \\
& {\left[A_{k}\right]_{q p}=0}
\end{align*}
$$

where the off-diagonal elements of matrix $A_{k}$ are the decision variables, and the known matrices are $Y$ and $M$. It is clearly visible that this task is an LP feasibility problem. Then, reaction $C_{p} \rightarrow C_{q}$ is a core-reaction if and only if the set defined by (6.103) is empty (i.e. the corresponding LP problem is infeasible), because in this case there is no such dynamically equivalent CRN realization where $C_{p} \rightarrow C_{q}$ is not present.

The previous computation of core reactions can effectively speed up the algorithm for finding weakly reversible realizations (section 6.3), since core reactions are not removable from any dynamically equivalent realization. This means that if two different strong components in the reaction graph are linked by a core reaction, then there is no dynamically equivalent weakly reversible realization of the network. The notion of core reactions is illustrated on a biological model in Example A.2.3 in the Appendix.

Finally, we briefly remark the following related results. Firstly, the notion of "core" and "non-core complexes" can be defined analogously to the reactions and they can be determined through the solution of LP problems, too, using the results of subsection 6.1.1. Secondly, the parametric uniqueness of a given CRN with a given complex set can be numerically checked by first solving (6.101) and then by solving the same constraint set with the modified objective function $f_{q p}^{\prime}=-\left[A_{k}\right]_{q p}$.

### 6.5.4 The unweighted reaction graph of dense linearly conjugate networks also defines a super-structure

Luckily, the main result of section 5.5 can be extended to linearly conjugate networks as follows.

Theorem 6.5.2. Consider a CRN given by the pair $\left(Y, A_{k}\right)$ and assume that $A_{k}^{\prime}$ is such a Kirchhoff matrix that contains the maximal number of nonzero off-diagonal elements for which there exists a positive definite diagonal $T$ matrix such that

$$
\begin{equation*}
Y \cdot A_{k}=T \cdot Y \cdot A_{k}^{\prime} . \tag{6.104}
\end{equation*}
$$

Then the directed unweighted reaction graph corresponding to any Kirchhoff matrix $A_{k}^{\prime \prime}$ for which there exists a positive definite diagonal $T^{\prime \prime}$ such that $Y \cdot A_{k}=T^{\prime \prime} \cdot Y \cdot A_{k}^{\prime \prime}$ is the subgraph of the reaction graph defined by $A_{k}^{\prime}$.

Proof. Using indirect reasoning, we will construct a linearly conjugate network that leads to contradiction. For this, assume that $A_{k}^{\prime \prime}$ is such that

$$
\begin{equation*}
Y \cdot A_{k}=T^{\prime \prime} \cdot Y \cdot A_{k}^{\prime \prime}, \tag{6.105}
\end{equation*}
$$

where $T^{\prime \prime}$ is a positive definite diagonal matrix, $A_{k}^{\prime \prime}$ is Kirchhoff matrix, and $\exists(i, j)$, $i \neq j$ for which $\left[A_{k}^{\prime \prime}\right]_{i j}>0$, but $\left[A_{k}^{\prime}\right]_{i j}=0$. Then $T^{\prime \prime}=Q \cdot T$ for a positive diagonal $Q$ matrix with $Q=T^{\prime \prime} \cdot T^{-1}$, and using (6.104) we can write:

$$
\begin{equation*}
T^{\prime \prime} \cdot Y \cdot A_{k}^{\prime}=Q \cdot T \cdot Y \cdot A_{k}^{\prime}=Q \cdot Y \cdot A_{k} . \tag{6.106}
\end{equation*}
$$

Now we proceed with the calculations as:

$$
\begin{equation*}
T^{\prime \prime} \cdot Y \cdot A_{k}^{\prime}+T^{\prime \prime} \cdot Y \cdot A_{k}^{\prime \prime}=T^{\prime \prime} \cdot Y \cdot\left(A_{k}^{\prime}+A_{k}^{\prime \prime}\right)=T^{\prime \prime} \cdot Y \cdot \bar{A}_{k}, \tag{6.107}
\end{equation*}
$$

where $\bar{A}_{k}=A_{k}^{\prime}+A_{k}^{\prime \prime}$ is clearly a valid Kirchhoff matrix. On the other hand, from (6.105) and (6.106) we have:

$$
\begin{equation*}
T^{\prime \prime} \cdot Y \cdot A_{k}^{\prime}+T^{\prime \prime} \cdot Y \cdot A_{k}^{\prime \prime}=Q \cdot Y \cdot A_{k}+Y \cdot A_{k}=(Q+I) \cdot Y \cdot A_{k}, \tag{6.108}
\end{equation*}
$$

where $I$ denotes the identity matrix of appropriate dimension. From (6.107) and (6.108) it follows that

$$
\begin{equation*}
T^{\prime \prime} \cdot Y \cdot \bar{A}_{k}=(Q+I) \cdot Y \cdot A_{k}, \tag{6.109}
\end{equation*}
$$

and thus

$$
\begin{equation*}
Y \cdot A_{k}=(Q+I)^{-1} \cdot T^{\prime \prime} \cdot Y \cdot \bar{A}_{k} . \tag{6.110}
\end{equation*}
$$

It is visible from (6.110) that we constructed a linearly conjugate network to $\left(Y, A_{k}\right)$ with a kinetics matrix that contains more nonzero off-diagonal elements than $A_{k}^{\prime}$ has, which is a contradiction.

### 6.6 Summary

Additional problems of determining certain dynamical equivalent or linearly conjugate CRN structures were solved in this chapter. MILP-based numerical procedures were given for the determination of dynamically equivalent CRN realizations that contain the minimal/maximal number of complexes or which are fully reversible. It was shown that the computation of dynamically equivalent detailed balanced and complex balanced CRN realizations can be traced back to simple LP problems where the values of any possible equilibrium point of the system are also used as parameters. A numerical method was given for the computation of dynamically equivalent weakly reversible CRN realizations that is based on a finite series of MILP optimization steps. Then the optimization framework for determining dynamically equivalent CRN realizations was extended to include the linear conjugacy of reaction networks. The parameters of the linear conjugacy transformation are additional unknowns in the optimization. Using this extension, a one-step MILP procedure was developed for the computation of linearly conjugate weakly reversible reaction networks that is numerically much more efficient than the previous approach in section 6.3. However, it was shown later that the MILP step can be avoided from the graph-theoretical approach of section 6.3 making the algorithm polynomial time, while it is not possible (at least in a straightforward way) to eliminate the MILP step from the method described in subsection 6.4.1. It was also shown that deficiency zero CRNs with one strong terminal linkage class are parametrically unique and that dense realizations of CRNs can be determined in polynomial time. Moreover, the so-called core reactions of CRNs were defined that are obligatory components of any equivalent realizations with a given complex set. Finally, it was shown that the unweighted reaction graph of dense linearly conjugate networks defines a super-structure, similarly to the case of dynamical equivalence.

## Chapter 7

## Conclusions

### 7.1 New scientific results

The new scientific contributions of the thesis are summarized in the following thesis points. ${ }^{1}$ Thesis points $1,2,3$ and 4 are related to chapters $3,4,5$ and 6 of the dissertation, respectively. The corresponding publications are listed at the end of each thesis point.

## 1. Analysis of quasi-polynomial systems

New results and computational methods were developed for the dynamical analysis of quasi-polynomial systems.
(a) It was shown that a given positive equilibrium point of a Lotka-Volterra model is globally stable in the positive orthant with a certain logarithmic (or entropy-like) Lyapunov function if and only if there exists a local dissipativeHamiltonian description in the neighborhood of its equilibrium point, where the Hamiltonian function is a diagonal quadratic form.
(b) It was shown that the computation of a state-dependent time-rescaling transformation that is frequently applied for proving global stability of quasi-polynomial systems, can be traced back to the solution of a bilinear matrix inequality where the unknowns are the coefficients of the Lyapunov function and the parameters of the time-rescaling transformation.

Related publications: [C1], [C2], [J2], [C3], [J3], [C4].
2. Hamiltonian description of reversible chemical reaction networks with mass-action kinetics
It was shown that mass-action type chemical reaction networks with linearly independent reversible reaction-pairs possess a global pseudo-Hamiltonian and around the equilibrium point a local dissipative-Hamiltonian description in an appropriately transformed state-space.

Related publications: [C5], [C6], [BC1], [C7], [J4], [J5].
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## 3. Computation and properties of dense and sparse realizations of kinetic systems

Assuming a given complex set, dense and sparse dynamically equivalent realizations of kinetic systems were defined and analysed that contain the maximal and minimal number of nonzero reaction rate coefficients, respectively. Important properties of dense CRN realizations were determined and proved.
(a) A numerical procedure was given for the determination of dynamically equivalent dense and sparse realizations of reaction networks. The problem was solved as a mixed integer linear programming (MILP) problem where the continuous decision variables are the nonnegative reaction rate coefficients while objective function to be minimized/maximized is the sum of the associated binary variables. The characteristics of mass action kinetics were taken into consideration as constraints in the optimization problem.
(b) The following properties of dense and sparse realizations of a given chemical reaction network were proved. (i) The graph structure of the dense realizations is unique. (ii) The unweighted reaction graph (i.e. the structure) of any dynamically equivalent realization of a kinetic system is the subgraph of the unweighted reaction graph of the dense realization. (iii) The reaction graph structure of a kinetic system is unique if and only if the structures of its dense and sparse realizations are identical.

The above results were extended to the case of dynamically equivalent constrained realizations where a subset of possible reactions is excluded from the network.
Related publications: [C8], [J6], [J7], [BC2], [C9], [J8].
4. Computation of dynamically equivalent and linearly conjugate reaction network structures with preferred properties
New optimization-based numerical methods were developed for the computation of chemical reaction network structures that are dynamically equivalent or linearly conjugate to a given reaction network or kinetic dynamical system, and possess certain prescribed properties. The possible set of chemical complexes was assumed to be a'priori given.
(a) A MILP-based numerical procedure was given for the determination of dynamically equivalent CRN realizations containing the minimal and maximal number of complexes.
(b) A MILP-based numerical algorithm was proposed for the computation of fully reversible dynamically equivalent CRN realizations.
(c) It was shown that the computation of dynamically equivalent detailed balanced and complex balanced CRN realizations can be traced back to linear programming where the values of any possible equilibrium point of the system are also used as parameters.
(d) A numerical method was given for the computation of dynamically equivalent weakly reversible CRN realizations. The method is based on a finite series of MILP optimization steps. It was shown that the algorithm can be improved to have polynomial time-complexity.
(e) The optimization framework for determining dynamically equivalent CRN realizations was extended to include the linear conjugacy of reaction networks. The parameters of the linear conjugacy transformation are additional unknowns in the optimization. Using the extension, a one-step MILP procedure was developed for the computation of linearly conjugate weakly reversible reaction networks.

Related publications: [BC2], [J20], [J9], [J10], [J8], [C10], [J11].

### 7.2 Utilization of the results and possible future work

As it was shortly summarized in section 3.3, starting from the stability analysis of QP and LV models, a method was given for the construction of a globally stabilizing feedback that was applied to process models [C3, J15]. Moreover, we gave a computation algorithm for determining invariants of QP systems that are explicit in at least one variable. With this method, we computed new, previously not published invariants for some systems that are frequently studied in literature. The same algorithm was also suitable for showing the lack of reachability of certain fermentation process models for which previously it was necessary to totally integrate the nonlinear reachability distribution [J12]. We successfully studied the stability of the zero dynamics of a nonlinear gas-turbine model identified previously from real measurement data by embedding the model into QP form [C2, J16]. Similarly, transforming the dynamics to polynomial form allowed us to study the identifiability of GnRH neuron models and to work out effective new parameter estimation methods for them [J17, J19, C11, C12, C13].

Using the Hamiltonian description presented in chapter 4, we proposed passivitybased controllers for kinetic systems [C4, C5, J4]. The group of methods for computing different dynamically equivalent realizations of reaction networks gave a computational solution to important problems raised long ago. They certainly form an important improvement in the realization practice of kinetic systems, since we can decide the existence of possible structures with important properties. With this, the scope of classical CRNT results has been clearly extended as it was originally intended. This is hopefully a useful step towards a thermodynamical view on nonnegative systems, even on such models that are not coming from (bio)chemistry. Moreover, the optimization approach for the analysis of different CRN structures can give the basic building blocks of a possible solution of the synthesis problem, i.e. when we want to realize a given polynomial dynamics with a (realistic) reaction network. This emphasizes again the significance of Algorithm 1 for producing the canonic mechanism. It is also important to mention that the methods presented in (sub)sections 5.4, 6.3, 6.5.2 and 6.5.3 are parallel in their original forms and therefore they can be effectively implemented in a grid or multi-core hardware environment.

Of course, numerous important and interesting problems remained open. From the analysis of GnRH neuron models mentioned above, and from other related literature results it is expected that the QP system class can be successfully used in the solution of parameter estimation problems for dynamical systems. The methods in chapters 5 and 6 assumed that the set of complexes is a'priori given and fixed. Therefore the possibility of the targeted selection of new complexes in order to obtain additional information about the studied kinetic system is also of interest. Two important problems are also open in this topic, namely the computation of a realization with minimal
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deficiency and the existence/computation of a deficiency zero weakly reversible realization. Starting from the dense realization might also be of some help in these cases, too, similarly to the algorithm shown in section 6.3 . Based on the preliminary results of initial discussions and computations, it seems that some of the methods computing dynamically equivalent CRN realizations can be extended to handle a range of parameters using interval techniques (see, e.g. [109, 30]). Similarly, it is expected that more interesting computation problems can be formulated using the concept of linear conjugacy. As it is suggested by Example 6.1.2 where it was possible to manually find a general solution based on the numerical results, the symbolic extension of some of the methods in chapters 5 and 6 may be possible. The solution of any of the following control theoretic problems would be a significant improvement, too: feedback equivalence to a kinetic, complex balanced or weakly reversible deficiency zero system, or the design of static/dynamic kinetic controllers using the stability results of CRNT.

## Appendix A

## Further examples

This appendix contains additional examples that could not be fit into the main text because of space limitations.

## A. 1 Time-rescaling of QP models

Example A.1.1. Example with a rank deficient $M$ matrix. Consider the following open generalized mass-action law system

$$
\begin{align*}
& \dot{y}_{1}=0.5 y_{1}-y_{1}^{2.25}-0.5 y_{1}^{1.5} y_{2}^{0.25}+u_{1}  \tag{A.1}\\
& \dot{y}_{2}=y_{2}-0.5 y_{2}^{1.75}+u_{2}
\end{align*}
$$

where $y_{1}$ and $y_{2}$ are the concentrations of chemical species $\mathcal{A}_{1}$ and $\mathcal{A}_{2}\left(\left[\frac{\text { moles }}{m^{3}}\right]\right)$, while $u_{1}$ and $u_{2}$ (the manipulable inputs) are their volume-specific component mass inflow rates $\left(\left[\frac{\mathrm{moles}}{\mathrm{m}^{3} \text { sec }}\right]\right)$. The above two differential equations originate from the component mass conservation equations constructed for a perfectly stirred balance volume [75] under the following modelling assumptions:

1. constant temperature and overall mass,
2. constant physico-chemical properties (e.g. density),
3. presence of an inert solvent in a great excess,
4. presence of the following reaction network:

- autocatalytic generation of the species $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ (e.g. by polymer degradation when they are the monomers and the polymers are present in a great excess) giving rise to the reaction rates $0.5 y_{1}$ and $y_{2}$ (the first terms in the right-hand sides) respectively,
- a self-degradation of these species described by the reaction rates $-y_{1}^{2.25}$ and $-0.5 y_{2}^{1.75}$ (the second terms on the right-hand sides) respectively,
- a catalytic degradation of the specie $\mathcal{A}_{1}$ catalyzed by specie $\mathcal{A}_{2}$ that corresponds to $-0.5 y_{1}^{1.5} y_{2}^{0.25}$ in the first equation only (the third term).

The control aim is to drive the system to a positive equilibrium

$$
y_{1}^{*}=2.4082 \frac{\mathrm{moles}}{\mathrm{~m}^{3}}, y_{2}^{*}=16.3181 \frac{\mathrm{moles}}{\mathrm{~m}^{3}} .
$$
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This goal can be achieved e.g. by the following nonlinear feedback:

$$
\begin{align*}
& u_{1}=0.5 y_{1} y_{2}^{0.75}  \tag{A.2}\\
& u_{2}=0.5 y_{1}^{1.25} y_{2}+0.5 y_{1}^{0.5} y_{2}^{1.25} .
\end{align*}
$$

The above inputs being the component mass flow rates fed to the system (they are both positive) are needed for compensating for the degradation of the specie $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$.

By substituting eq. (A.2) into eq. (A.1), we obtain the controlled system that is a QP system with the following matrices

$$
\begin{gather*}
A=\left[\begin{array}{ccc}
-1 & 0.5 & -0.5 \\
0.5 & -0.5 & 0.5
\end{array}\right]  \tag{A.3}\\
B=\left[\begin{array}{cc}
1.25 & 0 \\
0 & 0.75 \\
0.5 & 0.25
\end{array}\right], \quad L=\left[\begin{array}{c}
0.5 \\
1
\end{array}\right] \tag{A.4}
\end{gather*}
$$

The eigenvalues of the Jacobian matrix of the system at the equilibrium point are -6.4076 and -0.7768 .

Since the rank of $M=B \cdot A$ in this case is only 2 , we can use the algorithm described in [66] to prove that the LMI (2.20) is not feasible in this case.

However, by solving (3.47) applying the algorithm described in [97] we find that we can use the following time-reparametrization:

$$
\Omega=\left[\begin{array}{ll}
-0.25 & -0.5 \tag{A.5}
\end{array}\right]^{T},
$$

and the diagonal matrix containing the coefficients of the Lyapunov function is:

$$
C=\operatorname{diag}\left(\left[\begin{array}{llll}
1 & 2 & 2 & 2 \tag{A.6}
\end{array}\right]\right) .
$$

The eigenvalues of $\tilde{M}^{T} \cdot C+C \cdot \tilde{M}$ in this case are

$$
\begin{equation*}
\lambda_{1}=0, \quad \lambda_{2}=0, \quad \lambda_{3}=-4.5, \quad \lambda_{4}=-2.5, \tag{A.7}
\end{equation*}
$$

which again proves the global stability of the studied equilibrium point.
The above example shows that time-reparametrization can be used (through adding more degrees of freedom to the problem) in the design of feedbacks for nonlinear systems. We mention that a similar principle is utilized in [145].

## A. 2 Computation of CRN structures

Example A.2.1. This example illustrates the structural non-uniqueness of sparse realizations. The starting point is the reaction network described in [28] as Fig. 6 in section 6. The network is replotted in Fig. A.1(a). For the sake of simplicity, let us choose all the reaction rate coefficients to be 1 in the network. The $Y$ and $A_{k}$ matrices of the original reaction system are

$$
Y=\left[\begin{array}{lllllllllll}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.8}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 2 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 2 & 1 & 0 & 0 & 0 & 1
\end{array}\right],
$$

$$
A_{k}=\left[\begin{array}{rrrrrrrrrrr}
-4 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.9}\\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -7 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The first column of zeros in $Y$ denotes the zero complex. Four different dynamically equivalent sparse realizations are shown in Fig. A.1(b)-(e). The Kirchhoff matrix of the network in Fig. A.1(b) is

$$
A_{k}^{s}=\left[\begin{array}{rrrrrrrrrrr}
-3 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.10}\\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -7 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The coefficient matrix of the differential equations is given by

$$
M=Y A_{k}=Y A_{k}^{s}=\left[\begin{array}{rrrrrrrrrrr}
1 & 0 & 0 & 0 & -7 & 1 & 0 & 1 & 0 & 1 & 0  \tag{A.11}\\
1 & -1 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & -2 & 0 \\
1 & 0 & -1 & 0 & 4 & 0 & 0 & -2 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 4 & -2 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

It is visible that the computed sparse realizations contain 12 reactions. The number of non-isolated complexes in the sparse structures is 9 or 10, while the original network contains 11 reacting complexes. It is easy to compute that the deficiencies of the original structure in Fig. A.1(a) and that of the sparsest realization in Fig. A.1(b) are $d_{1}=6\left(m_{1}=11, l_{1}=1, s_{1}=4\right)$ and $d_{2}=4\left(m_{2}=9, l_{2}=1, s_{2}=4\right)$, respectively. The deficiency of each network shown in Figs. A.1(c)-(e) is 5. These results show that additional constraints in the optimization procedure may be used to select the required sparse realization from the set of possible alternatives. It is interesting to compare that the equivalent simplified realization on the right hand side of Fig. 6. in the original publication [28] contains 8 complexes but 14 reactions, and has a deficiency of 3 . This shows the not surprising fact that the minimization of the number of reactions (although it reduces the number of reacting complexes in many cases) does not necessarily lead to lower deficiency.

Example A.2.2. Equivalent reversible realization of an irreversible reaction network. Let us start from the reaction network that is depicted in Fig. A.2. This network contains 9 complexes, 2 linkage classes and 8 irreversible reaction steps. The
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Figure A.1: (a) Initial reaction network of Example A.2.1. (b)-(e) Different sparse realizations of the initial network. (Only reaction rates different from 1 are indicated separately.)
rank of the stoichiometric subspace is 3 , therefore the deficiency of the network is 4 . The matrices characterizing the network are given by

$$
\begin{gather*}
Y=\left[\begin{array}{rrrrrrrrr}
2 & 1 & 1 & 2 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0
\end{array}\right],  \tag{A.12}\\
A_{k}=\left[\begin{array}{rrrrrrrrrr}
-2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 3.5 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -5.5 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0.5 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.5 & 0 & 0 & 0 & 0 \\
0 & 01.5 & 0 & 0 & 0 & 0 & 0 & 0 & \\
0 & 0 & 0 & 0 & 0.5 & 0 & 0 & 0 & 0
\end{array}\right] . \tag{A.13}
\end{gather*}
$$

Running the algorithm described in section 6.1.2 with parameters $\epsilon=10^{-8}, \epsilon_{2}=0.05$, $\gamma=0.01$, where the objective function to be minimized was the number of nonzero


Figure A.2: Irreversible reaction network with a deficiency of 4
reaction rate coefficients, gave the following Kirchhoff matrix:

$$
A_{k}^{\prime}=\left[\begin{array}{rrrrrrrrr}
-1 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.14}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & -3.5 & 0 & 0.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1.5 & 0 & -0.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

It is again easy to verify that

$$
Y \cdot A_{k}=Y \cdot A_{k}^{\prime}=\left[\begin{array}{rrrrrrrrr}
-1 & 0 & 0.5 & 0 & 0.5 & 0 & 0 & 0 & 0  \tag{A.15}\\
1 & 0 & -3.5 & 0 & 0.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 1.5 & 0 & -0.5 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

The above result implies that the Deficiency Zero Theorem can be applied to the dynamics of the original irreversible reaction network shown in Fig. A.2. Moreover, due to the existence of a deficiency 0 reversible realization with linearly independent reaction-pairs, the dynamics of the reaction networks exhibit a dissipative Hamiltonian structure as it was shown in chapter 4.

$$
2 X_{1} \stackrel{1}{\underset{2}{\rightleftarrows}} X_{1}+X_{2} \underset{0.5}{\stackrel{1.5}{\rightleftarrows}} X_{3}
$$

Figure A.3: Zero deficiency reversible reaction network dynamically equivalent to the one shown in Fig. A. 2

Example A.2.3. A positive feedback motif. In this example we will show that there exists multiple dynamically equivalent realizations for a well-known basic building block in systems biology. The examined system is a positive feedback motif shown in Fig. A.4(a) and taken from [116] containing 5 species, 11 complexes and 9 reactions. This basic motif is also discussed in [2]. The network contains a gene that promotes its own transcription and translation after dimerization. In the model, $X_{1}$ and $X_{2}$ denote the concentrations of protein monomers and dimers, respectively. $X_{3}$ and $X_{4}$ are the concentrations of unoccupied and occupied promoters, respectively, and $X_{5}$ corresponds to the mRNA. The degradation of dimers is ignored. The roles of the reaction rate coefficients are the following: $k_{1}$ and $k_{2}$ are the dimerization and
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re-dimerization rates, respectively. $k_{3}$ and $k_{4}$ are the binding and dissociation rates of the dimer to the promoter, while $k_{5}$ and $k_{6}$ denote the activated and basal transcription rates, respectively. $k_{7}$ is the degradation rate of the mRNA, $k_{8}$ is the degradation rate of the monomer, and $k_{9}$ denotes the translation rate. The time-evolution of the species-concentrations is described by the following ODEs:

$$
\begin{align*}
& \dot{x}_{1}=-2 k_{1} x_{1}^{2}+2 k_{2} x_{2}+k_{9} x_{5}-k_{8} x_{1}  \tag{A.16}\\
& \dot{x}_{2}=k_{1} x_{1}^{2}-k_{2} x_{2}-k_{3} x_{2} x_{3}+k_{4} x_{4}  \tag{A.17}\\
& \dot{x}_{3}=-k_{3} x_{2} x_{3}+k_{4} x_{4}  \tag{A.18}\\
& \dot{x}_{4}=k_{3} x_{2} x_{3}-k_{4} x_{4}  \tag{A.19}\\
& \dot{x}_{5}=k_{5} x_{4}+k_{6} x_{3}-k_{7} x_{5} \tag{A.20}
\end{align*}
$$

Our starting point is that we have a dynamic model of the process in the standard polynomial form of (A.16)-(A.20), the parameters of which are known from the results of identification and/or from literature. As we will see below, without well-defined constraints on the possible set of complexes and reactions, exactly the same dynamics can be realized in principle by a wide range of mechanisms.

The matrices characterizing the stoichiometry and graph structure of the system are the following (indicating only the nonzero non-diagonal elements of $A_{k}$ ):

$$
\begin{align*}
Y & =\left[\begin{array}{lllllllllll}
2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0
\end{array}\right],  \tag{A.21}\\
A_{k}(2,1) & =k_{1}, A_{k}(1,2)=k_{2}, A_{k}(4,3)=k_{3}, A_{k}(3,4)=k_{4}, A_{k}(5,4)=k_{5}, \\
A_{k}(7,6) & =k_{6}, A_{k}(9,8)=k_{7}, A_{k}(9,10)=k_{8}, A_{k}(11,8)=k_{9} . \tag{A.22}
\end{align*}
$$

We used the following parameter values that were taken from the Appendix of [116].

$$
k_{1}=k_{2}=k_{3}=k_{4}=10^{7}, k_{5}=1.7, k_{6}=0.025, k_{7}=0.1, k_{8}=0.05, k_{9}=0.5, \quad(\mathrm{~A} .23)
$$

where the units of measure are $\left[\mathrm{M}^{-1}\right]$ for $k_{1}, \ldots, k_{4}$, and $\left[\min ^{-1}\right]$ for $k_{5}, \ldots, k_{9}$. The dynamically equivalent dense realization of the network is shown in Fig. A.4(b), where the 8 core and 4 non-core reactions are indicated separately. The three different sparse structures are shown in the subplots of Fig. A. 5 The first subplot is identical to the original structure shown in Fig. A.4(a). This means that the mechanism cannot be described exactly with less than 9 reactions. It turns out from the second and third subplots that (at least mathematically), the degradation of mRNA is dynamically not a necessary element of the model. However, the biological plausibility of the mathematically possible structures and reactions always has to be carefully examined.

As it is expected, the possible structures of sparse/dense realizations and the corresponding core and non-core reactions can change with the modification of parameter values. This is illustrated in Fig. A.6(a), where the following randomly generated parameter values were used:

$$
\begin{align*}
& k_{1}=18.9, k_{2}=7.1, k_{3}=15.4, k_{4}=12.7, k_{5}=10.6, k_{6}=3.5, \\
& k_{7}=11.3, k_{8}=9.1, k_{9}=4.0 . \tag{A.24}
\end{align*}
$$

It is visible that the structure of the dense realization is the same as in Fig. A.4(b) but the core reactions are different from the ones shown there. Here the degradation of mRNA is described by a core reaction but interestingly, the reaction corresponding to translation is not a core one. Naturally, this implies that the possible sparse realization structures with the second parametrization are different from the ones shown in Fig. A.5. Note that here the only goal was to illustrate the possible change of core and non-core reactions, and therefore the biological relevance of the parameter values in eq. (A.24) is not assumed in this case.

In the next step, let us assume that another complex, namely $X_{2}+X_{4}$ is allowed in the model (again not necessarily assuming biological meaningfullness in this particular case). With the addition of this new complex, the stoichiometric matrix of the system can be written as

$$
Y^{\prime}=\left[\begin{array}{llllllllllll}
2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.25}\\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0
\end{array}\right]
$$

The dense CRN realization of the dynamics (A.16)-(A.20) with the updated $Y^{\prime}$ matrix given in eq. (A.25) using the original parameters described in (A.23) is shown in Fig. A.6(b), where the core and non-core reactions are again indicated. It is apparent that now there are only 5 core reactions, and none of the remaining 12 reactions are essential to realize the dynamics (A.16)-(A.20). This means that the introduction of a new complex increased the flexibility of the network (i.e. mathematically, the majority of the reactions can be substituted by other ones and the network still maintains its original dynamics). Of course, not any combination of the non-core reactions can be omitted from the network, because the sparse realizations show that at least 9 reactions are needed to keep dynamical equivalence. It can be computed easily that the theoretical maximum number of sparse realizations with different structures is $\binom{12}{17-9}=495$. However, as the numerical experiments show, majority of these structures do not give a practically feasible dynamically equivalent realization.

The above results clearly show that certain mechanisms may remain undetectable (or they are falsely detected) even if we have complete species concentration measurements and full information about possible complex formation, that are not very realistic assumptions. Moreover, the sparsest dynamically equivalent structure of mass-action models is not unique, therefore sparsity enforcing approaches for determining "true" reaction structures are not enough in themselves without the necessary amount of prior information given in the form of additional constraints.
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Figure A.4: Positive feedback motif: original reaction graph and dense realization structure. (a) This subfigure shows the reaction graph of a gene regulation network model with positive feedback used in Example A.2.3. (b) This subfigure shows all the mathematically possible reactions that can result in the same dynamical behaviour as the original biologically meaningful network shown in subfigure (a). The core-reactions in the dense realization are shown with solid arrows, while the non-core reactions are indicated with dashed arrows.


Figure A.5: Sparse realization structures for the positive feedback motif. Three different dynamically equivalent structures can be given for the positive feedback motif with the minimal number of reactions. The core and non-core reactions are indicated in the same way as in Fig. A.4(b).


Figure A.6: The effect of modifying the complex set and the parameters. (a) The core and non-core reactions of the dense realization of the positive feedback motif are shown in this subfigure with a randomly selected parametrization that is different from the initial one. (b) The core and non-core reactions of the dense realization of the positive feedback motif can be seen in this subfigure when an additional complex $X_{2}+X_{4}$ is involved into the model.
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