# Dissertation for the Doctoral Degree of the Hungarian Academy of Sciences 

# From Regions to Shapes: The Extraction and Alignment of Visual Objects 

Zoltan Kato<br>Department of Image Processing and Computer Graphics, Institute of Informatics, University of Szeged, Hungary

[^0]Contents ..... i
Figures ..... vii
Tables ..... xiii
Introduction ..... 1
Extraction of coherent image regions ..... 2
Alignment of visual objects ..... 3
1 Markovian segmentation models ..... 7
1.1 Introduction ..... 8
1.1.1 Markovian approach ..... 9
1.2 Hierarchical MRF models and multi-temperature annealing ..... 10
1.2.1 Multiscale and hierarchical model ..... 10
1.2.2 Multi-temperature annealing ..... 14
1.3 Parameter estimation ..... 17
1.4 Application in remote sensing ..... 20
2 Complex features and parameter estimation ..... 31
2.1 Introduction ..... 32
2.2 Unsupervised segmentation of color textured images ..... 32
2.3 Segmentation of color images via reversible jump MCMC sampling ..... 36
2.4 Multilayer MRF modelization ..... 41
2.4.1 Application to motion segmentation and change detection ..... 43
3 The 'gas of cicrcles' MRF model ..... 47
3.1 Introduction ..... 48
3.2 Higher order active contours ..... 49
3.3 The 'gas of circles' HOAC model ..... 50
3.3.1 Stability analysis ..... 50
3.3.1.1 Parameter constraints ..... 52
3.3.2 Geometric experiments ..... 53
3.4 Phase field model ..... 55
3.5 Equivalence of the HOAC, phase field, and MRF models ..... 57
3.6 Discretization ..... 58
3.6.1 Quantization of the function $\phi$ ..... 58
3.6.2 Discretization of the domain $\mathcal{D}$ ..... 59
3.6.3 Discretization of the energy functional ..... 60
3.6.3.1 Relationship between the parameters of the contour and field energies ..... 62
3.6.3.2 Parameters of the discrete energy functional ..... 62
3.7 Markovian interpretation ..... 62
3.7.1 Singleton potential ..... 64
3.7.2 Doubleton potential ..... 65
3.7.3 Long range potential ..... 66
3.8 The 'gas of circles' MRF model ..... 66
3.8.1 Experiments ..... 67
3.9 Application in remote sensing ..... 70
4 The multi-layer 'gas of circles' model ..... 77
4.1 Introduction ..... 78
4.2 Layered representation of overlapping near-circular shapes ..... 78
4.2.1 Functional derivative of the layered energy ..... 80
4.3 The multi-layer MRF 'gas of circles' model ..... 80
4.3.1 Energy of two interacting circles ..... 81
4.3.1.1 Different layers ..... 82
4.3.1.2 Same layer ..... 82
4.3.2 Experimental results ..... 83
4.3.2.1 Data likelihood ..... 83
4.3.2.2 Simulation results with the multi-layer MRF GOC model ..... 84
4.3.2.3 Quantitative evaluation on synthetic images ..... 86
4.4 Application in biomedical imaging ..... 86
4.4.1 Performance of the phase field model ..... 86
4.4.2 Results with the MRF model ..... 87
5 Linear registration of 2D and 3D objects ..... 91
5.1 Introduction ..... 92
5.2 Problem statement ..... 93
5.3 Solution via a nonlinear system of equations ..... 94
5.3.1 Registration of 3D objects ..... 97
5.4 Affine puzzle ..... 99
5.4.1 Realigning object parts ..... 99
5.5 Solution via a linear system of equations ..... 101
5.5.1 Construction of covariant functions ..... 102
5.5.2 Linear estimation of affine parameters ..... 103
5.5.3 Choosing the integration domain ..... 104
5.6 Discussion ..... 108
5.7 Medical applications ..... 109
5.7.1 Fusion of hip prosthesis X-ray images ..... 109
5.7.2 Registration of pelvic and thoracic CT volumes ..... 111
5.7.3 Bone fracture reduction ..... 111
6 Nonlinear alignment of 2D shapes ..... 115
6.1 Introduction ..... 116
6.1.1 State of the art ..... 116
6.2 Registration framework ..... 118
6.2.1 Construction of the system of equations ..... 120
6.2.2 Discussion ..... 120
6.2.2.1 Relation to moment-based approaches ..... 120
6.2.2.2 Invariance vs. covariance ..... 121
6.2.2.3 Registration vs. matching ..... 121
6.3 Choice of $\omega$ functions ..... 122
6.3.1 Normalization ..... 122
6.3.2 Computational efficiency ..... 123
6.3.3 Solution and complexity ..... 125
6.4 Modeling deformation fields ..... 125
6.4.1 Planar homography ..... 126
6.4.2 Thin plate spline ..... 127
6.5 Experimental results ..... 127
6.5.1 Comparison of various $\omega$ functions ..... 128
6.5.2 Quantitative evaluation on synthetic data ..... 130
6.5.2.1 Robustness ..... 131
6.6 Applications ..... 132
6.6.1 Matching traffic signs ..... 132
6.6.2 Aligning hip prosthesis X-ray images ..... 133
6.6.2.1 Comparison with correspondence-based homography es- timation ..... 133
6.6.3 Matching handwritten characters ..... 134
6.6.4 Fusion of MRI and TRUS prostate images ..... 134
6.6.5 Elastic registration of 3D lung CT volumes ..... 135
6.6.6 Industrial inspection ..... 136
Conclusion ..... 143
Summary of new scientific results ..... 144
A Proof of theorems ..... 149
A. 1 Proof of the multi-temperature annealing theorem ..... 150
A.1.1 Notations ..... 150
A.1.2 Proof of the theorem ..... 151
A. 2 Proof of Theorem 5.3.1 ..... 160
A. 3 Proof of Theorem 6.3.1 ..... 161
Author's publications ..... 165
Bibliography ..... 171
dc_494_12
Chapter 1. ..... 7
1.1 First order neighborhood system with corresponding cliques. ..... 9
1.2 The isomorphism $\Phi^{i}$ between $\mathcal{B}^{i}$ and $\mathcal{S}^{i}$. ..... 11
1.3 The neighborhood system $\overline{\mathcal{G}}$ and the cliques $\overline{\mathcal{C}}_{1}, \overline{\mathcal{C}}_{2}$ and $\overline{\mathcal{C}}_{3}$. ..... 11
1.4 Results obtained by the Gibbs Sampler [97] on a noisy synthetic image $(128 \times 128, S N R=10 d B)$ with 16 classes [14, 20-24]. In the table, we show for each model the number of iterations, the CPU time, the error rate of the segmentation ( $=$ the number of misclassified pixels) and the inter- and intra-clique potentials $\beta$ and $\gamma$. ..... 13
1.5 Results obtained by ICM [64] on a $(256 \times 256)$ SPOT image with 4 classes [14, 20-24]. ..... 13
1.6 Energy decrease and segmentation results of the Gibbs sampler on a syn- thetic image with the inhomogeneous and MTA schedules. In both cases, the parameters were strictly the same, the only difference is the applied sched- ule. We also show the global energy plot (computed at a fixed temperature on the finest level) versus the number of iterations. Note that both schedules reach practically the same minimum (53415.4 for the inhomogeneous and 53421.4 for the MTA), however the inhomogeneous schedule requires 238 iterations ( 796.8 sec . CPU time) while the MTA schedule requires only 100 iterations ( 340.6 sec . CPU time) for the convergence [20, 24]. ..... 17
1.7 Supervised and unsupervised segmentation results and misclassification rate with the Gibbs Sampler. We also compare the parameters obtained by the unsupervised algorithm to the ones used for the supervised segmentation [25, 36-38]. ..... 21
1.8 Original SPOT image "assalmer" with 6 classes ..... 22
1.9 Ground truth data. ..... 23
1.10 Results of the ICM algorithm. Comparison with ground truth data. ..... 24
1.11 Results of the Gibbs Sampler. Comparison with ground truth data. ..... 25
1.12 Training areas on the "holland" image ..... 26
1.13 Supervised segmentation result with 10 classes (Gibbs Sampler) ..... 27
1.14 Unsupervised segmentation result with 10 classes (Gibbs Sampler). ..... 28
Chapter 2. ..... 31
2.1 Unsupervised segmentation results on color textured images, each with 5 classes [28]. ..... 35
$2.2 \psi$ is a diffeomorphism which transforms back and forth between parameter subspaces of different dimensionality [15, 16]. Dimension matching can be implemented by generating a random vector $u$ such that the dimensions of $(X, u)$ and $X^{\prime}$ are equal. ..... 37
2.3 Segmentation of image rose 41 and the estimated Gaussian mixture [ $[15,16]$. ..... 38
2.4 Benchmark results on images from the Berkeley Segmentation Dataset [16] ..... 39
2.5 Precision-recall curve, F-measure and CPU time comparison for JSEG and RJMCMC [16]. ..... 40
2.6 Multi-layer MRF model [27, 29]. ..... 40
2.7 Three-layer MRF model for change detection [2]. ..... 40
2.8 Segmentation results [27,29]. ..... 42
2.9 Comparison of the segmentation results obtained by the proposed method [27, 29] and those produced by the algorithm of Khan \& Shah [130]. ..... 42
2.10 Experimental results [2]. ..... 45
Chapter 3. ..... 47
3.1 The interaction function $\Psi_{c}(z)$ for $d=2$. ..... 49
3.2 Plots of $e_{0}$ against $r_{0}$ and $e_{2}$ against $\hat{r}_{0} k$. Left: the energy of a circle $e_{0}$ plotted against radius $r_{0}$ for $\lambda_{c}=1.0, \alpha=0.8$, and $\beta_{c}=1.39$ calculated from Eq. (3.10) with $\hat{r}_{0}=1.0$. (The parameters of $\Psi$ are $d=1.0$ and $\epsilon=1.0$, but note that it is not necessary in general that $d=\hat{r}_{0}$.) The function has a minimum at $r_{0}=\hat{r}_{0}$ as desired. Right: the second derivative of $E_{g}$, $e_{2}$, plotted against $\hat{r}_{0} k$ for the same parameter values. The function is non- negative for all frequencies [13]. ..... 52
3.3 Schematic plot of the positions of the extrema of the energy of a circle versus $\beta_{c}$ [13]. ..... 53
3.4 Experimental results using the geometric term: the first column shows the initial conditions; the other columns show the stable states for various choices of the radius [13]. ..... 54
3.5 Plots of the higher order interaction function $\mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)$ for $d=2$ (i.e. $\left.\left\|x-x^{\prime}\right\|<4\right)$. Left: Plot of $\mathcal{G}(z)$. Right: Surface plot of $\mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)$ ..... 56
3.6 Discretization of the domain $\mathcal{D}$. Each lattice site $s \in \mathcal{S}$ represents a unit square $c_{s}$ in $\mathcal{D}$, that we call a cell. ..... 59
3.7 MRF neighborhood system corresponding to the higher order interaction function $\mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)$ for $d=2$ (i.e. $\left\|x-x^{\prime}\right\|<4$ ). ..... 63
3.8 Typical samples from the MRF defined by $U$ : the effect of altering $\alpha(d=8$, $\beta=0.096, D=0.1545$ ) [5]. ..... 65
3.9 The contour length in the continuous (left) and in the discrete model (right). The table shows the continuous and discrete lengths vs. different radius [5]. ..... 65
3.10 The evolution of the MRF model $(\alpha=0.1863 ; D=0.1545 ; d=10)$. From left to right we can see results at different temperatures. In the first row ( $\beta=0.05$ ) the contour vanishes, in the second row $(\beta=0.6)$ contour grows arms, and in the third row $(\beta=0.0911)$, where $\beta$ is computed from the GOC phase field model, the final regions are stable circles. ..... 67
3.11 For moderate noise levels ( $\mathrm{SNR}=-5 \mathrm{~dB}$ ), the classical MRF model finds all circles, but -as expected- the GOC MRF model detects only circles with the appropriate radius. ..... 68
3.12 Results on synthetic noisy images. In the first row $\mathrm{SNR}=-12 \mathrm{~dB}$, otherwise SNR $=-16 \mathrm{~dB}$. The GOC MRF model segments the circles accurately while the classical MRF model is challenged by the high noise level. ..... 69
3.13 Top: Results of the continuous models [13, 119]. Bottom: Results with various MRF models [5]. ..... 72
3.14 The effect of the $d$ parameter. As $d$ is increasing, smaller trees are not detected ..... 73
3.15 The classical MRF model fails to separate trees from background vegetation because they have similar intensity distributions [5]. ..... 73
3.16 Tree crown extraction result with the 'gas of circles' MRF model on a regu- larly planted pine forest [5]. ..... 74
Chapter 4. ..... 77
4.1 Layered phase fields. ..... 79
4.2 MRF neighborhoods. ..... 80
4.3 Configurations of two overlapping circles and corresponding plots of $E_{(M)}(r, w)$ and $E_{(S)}(r, w)$ vs. $w$ for two circles of radius $r=10$. ..... 82
4.4 Stable configurations of the multi-layer MRF GOC model for different num- bers of layers and values of $\kappa$. ..... 84
4.5 Plots of the relative interior area (left) and shape error (right) of the stable configurations against $\kappa$. ..... 85
4.6 Results on noisy synthetic images $(\mathrm{SNR}=0 \mathrm{~dB})$ containing two circles ofradius 10 with different degrees of overlap. Left: typical extraction results.Right: plot of segmentation error as a function of degree of overlap $(w)$ and $\kappa .85$
4.7 Extraction from light microscope images of cells having a particular radius. ..... 87
4.8 Extraction from light microscope images of lipid drops having a particular radius. ..... 87
4.9 Extraction of cells from light microscope images using the multi-layer MRF GOC model. ..... 88
4.10 Extraction of lipid drops from light microscope images using the multi-layer MRF GOC model. ..... 88
Chapter 5. ..... 91
5.1 The effect of applying a polynomial (left) and a trigonometric (right) $\omega$ func- tion can be interpreted as a consistent colorization or as a volume. ..... 94
5.2 Affine puzzle: reconstructing the complete template object from its deformed parts ..... 98
5.3 Solutions of the Tangram puzzle (the average alignment runtime of an im- age was about 50 sec . in Matlab). Top: Observations are taken by digital camera. Middle: Solutions, found in the Tangram manual. Bottom: The scanned template silhouettes with overlaid contours of aligned fragments. ..... 101
5.4 Gaussian PDFs fitted over a compound shape yield a consistent coloring. (a) Original shape; (b) 3D plot of the Gaussian PDFs over the elliptic domain with $r=2$; (c) Gaussian densities as a grayscale image. The white contour shows shape boundaries. ..... 102
5.5 Alignment of hip prosthesis X-ray images using a polynomial system of equations with $\omega$ functions $\left\{x, x^{2}, x^{3}\right\}$. Registration results are shown as an overlayed contour on the second image. ..... 107
5.6 Alignment of a hip prosthesis X-ray image using a linear system of equations with $\omega$ functions $\left\{x, x^{3}, x^{1 / 3}\right\}$ (corresponding colorizations are shown on the right). Registration result is shown as an overlayed contour on the second image. ..... 107
5.7 Alignment of a traffic sign images using a linear system of equations with multiple shape parts. The first image shows the elliptic integration domain with the compound covariant function fitted over the template. Registration results are shown as an overlayed contour on the second image. ..... 108
5.8 Fusion of hip prosthesis X-ray image pairs by registering follow up images using a 2D affine transformation (typical CPU time is around 1 sec. in Mat- lab). ..... 109
5.9 Registration of pelvic CT data: superimposed registered 3D bone models (typical CPU time is around 0.25 sec for 1 megavoxel objects using our Java demo program). The first two cases show good alignment. Even the third one provides a good approximation of the true alignment. ..... 110

5.10 Registration of thoracic CT data: superimposed registered 3D bone models.
Perfect alignment is not possible due to the relative movements of the bone
structure. Affine alignment results are used as a good starting point for e.g.
lymph node detection.

$$
\begin{aligned}
& \text { 5.11 Bone fracture reduction (CPU time in Matlab was } 15 \text { sec. for these } 1 \text { megavoxel } \\
& \text { CT volumes). The template is obtained by mirroring the intact bone. . . . . } 112
\end{aligned}
$$

Chapter 6. ..... 115
6.1 Coverage of transformed shapes of $\approx 1500$ synthetic observations during the minimization process. Pixel values represent the number of intermediate shapes that included a particular pixel. For reference, we also show the circle with radius $\frac{\sqrt{2}}{2}$ used for normalization ..... 124
6.2 Plots of tested $\left\{\omega_{i}\right\}$ function sets. ..... 128
6.3 Planar homographies: Example images from the synthetic data set and reg- istration results obtained by Shape Context [60] and the proposed method. The observation and the registered template were overlaid, overlapping pix- els are depicted in gray whereas non-overlapping ones are shown in black. ..... 131
6.4 Sample observations with various degradations. ..... 132
6.5 Registration results on traffic signs. The templates are in the first row, then the results obtained by SIFT [142]+homest [141] (second row), where the im- ages show point correspondences between the images found by SIFT [142] in the third row. The results obtained by Shape Context [60]+homest [141] (fourth row) and the proposed method in the last row. The contours of the registered images are overlaid. ..... 138
6.6 Registration results on hip prosthesis X-ray images. The overlaid contours show the aligned contours of the corresponding images on the left. Images in the second column show the registration results obtained by SIFT [142]+homest [141], in the third column the results of Shape Context [60]+homest [141], while the last column contains the results of the proposed method. ..... 139
6.7 Sample images from the MNIST dataset and registration results using a thin plate spline model. First and second rows show the images used as templates and observations while the $3^{\text {rd }}$ and $4^{\text {th }}$ rows show the registration results obtained by Shape Context [60] and the proposed method, respectively. ..... 139
6.8 MRI-TRUST multimodal prostate registration results. Registration result is shown as a checkerborard of TRUS and transformed MR images to show the alignment of the inner structures. ..... 140
6.9 Alignment of MRI (left) and US (right) prostate images using a TPS defor- mation model. The contours of the registered MRI images are overlaid on the US images. $\delta$ errors are $2.12 \%$ (first row) and $1.88 \%$ (second row). ..... 141

$$
\begin{aligned}
& \text { 6.10 Registration results of printed signs. Top: planar templates. Bottom: the } \\
& \text { corresponding observations with the overlaid contour of the registration re- } \\
& \text { sults. The first image pair shows the segmented regions used for registration. } \\
& \text { Note the typical segmentation errors. (Images provided by ContiTech Fluid } \\
& \text { Automotive Hungária Ltd.) . . . . . . . . . . . . . . . . . . . . . . . . } 141
\end{aligned}
$$

6.11 Alignment of lung CT volumes and the combined slices of the original and
the transformed images as an $8 x 8$ checkerboard pattern. Segmented 3D lung
images were generated by the InterView Fusion software of Mediso Ltd.Appendix A.149
Chapter 1. ..... 7
1.1 Parameters of the "assalmer" image. ..... 21
1.2 Parameters of the "holland" image ..... 29
Chapter 2. ..... 31
Chapter 3. ..... 47
3.1 Results on a set of 160 noisy synthetic images. Left: classical MRF; Right: GOC MRF. The slightly higher false-positive rate in the case of the GOC MRF model is probably due to the fact that a small error in the position of the detected circles results in more background pixels classified as foreground [5] ..... 70
Chapter 4. ..... 77
Chapter 5. ..... 91
5.1 Registration results on a benchmark dataset of synthetic shapes. ..... 107
Chapter 6. ..... 115
6.1 Quantitative comparison of various $\left\{\omega_{i}\right\}$ function sets. $m, \mu$, and $\sigma$ denote the median, mean, and deviation ..... 130
6.2 Comparative tests of the proposed method on the synthetic dataset for recov- ering a planar homography. SC - Shape Context [60]; P - proposed method. $m, \mu$, and $\sigma$ denote the median, mean, and deviation. ..... 131
6.3 Median $(m)$ and standard deviation $(\sigma)$ of $\delta$ error (\%) vs. various type of segmentation errors as shown in Fig. 6.4. ..... 133
6.4 Comparative results on 2000 image pairs from the MNIST database. $m, \mu$, and $\sigma$ stand for the median, mean, and standard deviation ..... 134
Appendix A. ..... 149
dc_494_12

## Tontenduction

T
he first step in almost every computer vision process, called early vision, involves a variety of digital image processing tasks dealing directly with massive amounts of pixel data. The goal is to transform the digitized image data into more meaningful tokens (edges, regions, objects, etc.) for higher level processing.

First, we deal with statistical approaches of image segmentation, where the final goal is to extract coherent regions corresponding to visual objects of a particular application (e.g. cells in a microscope image, or land coverage in satellite images). In real scenes, neighboring pixels usually have similar properties. In a probabilistic framework, such regularities are well expressed by Markov Random Fields. On the other hand, the lo-
cal behavior of Markov Random Fields permits to develop highly efficient algorithms in the solution of the combinatorial optimization problem associated with such a model. We also discuss parameter estimation methods in order to develop completely datadriven algorithms.

Second, we will consider methods to recover the geometric relationship between a pair of visual objects extracted from images. This is a fundamental problem, also known as registration or matching, which occurs in many image analysis systems where views or different modalities of an object need to be compared or fused, e.g. multimodal medical imagery or the comparison of a template with the image of a manufactured part in an industrial inspection system.

An image processing system involves a sensing device (usually a camera) and computer algorithms to interpret the picture. The term image (more precisely, monochrome image) refers to a two dimensional light intensity function whose value at any point is proportional to the brightness (grey-level) of the image at that point [100]. A digital image is a discretized image both in spatial coordinates and in brightness. It is usually represented as a two dimensional matrix, the elements of such a digital array are called pixels. The digitized image is the starting point of any kind of computer analysis. In some applications, the sensing device may be more specific responding to other forms of light: infrared imaging, photon emission tomography, radar imaging [171], ultrasonic imaging, etc.

## Extraction of coherent image regions

When human observers are interpreting images, they are not only taking into account direct observations like color or intensity, but also a priori knowledge about the world. However, such a complex, interacting method is rarely used in image processing systems. Most of the algorithms are bottom-up: they try to extract some useful information (basically a segmentation) solely from the observed image data and then the segmentation is interpreted. Obviously, image data alone cannot provide reliable information. Hence the use of higher level knowledge, in the form of shape priors, received more attention in the past few years. The dominating approach adopts a variational or level set framework where the segmentation criteria is summarized in an energy functional which takes its minimum at the desired segmentation of the input image. Previous work concentrated on foreground - background segmentation with a data model relying on image gradient and with template-like shape priors where the actual contour is matched to a reference shape and high deviations are penalized. However, handling of more than one, possibly different objects in a scene remains a challenge as well as the use of more elaborated data models. On the other hand, Markovian approaches are well suited to multi-object segmentation but little work has been done on embedding shape priors into such models.

The primary goal of any segmentation algorithm is to divide the domain $R$ of the input image into the disjoint parts $R_{i}$ such that they belong to distinct objects in the scene. The solution of this problem sometimes requires high level knowledge about the shape and appearance of the objects under investigation [80, 129, 172, 188]. In many applications, however, such information is not available or impractical to use. Hence low-level features of the surface patches are used for the segmentation process [57, 137, 206]. In either case, we have to summarize all relevant information in a model which is then adjusted to fit the image data.

One broadly used class of models is the so called cartoon model, which has been extensively studied from both probabilistic [32,97] and variational [66,158] viewpoints. The model assumes that the real world scene consists of a set of regions whose observed lowlevel features changes slowly, but across the boundary between them, these features change abruptly. What we want to infer is a cartoon $\omega$ (also called a labeling) consisting of a simplified, abstract version of the input image $\mathcal{I}$ : regions $R_{i}$ has a constant value (called a label
in our context) and the discontinuities between them form a curve $\Gamma$ - the contour. The pair $(\omega, \Gamma)$ specifies a segmentation. Region based methods are mainly focusing on $\omega$ while edge based methods are trying to determine $\Gamma$ directly. However, a good approach has to model both (either explicitly or implicitly).

Active Contours (snakes) are closed curves evolving toward the boundary of the object of interest. The curve evolution is governed by a boundary functional [127] which takes its minimum on the object contour. The main drawback of the parametric snake model is that it cannot handle topological changes easily. Nevertheless, they became quite popular because they make it relatively easy to enforce contour-smoothness; and starting from an appropriate initialization a local minimum of the associated energy function will give good results.

Taking the probabilistic approach, one usually wants to come up with a probability measure on the set $\Omega$ of all possible segmentations of $\mathcal{I}$ and then select the one with the highest probability. This probability measure is usually defined in a Bayesian framework [32,77, $156,199]$, in terms of a set of observed and hidden random variables. In our context, observations consists in low-level features used for partitioning the image, and the hidden entity represents the segmentation itself. The data likelihood (or imaging model) quantify how well any segmentation fits the observations.

In addition, a prior define a set of properties that any segmentation must possess regardless the image data. Purely data driven methods cannot deal very well with high noise, cluttered background or occlusions. Hence the idea of incorporating some prior knowledge about the shape of the objects has been considered by many researchers. Early approaches for shape prior were quite generic, enforcing some kind of homogeneity and contour smoothness [24,66,74, 79, 97, 127]. For example, [24,97] uses a Markovian smoothness prior (basically a Potts model [58]) on $\omega$; [66,97] uses a line process to control the formation of region boundaries; and active contour models [127] have been using elasticity, rigidity, contour length, balloon or area minimizing forces $[74,79]$ in order to favor smooth closed curves. In spite of their simplicity, these methods proved to be very efficient in dealing with noisy images.

Herein, we will present our main contributions to construct efficient Markovian models to solve various image analysis problems related to remote sensing and biomedical applications. The ultimate goal of these methods is to extract coherent, meaningfull regions corresponding to visual objects of a particular application, e.g. tree crowns in aerial images, land coverage in satellite images, cells and lipid droplets in microscope images, moving regions in video frames, etc.

## Alignment of visual objects

Registration is a fundamental problem in various fields of image processing where images taken from different views, at different times, or by different sensors need to be compared or combined. In a general setting, one is looking for a transformation which aligns two images
such that one image (called the observation) becomes similar to the second one (called the template).

When registering an image pair, first we have to characterize the possible deformations. From this point of view, registration techniques can be classified into two main categories: physical model-based and parametric or functional representation [118]. Herein, we deal with the latter representation, which typically originate from interpolation and approximation theory. Most of the existing approaches assume a linear transformation (rigid-body, similarity, affine) between the images, but in many applications nonlinear deformations [202] (e.g. projective, polynomial, elastic) need to be considered. Typical applications include visual inspection [192], object matching [60] and medical image analysis [114]. Good surveys can be found in [143, 207].

From a methodological point of view, we can differentiate landmark-based and areabased (or featureless) methods [71, 115, 144, 179, 207]. Landmark-based methods rely on extracted corresponding landmarks [105,207], then the aligning transformation is recovered as a solution of a system of equations constructed from the established correspondences. Unfortunately, the correspondence problem itself is far from trivial, especially in the case of strong deformations. On the other hand, many featureless approaches estimate the transformation parameters directly from image intensity values over corresponding regions [146] or define a cost function based on a similarity metric and find the solution via a complex nonlinear optimization procedure [110].

A common assumption of both approaches is that the strength of the transformation is limited or close to identity: The neighborhood of a landmark is searched for correspondences, while area-based methods may get stuck in local minima for strong deformations. Furthermore, both approaches rely on the availability of rich radiometric information: Landmark-based methods usually match local brightness patterns around salient points [142] while featureless methods make use of intensity correlation between image patches. In many cases, however, such information may not be available (e.g. binary shapes) or it is very limited (e.g. prints, images of traffic signs). Another common problem is strong radiometric distortion (e.g. X-ray images, differently exposed images). Although there are some time consuming methods to cope with brightness change across image pairs [126], such image degradations are difficult to handle. While these issues make classical brightness-based features unreliable thus challenging current registration techniques, the segmentation of such images can be straightforward or readily available within a particular application. Therefore a valid alternative is to solve the registration problem using a binary representation (i.e. segmentation) of the images [181].

For example, spline-based deformations have been commonly used to register medical images or volumes. The interpolating Thin-plate Splines (TPS) was originally proposed by [67], which relies on a set of point correspondences between the image pairs. However, these correspondences are prone to error in real applications and therefore [175] extended the bending energy of TPS to approximation and regularization by introducing the correspondence localization error. On the other hand, we [12] proposed a generic framework for non-rigid registration which does not require explicit point correspondences. In our subse-
quent work [41], this framework has been adopted to solve multimodal registration of MRI and TRUS prostate images for reliable cancer diagnosis.

Another prominent medical application is complex bone fracture reduction which frequently requires surgical care, especially when angulation or displacement of bone fragments are large. In such situations, computer aided surgical planning is done before the actual surgery takes place, which allows to gather more information about the dislocation of the fragments and to arrange and analyze the surgical implants to be inserted. A crucial part of such a system is the relocation of bone fragments to their original anatomic position. In [8], we applied our framework to reduce pelvic fractures using 3D rigid-body transformations. In cases of single side fractures, the template is simply obtained by mirroring intact bones of the patient.

Herein, we will present our general registration framework for linear and non-linear alignment of extracted visual objects. A unique feature of our approach is that a wide range of deformations are handled in a unified, correspondence-less framework. It provides an efficient solution for various applications ranging from medical imaging to industrial inspections, where classical methods perform poorly.
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## 1.

## MTarknvinn segmentolion models

In this chapter, we summarize the main results of our early work related to Markovian image modeling:

A novel hierarchical MRF model and its application to satellite image segmentation.

A new annealing schedule for Simulated Annealing: Multi-temperature annealing al-
lows to assign different temperatures to different cliques during the minimization of the energy of a MRF model. The convergence of the new algorithm has also been proved toward a global optimum.

Etimation of the hierarchical model parameters and application to remote sensing image segmentation.

### 1.1 Introduction

The primary goal of any segmentation algorithm is to divide the domain $R$ of the input image into the disjoint parts $R_{i}$ such that they belong to distinct objects in the scene. The solution of this problem sometimes requires high level knowledge about the shape and appearance of the objects under investigation [80, 129, 172, 188]. In many applications, however, such information is not available or impractical to use. Hence low-level features of the surface patches are used for the segmentation process [57, 137, 206]. Herein, we are interested in the latter approach. In either case, we have to summarize all relevant information in a model which is then adjusted to fit the image data.

One broadly used class of models is the so called cartoon model, which has been extensively studied from both probabilistic [97] and variational $[66,158]$ viewpoints. The model assumes that the real world scene consists of a set of regions whose observed low-level features changes slowly, but across the boundary between them, these features change abruptly. What we want to infer is a cartoon $\omega$ consisting of a simplified, abstract version of the input image $\mathcal{I}$ : regions $R_{i}$ has a constant value (called a label in our context) and the discontinuities between them form a curve $\Gamma$ - the contour. The pair $(\omega, \Gamma)$ specifies a segmentation. Region based methods are mainly focusing on $\omega$ while edge based methods are trying to determine $\Gamma$ directly.

Taking the probabilistic approach, one usually wants to come up with a probability measure on the set $\Omega$ of all possible segmentations of $\mathcal{I}$ and then select the one with the highest probability. Note that $\Omega$ is finite, although huge. A widely accepted standard, also motivated by the human visual system [128,157], is to construct this probability measure in a Bayesian framework [77, 156, 199]: We shall assume that we have a set of observed $(Y)$ and hidden $(X)$ random variables. In our context, any observed value $y \in Y$ represents the low-level features used for partitioning the image, and the hidden entity $x \in X$ represents the segmentation itself. First, we have to quantify how well any occurrence of $x$ fits $y$. This is expressed by the probability distribution $P(y \mid x)$ - the imaging model. Second, we define a set of properties that any segmentation $x$ must posses regardless the image data. These are described by $P(x)$, the prior, which tells us how well any occurrence $x$ satisfies these properties. Factoring these distributions and applying the Bayes theorem gives us the posterior distribution $P(x \mid y) \propto P(y \mid x) P(x)$. Note that the constant factor $1 / P(y)$ has been dropped as we are only interested in $\widehat{x}$ which maximizes the posterior, i.e. the Maximum A Posteriori (MAP) estimate of the hidden field $X$.

The models of the above distributions depend also on certain parameters that we denote by $\Theta$. Supervised segmentation assumes that these parameters are either known or a set of joint realizations of the hidden field $X$ and observations $Y$ (called a training set) is available [97, 191]. This is known in statistics as the complete data problem which is relatively easy to solve using Maximum Likelihood (ML) [77]. Although the prior knowledge of the parameters is a strong assumption, supervised methods are still useful alternatives when working in a controlled environment. Many industrial applications, like quality inspection of agricultural products [161], fall into this category. In the unsupervised case, however, we
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Figure 1.1: First order neighborhood system with corresponding cliques.
know neither $\Theta$ nor $X$. This is called the incomplete data problem where both $\Theta$ and $X$ has to be inferred from the only observable entity $Y$. Hence our MAP estimation problem becomes $(\widehat{x}, \widehat{\Theta})=\arg \max _{x, \Theta} P(x, \Theta \mid y)$. Expectation Maximization (EM) [81] and its variants (Stochastic EM [75, 149], Gibbsian EM [76]), as well as Iterated Conditional Expectation (ICE) $[25,68]$ are widely used to solve such problems. It is important to note, however, that these methods calculate a local maximum [77].

Due to the difficulty of estimating the number of pixel classes (or clusters), unsupervised algorithms often suppose that this parameter is known a priori [99,106, 137, 140, 149]. When the number of pixel classes is also being estimated, the unsupervised segmentation problem may be treated as a model selection problem over a combined model space.

### 1.1.1 Markovian approach

In real images regions are usually homogeneous, neighboring pixels have similar properties. Markov Random Fields (MRF) are often used to capture such contextual constraints in a probabilistic framework. MRFs are well studied with a strong theoretical background hence providing a tool for rigorous and concise image modeling. Furthermore, they allow Markov Chain Monte Carlo (MCMC) sampling of the (hidden) underlying structure which greatly simplifies inference and parameter estimation.

Formally, a simple MRF image model is constructed as follows: we are given a set of sites (usually corresponding to pixels) $\mathcal{S}=\left\{s_{1}, s_{2}, \ldots, s_{N}\right\}$. For each site $s$, the region-type (or class) that the site belongs to is specified by a class label, $\omega_{s}$, which is modeled as a discrete random variable taking values in $\Lambda=\{1,2, \ldots, L\}$. The set of these labels $\omega=\left\{\omega_{s}, s \in \mathcal{S}\right\}$ is a random field, called the label process. Furthermore, the observed image features (e.g. graylevel, color, texture,...) are supposed to be a realization $\mathcal{F}=\left\{f_{s} \mid s \in \mathcal{S}\right\}$ from another random field, which is a function of the label process $\omega$. Basically, the image process $\mathcal{F}$ represents the manifestation of the underlying label process. Thus, the overall segmentation model is composed of the hidden label process $\omega$ and the observable noisy image process
$\mathcal{F}$. If each pixel class is represented by a different model then the observed image may be viewed as a sample from a realization of the underlying label field.
$(\omega, \mathcal{F})$ is then regarded as a MRF with respect to an appropriate neighborhood-system $\mathcal{G}=\left\{\mathcal{G}_{s}\right\}_{s \in \mathcal{S}}$. The simplest example of such a neighborhood can be seen in Fig. 1.1. According to the Hammersley-Clifford theorem [54], $(\omega, \mathcal{F})$ must then follow a Gibbs distribution with an energy function $U(\omega, \mathcal{F})=\sum_{C \in \mathcal{C}} V_{C}(\omega, \mathcal{F})$, where $C$ denotes a clique of $\mathcal{G}$, and $\mathcal{C}$ is the set of all cliques. The restriction of $\omega$ to the sites of a given clique $C$ is denoted by $\omega_{C}$. The potential function $V_{C}\left(\omega_{C}\right)$ is defined for every $C \in \mathcal{C}$ and every $\omega \in \Omega$, where $\Omega=\Lambda^{N}$ is the set of all possible $L^{N}$ discrete labelings. The advantage of such a decomposition is that these potentials are a function of the local configuration of the field making it possible to define the Gibbs distribution directly in terms of local interactions.

The MAP estimate $\hat{\omega}$ of the label field is then obtained by minimizing the non-convex energy function, which can be solved by stochastic or deterministic relaxation [3,4,33, 34].

### 1.2 Hierarchical MRF models and multi-temperature annealing

It is well known that multigrid methods can improve significantly the convergence rate and the quality of the final results of iterative relaxation techniques. Herein, we propose a new hierarchical model [14,20-24], which consists of a label pyramid and a single observation field. The parameters of the coarse grid can be derived by simple computation from the finest grid. In addition, we have introduced a new local interaction between two neighboring grids which allows to propagate information more efficiently giving estimates closer to the global optimum for deterministic as well as for stochastic relaxation schemes. For the hierarchical model, we also propose a novel Multi-Temperature Annealing (MTA) algorithm [24,36]. The convergence towards the global optimum is proven by the generalization of the annealing theorem of Geman and Geman [97].

### 1.2.1 Multiscale and hierarchical model

In the following, we will focus on a MRF with a first order neighborhood (see Fig. 1.1) whose energy function is given by:

$$
\begin{equation*}
U(\omega, \mathcal{F})=U_{1}(\omega, \mathcal{F})+U_{2}(\omega) \tag{1.1}
\end{equation*}
$$

where $U_{1}$ (resp. $U_{2}$ ) denotes the energy of the first order (resp. second order) cliques. To generate a multigrid MRF model, let us divide the initial grid into blocks of $n \times n$, typically $16(4 \times 4)$ neighboring pixels. We consider that the same label is assigned to each pixels of a given block. These configurations will describe the MRF at scale 1 . Scale $i$ is defined similarly by considering labels which are constant over blocks of size $n^{i} \times n^{i}$.


Figure 1.2: The isomorphism $\Phi^{i}$ between $\mathcal{B}^{i}$ and $\mathcal{S}^{i}$.


Figure 1.3: The neighborhood system $\overline{\mathcal{G}}$ and the cliques $\overline{\mathcal{C}}_{1}, \overline{\mathcal{C}}_{2}$ and $\overline{\mathcal{C}}_{3}$.

Let $\mathcal{B}^{i}=\left\{b_{1}^{i}, \ldots, b_{N_{i}}^{i}\right\}\left(N_{i}=N / n^{2 i}\right)$ denote the set of blocks and $\Omega_{i}$ the configurationspace at scale $i\left(\Omega_{i} \subset \Omega_{i-1} \subset \cdots \subset \Omega_{0}=\Omega\right)$. The label associated with block $b_{k}^{i}$ is denoted by $\omega_{k}^{i}$. We can define the same neighborhood structure on $\mathcal{B}^{i}$ as on $\mathcal{S}$ :

$$
b_{k}^{i} \text { and } b_{l}^{i} \text { are neighbors } \Longleftrightarrow\left\{\begin{array}{l}
b_{k}^{i} \equiv b_{l}^{i} \text { or }  \tag{1.2}\\
\exists C \in \mathcal{C}: C \cap b_{k}^{i} \neq \emptyset \text { and } C \cap b_{l}^{i} \neq \emptyset
\end{array}\right.
$$

Let us partition the original set $\mathcal{C}$ into two disjoint subsets $\mathcal{C}_{k}^{i}$ (cliques which are included in $b_{k}^{i}$ ) and $\mathcal{C}_{k, l}^{i}$ (cliques which sit astride two neighboring blocks $\left.\left\{b_{k}^{i}, b_{l}^{i}\right\}\right)$. It is obvious from this partition that our energy function can be decomposed in the following way:

$$
\begin{gather*}
U_{1}(\omega, \mathcal{F})=\sum_{s \in \mathcal{S}} V_{1}\left(\omega_{s}, f_{s}\right)=\sum_{b_{k}^{i} \in \mathcal{B}^{i}} \underbrace{\sum_{s \in b_{k}^{i}} V_{1}\left(\omega_{s}, f_{s}\right)}_{V_{1}^{\mathcal{B}^{i}}\left(\omega_{k}^{i}, \mathcal{F}\right)}=\sum_{b_{k}^{i} \in \mathcal{B}^{i}} V_{1}^{\mathcal{B}^{i}}\left(\omega_{k}^{i}, \mathcal{F}\right)  \tag{1.3}\\
\begin{aligned}
U_{2}(\omega)=\sum_{C \in \mathcal{C}} V_{2}\left(\omega_{c}\right)= & \sum_{b_{k}^{i} \in \mathcal{B}^{i}} \underbrace{\sum_{C \in \mathcal{C}_{k}^{i}} V_{2}\left(\omega_{c}\right)}_{V_{k}^{\mathcal{B}_{k}^{i}}\left(\omega_{k}^{i}\right)}+\sum_{\left\{b_{k}, b_{l}\right\} \text { neighbors }} \underbrace{V_{k, l}^{i}\left(\omega_{k}^{i}, \omega_{l}^{i}\right)}_{V_{C \in \mathcal{C}_{k, l}^{i}} V_{2}\left(\omega_{c}\right)}
\end{aligned} \\
=\sum_{b_{k}^{i} \in \mathcal{B}^{i}} V_{k}^{\mathcal{B}^{i}}\left(\omega_{k}^{i}\right)+\sum_{\left\{b_{k}, b_{l}\right\} \text { neighbors }} V_{k, l}^{\mathcal{B}^{i}}\left(\omega_{k}^{i}, \omega_{l}^{i}\right) \tag{1.4}
\end{gather*}
$$

Now, we define a pyramid (see Figure 1.2) where level $i$ contains the coarse grid $\mathcal{S}^{i}$ which is isomorphic to the scale $\mathcal{B}^{i}$. The coarse grid has a reduced configuration space $\Xi^{i}=\Lambda^{N_{i}}$.

The isomorphism $\Phi^{i}: \mathcal{S}^{i} \rightarrow \mathcal{B}^{i}$ is just a projection of the coarse label field to the finest grid $\mathcal{S}^{0} \equiv \mathcal{S}$. The energy function on the grid $\mathcal{S}^{i}(i=0, \ldots, M)$ is derived from Eq. (1.3)-(1.4):

$$
\begin{align*}
U^{i}\left(\omega^{i}, \mathcal{F}\right) & =U_{1}^{i}\left(\omega^{i}, \mathcal{F}\right)+U_{2}^{i}\left(\omega^{i}\right)=U_{1}\left(\Phi^{i}\left(\omega_{i}\right), \mathcal{F}\right)+U_{2}\left(\Phi^{i}\left(\omega_{i}\right)\right) \\
\text { where } U_{1}^{i}\left(\omega^{i}, \mathcal{F}\right) & =\sum_{k \in \mathcal{S}^{i}}\left(V_{1}^{\mathcal{B}^{i}}\left(\omega_{k}^{i}, \mathcal{F}\right)+V_{k}^{\mathcal{B}^{i}}\left(\omega_{k}^{i}\right)\right)=\sum_{k \in \mathcal{S}^{i}} V_{1}^{i}\left(\omega_{k}^{i}, \mathcal{F}\right)  \tag{1.5}\\
\text { and } U_{2}^{i}\left(\omega^{i}\right) & =\sum_{\{k, l\} \text { neighbors }} V_{k, l}^{\mathcal{B}^{i}}\left(\omega_{k}^{i}, \omega_{l}^{i}\right)=\sum_{C^{i} \in \mathcal{C}^{i}} V_{2}^{i}\left(\omega_{C}^{i}\right) \tag{1.6}
\end{align*}
$$

where $C^{i}$ is a second order clique corresponding to the definition in Eq. (1.2) and $\mathcal{C}^{i}$ is the set of cliques on grid $i$.

Let $\overline{\mathcal{S}}=\left\{\bar{s}_{1}, \ldots, \bar{s}_{\bar{N}}\right\}=\bigcup_{i=0}^{M} \mathcal{S}^{i}\left(\bar{N}=\sum_{i=0}^{M} N^{i}\right)$ denote the sites of the pyramid. We define the following function $\Psi$ between two neighboring levels, which assigns to a site its descendants (that is the sites of the corresponding block):

$$
\begin{equation*}
\Psi: \mathcal{S}^{i} \longrightarrow \mathcal{S}^{i-1}, \quad \Psi(\bar{s})=\left\{\bar{r} \mid \bar{s} \in \mathcal{S}^{i} \Rightarrow \bar{r} \in \mathcal{S}^{i-1} \text { and } b_{\bar{r}}^{i-1} \subset b_{\bar{s}}^{i}\right\} \tag{1.7}
\end{equation*}
$$

It is clear that $\Psi^{-1}$ will assign to a site its ancestor (that is the site at the upper level corresponding to the block of this site). Now we can define on these sites the following neighborhood-system (see Fig. 1.3):

$$
\begin{equation*}
\overline{\mathcal{G}}=\left(\bigcup_{i=0}^{M} \mathcal{G}^{i}\right) \cup\left\{\Psi^{-1}(\bar{s}) \cup \Psi(\bar{s}) \mid \bar{s} \in \overline{\mathcal{S}}\right\} \tag{1.8}
\end{equation*}
$$

where $\mathcal{G}^{i}$ is the neighborhood structure of the $i^{\text {th }}$ level. We will consider only the first and second order cliques, potentials for other cliques are supposed to be 0 . Let $\overline{\mathcal{C}}$ denote the set of these cliques which can be partitioned into three disjoint subsets $\overline{\mathcal{C}}_{1}, \overline{\mathcal{C}}_{2}, \overline{\mathcal{C}}_{3}$ corresponding to first order cliques, second order cliques which are on the same level and second order cliques which sit astride two neighboring levels (see Figure 1.3). Let $\bar{\Omega}$ denote the configurationspace of the pyramid:

$$
\begin{equation*}
\bar{\Omega}=\Xi^{0} \times \Xi^{1} \times \cdots \times \Xi^{M}=\left\{\bar{\omega} \mid \bar{\omega}=\left(\omega^{0}, \omega^{1}, \ldots, \omega^{M}\right)\right\} \tag{1.9}
\end{equation*}
$$

The model on the pyramid defines a MRF, whose energy function is given by:

$$
\begin{align*}
\bar{U}(\bar{\omega}, \mathcal{F}) & =\bar{U}_{1}(\bar{\omega}, \mathcal{F})+\bar{U}_{2}(\bar{\omega})  \tag{1.10}\\
\bar{U}_{1}(\bar{\omega}, \mathcal{F}) & =\sum_{\bar{s} \in \overline{\mathcal{S}}} \bar{V}_{1}\left(\bar{\omega}_{\bar{s}}, \mathcal{F}\right)=\sum_{i=0}^{M} \sum_{s^{i} \in \mathcal{S}^{i}} V_{1}^{i}\left(\omega_{s^{i}}^{i}, \mathcal{F}\right)=\sum_{i=0}^{M} U_{1}^{i}\left(\omega^{i}, \mathcal{F}\right) \\
\bar{U}_{2}(\bar{\omega}) & =\sum_{C \in \overline{\mathcal{C}}_{2}} \bar{V}_{2}\left(\bar{\omega}_{C}\right)+\sum_{C \in \overline{\mathcal{C}}_{3}} \bar{V}_{2}\left(\bar{\omega}_{C}\right)=\sum_{i=0}^{M} U_{2}^{i}\left(\omega^{i}\right)+\sum_{C \in \overline{\mathcal{C}}_{3}} \bar{V}_{2}\left(\bar{\omega}_{C}\right) \\
& =\sum_{i=0}^{M} \sum_{C \in \mathcal{C}^{i}} V_{2}^{i}\left(\omega_{c}^{i}\right)+\sum_{C \in \overline{\mathcal{C}}_{3}} \bar{V}_{2}\left(\bar{\omega}_{C}\right)
\end{align*}
$$

| model | num. of iter. | CPU time | time/iter. | error rate | $\beta$ | $\gamma$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| monogrid | 89 | 10.39 sec. | 0.117 sec. | 2576 | 1.0 | - |
| multiscale | 146 | 14.7 sec. | 0.1 sec. | 2118 | 1.0 | - |
| hierarchical | 42 | 460.9 sec. | 10.97 sec. | 1231 | 1.0 | 0.2 |
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Figure 1.4: Results obtained by the Gibbs Sampler [97] on a noisy synthetic image ( $128 \times 128$, $S N R=10 d B$ ) with 16 classes [14, 20-24]. In the table, we show for each model the number of iterations, the CPU time, the error rate of the segmentation (= the number of misclassified pixels) and the inter- and intra-clique potentials $\beta$ and $\gamma$.


Figure 1.5: Results obtained by ICM [64] on a $(256 \times 256)$ SPOT image with 4 classes [14, 20-24].

The above energy of the hierarchical model can be minimized using classical combinatorial optimization algorithms [ $3,4,33,34,136]$. The only difference is that we work on a pyramid here and not on a rectangular lattice as in the case of classical monogrid models. We have applied the model for supervised image segmentation and compared the segmentation results of the classical monogrid [3,33-35], multiscale and hierarchical models on synthetic (Fig. 1.4) and real (Fig. 1.5) images. For both images, the label pyramid has been generated with 4 levels. The detailed equations can be found in [14,24]. All tests have been conducted on a Connection Machine CM200 with $8 K$ processors. In terms of segmentation quality, the hierarchical model clearly outperforms the other methods. Further results can be found in [14, 24].

### 1.2.2 Multi-temperature annealing

In the following we will focus on Simulated Annealing (SA) [97], where the temperaturechange is controlled by the so-called annealing schedule. There are two well known schemes, homogeneous and inhomogeneous annealing [136], which works also on the hierarchical model. Herein, we propose a new annealing schedule, called Multi-Temperature Annealing (MTA), which is the most efficient with the new model. The basic idea is to associate higher temperatures to coarser levels in the pyramid which makes the algorithm less sensitive to local minima. However at a finer resolution, the relaxation is performed at a lower temperature (at the bottom level, it is close to 0 ). For the cliques siting between two levels, we use either the temperature of the finer level or the one of the coarser level (but once chosen, we always keep the same choice throughout the algorithm). More generally, we have the following problem:

Let $\mathcal{S}=\left\{s_{1}, \ldots, s_{N}\right\}$ be a set of sites, $\mathcal{G}$ some neighborhood system with cliques $\mathcal{C}$ and $\omega$ a MRF over these sites with energy function $U . \pi_{0}$ denotes the uniform distribution on the set of globally optimal configurations, and define $U^{\text {sup }}=\max _{\omega} U(\omega), U^{\text {inf }}=\min _{\omega} U(\omega)$ and $\Delta=U^{\text {sup }}-U^{\text {inf }}$. Furthermore, let us suppose that the sites are visited for updating in the order $\left\{n_{1}, n_{2}, \ldots\right\} \subset \mathcal{S}$. We now define an annealing scheme where the temperature $T$ depends on the iteration $k$ and on the cliques $C$. For that purpose, let $\oslash$ denotes the following operation:

$$
\begin{align*}
P(X=\omega)=\pi_{T(k, C)}(\omega) & =\frac{\exp (-U(\omega) \oslash T(k, C))}{Z}  \tag{1.11}\\
\text { where } U(\omega) \oslash T(k, C) & =\sum_{C \in \mathcal{C}} \frac{V_{C}(\omega)}{T(k, C)} . \tag{1.12}
\end{align*}
$$

As usual with SA [97, 136], the transition from one configuration to another is governed by the energy change between the two states. Assuming $\omega^{\prime} \in \Omega_{\text {opt }}$ is a globally optimal configuration, $U\left(\omega^{\prime}\right)-U^{\text {inf }}$ equals to 0 (i.e. there is no more energy change, the system is frozen). In the case of a classical annealing, dividing by a constant temperature does not change this relation (obviously, $\forall k:\left(U\left(\omega^{\prime}\right)-U^{\text {inf }}\right) / T_{k}$ is still 0 ). But it is not necessarily true
that $\left(U\left(\omega^{\prime}\right)-U^{\text {inf }}\right) \oslash T(k, C)$ is also 0 ! Because choosing sufficiently small temperatures for the cliques where $\omega_{C}^{\prime}$ is locally not optimal (i.e. strengthening the non-optimal cliques) and choosing sufficiently high temperatures for the cliques where $\omega_{C}^{\prime}$ is locally optimal (i.e. weakening the optimal cliques), we obtain $\left(U\left(\omega^{\prime}\right)-U^{\text {inf }}\right) \oslash T(k, C)>0$, meaning that $\omega^{\prime}$ is no longer globally optimal (i.e. in such cases, SA may not be able to reach a global optimum).

Thus, we have to impose further conditions on the temperature to guarantee the convergence toward global optimum. First, let us examine the decomposition over the cliques of $U(\omega)-U(\eta)$ for arbitrary $\omega$ and $\eta, \omega \neq \eta$ :

$$
\begin{equation*}
U(\omega)-U(\eta)=\sum_{C \in \mathcal{C}}\left(V_{C}(\omega)-V_{C}(\eta)\right) . \tag{1.13}
\end{equation*}
$$

Indeed, there may be negative and positive members in the decomposition. According to this fact, we have the following subsums:

$$
\begin{align*}
\sum_{C \in \mathcal{C}}\left(V_{C}(\omega)-V_{C}(\eta)\right)= & \underbrace{\sum_{C^{+}:\left(V_{C}(\omega)-V_{C}(\eta)\right)<0}\left(V_{C}(\omega)-V_{C}(\eta)\right)}_{\Sigma^{-}(\omega, \eta)} \\
& +\underbrace{}_{\sum_{C \in \mathcal{C}:\left(V_{C}(\omega)-V_{C}(\eta)\right) \geq 0}^{\left.\sum_{C}(\omega)-V_{C}(\eta)\right)} .} \tag{1.14}
\end{align*}
$$

Furthermore, let us define $\Sigma_{\Delta}^{+}$as:

$$
\begin{equation*}
\Sigma_{\Delta}^{+}=\min _{\substack{\omega^{\prime} \in \Omega_{\text {sup }} \\ \omega^{\prime \prime} \in \Omega_{o p t}}} \Sigma^{+}\left(\omega^{\prime}, \omega^{\prime \prime}\right) \tag{1.15}
\end{equation*}
$$

Then the following theorem gives an annealing schedule, where the temperature is a function of $k$ and $C \in \mathcal{C}$ [24]:

Theorem 1.2.1 (Multi-Temperature Annealing) Assume that there exists an integer $\kappa \geq N$ such that for every $k=0,1,2, \ldots, \mathcal{S} \subseteq\left\{n_{k+1}, n_{k+2}, \ldots, n_{k+\kappa}\right\}$. For all $C \in \mathcal{C}$, let $T(k, C)$ be any decreasing sequence of temperatures in $k$ for which
(i) $\lim _{k \rightarrow \infty} T(k, C)=0$.

Let us denote respectively by $T_{k}^{\text {inf }}$ and $T_{k}^{\text {sup }}$ the maximum and minimum of the temperature function at $k\left(\forall C \in \mathcal{C}: T_{k}^{\text {inf }} \leq T(k, C) \leq T_{k}^{\text {sup }}\right)$.
(ii) For all $k \geq k_{0}$, for some integer $k_{0} \geq 2: T_{k}^{\text {inf }} \geq N \Sigma_{\Delta}^{+} / \ln (k)$.
(iii) If $\Sigma^{-}\left(\omega, \omega^{\prime}\right) \neq 0$ for some $\omega \in \Omega \backslash \Omega_{o p t}$, $\omega^{\prime} \in \Omega_{\text {opt }}$ then a further condition must be imposed:
For all $k: \frac{T_{k}^{\text {sup }}-T_{k}^{i n f}}{T_{k}^{i n f}} \leq R$ with

$$
\begin{equation*}
R=\min _{\substack{\omega \in \Omega \backslash \Omega_{\text {opt }} \\ \omega^{\prime} \in \Omega_{o p t} \\ \Sigma^{-}\left(\omega, \omega^{\prime}\right) \neq 0}} \frac{U(\omega)-U^{\text {inf }}}{\left|\Sigma^{-}\left(\omega, \omega^{\prime}\right)\right|} . \tag{1.16}
\end{equation*}
$$

Then for any starting configuration $\eta \in \Omega$ and for every $\omega \in \Omega$ :

$$
\begin{equation*}
\lim _{k \rightarrow \infty} P(X(k)=\omega \mid X(0)=\eta)=\pi_{0}(\omega) . \tag{1.17}
\end{equation*}
$$

The complete proof of this theorem can be found in Appendix A. 1 and in [20,24].

## Remarks:

1. In practice, we cannot determine $R$ and $\Sigma_{\Delta}^{+}$, as we cannot compute $\Delta$ neither.
2. Considering $\Sigma_{\Delta}^{+}$in condition 1.2.1/ii, we have the same problem as in the case of a classical annealing. The only difference is that in a classical annealing, we have $\Delta$ instead of $\Sigma_{\Delta}^{+}$. Consequently, the same solutions may be used: an exponential schedule with a sufficiently high initial temperature.
3. The factor $R$ is more interesting. We propose herein two possibilities which can be used for practical implementations of the method: Either we choose a sufficiently small interval $\left[T_{0}^{\text {inf }}, T_{0}^{\text {sup }}\right]$ and suppose that it satisfies the condition 1.2.1/iii (we have used this technique in the simulations), or we use a more strict but easily verifiable condition instead of condition 1.2.1/iii, namely:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{T_{k}^{\text {sup }}-T_{k}^{i n f}}{T_{k}^{i n f}}=0 \tag{1.18}
\end{equation*}
$$

4. What happens if $\Sigma^{-}\left(\omega, \omega^{\prime}\right)$ is zero for all $\omega$ and $\omega^{\prime}$ in condition 1.2 .1/iii and thus $R$ is not defined? This is the best case because it means that all globally optimal


Figure 1.6: Energy decrease and segmentation results of the Gibbs sampler on a synthetic image with the inhomogeneous and MTA schedules. In both cases, the parameters were strictly the same, the only difference is the applied schedule. We also show the global energy plot (computed at a fixed temperature on the finest level) versus the number of iterations. Note that both schedules reach practically the same minimum ( 53415.4 for the inhomogeneous and 53421.4 for the MTA), however the inhomogeneous schedule requires 238 iterations ( 796.8 sec. CPU time) while the MTA schedule requires only 100 iterations ( 340.6 sec . CPU time) for the convergence [20, 24].
configurations are also locally optimal. That is we have no restriction on the interval $\left[T_{k}^{\text {inf }}, T_{k}^{\text {sup }}\right]$, thus any local temperature schedule satisfying conditions $1.2 .1 / \mathrm{i}-1.2 .1 / \mathrm{ii}$ is good.

In Fig. 1.6, we compare the inhomogeneous and MTA schedules on a noisy synthetic image using the Gibbs sampler. Since each site interacts with its ancestor and its descendants, the hierarchical model usually requires more computing time than a monogrid model. However, as we have shown in $[20,24]$, experiments prove that this model with the MTA schedule yields faster convergence (with respect to the number of iterations) for the stochastic relaxation algorithms and gives estimates which are closer to the global optimum. Other tests can be found in [20,24].

### 1.3 Parameter estimation

In real life applications, the model parameters are usually unknown, one has to estimate [56] them from the observable image. Here we develop an algorithm for hierarchical Markovian models [25, 36-38]. Our approach is similar in spirit to Iterative Conditional Estimation [149, 167] as well as to the Estimation-Maximization algorithm: we recursively look at the Maximum a Posteriori (MAP) estimate of the label field given the estimated parameters then we look at the Maximum Likelihood (ML) estimate of the parameters given a tentative labeling obtained in the previous step. The only parameter supposed to be known is the number of labels, all the other parameters are estimated.

When both the model parameters $\Theta$ and $\omega$ are unknown, the estimation problem be-
comes [38, 96, 137]

$$
\begin{equation*}
(\widehat{\omega}, \widehat{\Theta})=\arg \max _{\omega, \Theta} P(\omega, \mathcal{F} \mid \Theta) \tag{1.19}
\end{equation*}
$$

The pair $(\widehat{\omega}, \widehat{\Theta})$ is the global maximum of the joint probability $P(\omega, \mathcal{F} \mid \Theta)$. If we regard $\Theta$ as a random variable, the above maximization is an ordinary MAP estimation in the following way [96]: Let us suppose, that $\Theta$ is restricted to a finite volume domain $\mathcal{D}_{\Theta}$ and suppose that $\Theta$ is uniform on $\mathcal{D}_{\Theta}$ (that is $P(\Theta)$ is constant). Then, we get [38,96]:

$$
\begin{align*}
\arg \max _{\omega, \Theta} P(\omega, \Theta \mid \mathcal{F}) & =\arg \max _{\omega, \Theta} \frac{P(\omega, \mathcal{F} \mid \Theta) P(\Theta)}{P(\mathcal{F})}  \tag{1.20}\\
& =\arg \max _{\omega, \Theta} \frac{P(\omega, \mathcal{F} \mid \Theta)}{\int_{\mathcal{D}_{\Theta}} \sum_{\omega \in \Omega} P(\omega, \mathcal{F} \mid \Theta) d \Theta}  \tag{1.21}\\
& =\arg \max _{\omega, \Theta}(\omega, \mathcal{F} \mid \Theta) . \tag{1.22}
\end{align*}
$$

However, this maximization is very difficult, having no direct solution. Even Simulated Annealing (SA) is not implementable because the local characteristics with respect to the parameters $\Theta$ cannot be computed from $P(\omega, \mathcal{F} \mid \Theta)$. One possible solution is to adopt the following criterion instead [38,96, 137]:

$$
\begin{align*}
& \widehat{\omega}=\arg \max _{\omega} P(\omega, \mathcal{F} \mid \widehat{\Theta})  \tag{1.23}\\
& \widehat{\Theta}=\arg \max _{\Theta} P(\widehat{\omega}, \mathcal{F} \mid \Theta) \tag{1.24}
\end{align*}
$$

Clearly, Eq. (1.23) is equivalent to Eq. (1.19) for $\Theta=\widehat{\Theta}$ and Eq. (1.24) is equivalent to Eq. (1.19) with $\omega=\widehat{\omega}$. Furthermore, Eq. (1.23) is equivalent to the MAP estimate of $\omega$ in the case of known parameters:

$$
\arg \max _{\omega} P(\omega, \mathcal{F} \mid \widehat{\Theta})=\arg \max _{\omega} P(\omega \mid \mathcal{F}, \widehat{\Theta}) P(\mathcal{F} \mid \widehat{\Theta})=\arg \max _{\omega} P(\omega \mid \mathcal{F}, \widehat{\Theta})
$$

Hence in the following we will concentrate on Eq. (1.24) which gives the ML estimate of the parameters. Considering the hierarchical MRF segmentation model (see Fig. 1.3), we have the following logarithmic likelihood function [25, 36-38]:

$$
\begin{align*}
& \sum_{i=0}^{M} \sum_{s^{i} \in \mathcal{S}^{i}} \sum_{s \in b_{s}^{i}}\left(-\ln \left(\sqrt{2 \pi} \sigma_{\widehat{\omega}_{s}}\right)-\frac{\left(f_{s}-\mu_{\widehat{\omega}_{s}}\right)^{2}}{2 \sigma_{\widehat{\omega}_{s}}^{2}}\right) \\
-\beta & \underbrace{\sum_{i=0}^{M} q^{i} \sum_{C^{i} \in \mathcal{C}^{i}} \delta\left(\widehat{\omega}_{C^{i}}\right)}_{N^{i h}(\hat{\omega})}-\gamma \underbrace{\sum_{C \in \overline{\mathcal{C}}_{3}} \delta\left(\widehat{\omega}_{C}\right)}_{\bar{N}^{i h}(\hat{\omega})}-\ln (Z(\beta, \gamma)) \tag{1.25}
\end{align*}
$$

where $q^{i}$ is the number of cliques between two neighboring blocks at scale $\mathcal{B}^{i}, N^{i h}(\widehat{\omega})$ denotes the number of inhomogeneous cliques siting at the same scale and $\bar{N}^{i h}(\widehat{\omega})$ denotes
the number of inhomogeneous cliques siting astride two neighboring levels in the pyramid. Considering the first term, we get

$$
\begin{align*}
& \sum_{i=0}^{M} \sum_{s^{i} \in \mathcal{S}^{i}} \sum_{s \in b_{s}^{i}}\left(-\ln \left(\sqrt{2 \pi} \sigma_{\widehat{\omega}_{s}}\right)-\frac{\left(f_{s}-\mu_{\widehat{\omega}_{s}}\right)^{2}}{2 \sigma_{\widehat{\omega}_{s}}^{2}}\right) \\
= & \sum_{\lambda \in \Lambda} \sum_{i=0}^{M} \sum_{s^{i} \in \mathcal{S}_{\lambda}^{i}} \sum_{s \in b_{s i}^{i}}\left(-\ln \left(\sqrt{2 \pi} \sigma_{\lambda}\right)-\frac{\left(f_{s}-\mu \lambda\right)^{2}}{2 \sigma_{\lambda}^{2}}\right) \tag{1.26}
\end{align*}
$$

where $\mathcal{S}_{\lambda}^{i}$ is the set of sites at level $i$ where $\widehat{\omega}_{s^{i}}=\lambda$. Derivating with respect to $\mu_{\lambda}$ and $\sigma_{\lambda}$, we get a closed form solution for the ML estimates of the Gaussian parameters:

$$
\begin{equation*}
\forall \lambda \in \Lambda: \quad \mu_{\lambda}=\frac{1}{\sum_{i=0}^{M}\left|\mathcal{S}_{\lambda}^{i}\right|} \sum_{i=0}^{M} \sum_{s^{i} \in \mathcal{S}_{\lambda}^{i}} \sum_{s \in b_{s^{i}}^{i}} f_{s}, \quad \sigma_{\lambda}^{2}=\frac{1}{\sum_{i=0}^{M}\left|\mathcal{S}_{\lambda}^{i}\right|} \sum_{i=0}^{M} \sum_{s^{i} \in \mathcal{S}_{\lambda}^{i}} \sum_{s \in b_{s i}^{i}}\left(f_{s}-\mu_{\lambda}\right)^{2} \tag{1.27}
\end{equation*}
$$

Notice that a grey-level value $f_{s}$ may be considered several times. More precisely, $f_{s}$ is considered $m$-times in the above sum for a given $\lambda$ if there are $m$ scales where $\widehat{\omega}$ assigns the label $\lambda$ to the site $s . m$ can also be seen as a weight. Obviously, the more $s$ has been labeled by $\lambda$ at different levels, the more is probable that $s$ belongs to class $\lambda$ and hence its grey-level value $f_{s}$ characterizes better the class $\lambda$. The derivates of the logarithmic likelihood function with respect to $\beta$ and $\gamma$ are given by:

$$
\begin{align*}
\frac{\partial}{\partial \beta}\left(-\beta N^{i h}(\widehat{\omega})-\ln (Z(\beta, \gamma))\right) & =-N^{i h}(\widehat{\omega})-\frac{\partial}{\partial \beta} \ln (Z(\beta, \gamma))  \tag{1.28}\\
\frac{\partial}{\partial \gamma}\left(-\gamma \bar{N}^{i h}(\widehat{\omega})-\ln (Z(\beta, \gamma))\right) & =-\bar{N}^{i h}(\widehat{\omega})-\frac{\partial}{\partial \gamma} \ln (Z(\beta, \gamma)) \tag{1.29}
\end{align*}
$$

From which, we get

$$
\begin{align*}
& N^{i h}(\widehat{\omega})=\frac{\sum_{\omega \in \Omega} N^{i h}(\omega) \exp \left(-\beta N^{i h}(\omega)-\gamma \bar{N}^{i h}(\omega)\right)}{\sum_{\omega \in \Omega} \exp \left(-\beta N^{i h}(\omega)-\gamma \bar{N}^{i h}(\omega)\right)}  \tag{1.30}\\
& \bar{N}^{i h}(\widehat{\omega})=\frac{\sum_{\omega \in \Omega} \bar{N}^{i h}(\omega) \exp \left(-\beta N^{i h}(\omega)-\gamma \bar{N}^{i h}(\omega)\right)}{\sum_{\omega \in \Omega} \exp \left(-\beta N^{i h}(\omega)-\gamma \bar{N}^{i h}(\omega)\right)} \tag{1.31}
\end{align*}
$$

The solution of the above equations can be approximated using the following algorithm.

## Algorithm 1.3.1 (Hyperparameter Estimation)

(1) Set $k=0$ and initialize $\widehat{\beta}^{0}$ and $\widehat{\gamma}^{0}$. Furthermore, let $N^{i h}(\widehat{\omega})$ denote the number of inhomogeneous cliques at the same scale and $\bar{N}^{i h}(\widehat{\omega})$ denotes the number of inhomogeneous cliques between levels.
(2) Using $S A$ at a fixed temperature $T$, generate a new labeling $\eta$ sampling from

$$
\begin{equation*}
P(\mathcal{X}=\omega)=\frac{\exp \left(-\frac{\widehat{\beta}^{k}}{T} \sum_{i=0}^{M} \sum_{\{s, r\} \in \mathcal{C}^{i}} \delta\left(\omega_{s}, \omega_{r}\right)\right)}{Z\left(\widehat{\beta}^{k}, \widehat{\gamma}^{k}\right)}+\frac{\exp \left(-\frac{\hat{\gamma}^{k}}{T} \sum_{\{s, r\} \in \in} \delta\left(\omega_{s}, \omega_{r}\right)\right)}{Z\left(\widehat{\beta}^{k}, \widehat{\gamma}^{k}\right)} . \tag{1.32}
\end{equation*}
$$

Compute the number of inhomogeneous cliques $N^{i h}(\eta)$ and $\bar{N}^{i h}(\eta)$ in $\eta$.
(3) If $N^{i h}(\eta) \approx N^{i h}(\widehat{\omega})$ and $\bar{N}^{i h}(\eta) \approx \bar{N}^{i h}(\widehat{\omega})$ then stop, else $k=k+1$. If $N^{i h}(\eta)<$ $N^{i h}(\widehat{\omega})$ then decrease $\widehat{\beta}^{k}$, if $N^{i h}(\eta)>N^{i h}(\widehat{\omega})$ then increase $\widehat{\beta}^{k}$. $\widehat{\gamma}^{k}$ is obtained in the same way. Continue Step (2) with $\left(\widehat{\beta}^{k}, \widehat{\gamma}^{k}\right)$.

This algorithm completes the computation of the ML estimate of the parameters given $\widehat{\omega}$. The unsupervised segmentation is then carried out using Adaptive Simulated Annealing [38, 96], which is an iterative algorithm generating tentative labelings based on current parameter estimates (i.e. solving Eq. (1.23)) then updating the parameter values to their ML estimate based on the current labeling (i.e. solving Eq. (1.24) by making use of Eq. (1.27) and Algorithm 1.3.1). In fact, it is a classical Simulated Annealing with an additional step to reestimate model parameters during segmentation. The convergence of ASA has been proven in [137].

The algorithm has been tested on several synthetic and real images [25, 37, 38]. In Fig. 1.7, we show one of these results. In summary, the presented unsupervised algorithm provide results comparable to those obtained by supervised segmentations, but of course at the price of higher computing time.

### 1.4 Application in remote sensing

Land cover classification is a common task in analysing satellite images [32]. Our MRF models can be readily applied to such problems as using appropriate sensors, different land properties can be distinguished based on the gray-level distribution of pixels. Herein we show two examples of SPOT satellite image segmentation using different models and stochastic optimizations techniques [14, 20-24,38].

In Fig. 1.8 we present a SPOT image of size $512 \times 512$ with ground truth data (see Fig. 1.9). In Table 1.1, we give the mean $(\mu)$ and the variance $\left(\sigma^{2}\right)$ for each of the 6 classes correspondig to different land coverages.


Supervised ( $0.6 \%$ error)


Histogram


Unsupervised ( $0.68 \%$ error)

| Parameter | Unsupervised |  |  |
| :--- | ---: | ---: | ---: |
|  | Initial | Final | Supervised |
| $\mu_{0}$ | 83.5 | 84.3 | 85.48 |
| $\sigma_{0}^{2}$ | 256.0 | 483.9 | 446.60 |
| $\mu_{1}$ | 100.0 | 115.5 | 115.60 |
| $\sigma_{1}^{2}$ | 169.0 | 444.6 | 533.97 |
| $\mu_{2}$ | 152.5 | 146.7 | 146.11 |
| $\sigma_{2}^{2}$ | 676.0 | 502.1 | 540.32 |
| $\mu_{3}$ | 181.5 | 177.9 | 178.01 |
| $\sigma_{3}^{2}$ | 100.0 | 500.0 | 504.34 |
| $\beta$ | 0.7 | 1.0 | 0.7 |
| $\gamma$ | 0.1 | 0.1 | 0.1 |

Figure 1.7: Supervised and unsupervised segmentation results and misclassification rate with the Gibbs Sampler. We also compare the parameters obtained by the unsupervised algorithm to the ones used for the supervised segmentation [25, 36-38].

| class | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mu$ | 65.3 | 81.3 | 75.4 | 98.5 | 82.5 | 129.0 |
| $\sigma^{2}$ | 6.4 | 12.7 | 14.9 | 16.8 | 9.46 | 183.2 |

Table 1.1: Parameters of the "assalmer" image.
As we can see, the classes 2 and 5 have nearly the same parameters, it is difficult to distinguish between them. Fig. 1.10 (resp. Fig. 1.11) shows the results obtained with the ICM (resp. the Gibbs Sampler). For these results, we give a map drawn by an expert (ground truth data, see Fig. 1.9). The classes $1-6$ correspond to the regions $B_{3 c}, B_{3 b}, B_{3 d}, a_{2}, h c$ and $92_{a}$ on the map. For the hierarchical model a slight improvement can be noticed for the results of the Gibbs sampler, however, for the ICM, the improvement is more significant.

In Fig. 1.12, another SPOT image with 10 classes is presented with overlayed ground truth data (The regions are drawn by an expert (Unfortunately, they are shifted up by some pixels. Please take it into account when evaluating the results.) In Table 1.2, we give the mean $(\mu)$ and the variance $\left(\sigma^{2}\right)$ for each class. Fig. 1.13 shows a supervised segmentation using the parameters listed in Table 1.2. Unsupervised result in Fig. 1.14 is comparable to the supervised one, but it requires more computing time and is more sensitive to noise. However, the main advantage is that unsupervised methods are completely data-driven. The only input parameter is the number of regions.


Figure 1.8: Original SPOT image "assalmer" with 6 classes.


Figure 1.9: Ground truth data.


Figure 1.10: Results of the ICM algorithm. Comparison with ground truth data.


Figure 1.11: Results of the Gibbs Sampler. Comparison with ground truth data.


Figure 1.12: Training areas on the "holland" image.


Figure 1.13: Supervised segmentation result with 10 classes (Gibbs Sampler).


Figure 1.14: Unsupervised segmentation result with 10 classes (Gibbs Sampler).

| class | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mu$ | 54.61 | 73.57 | 159.96 | 122.84 | 129.90 | 146.65 | 82.56 | 100.57 | 93.85 | 182.34 |
| $\sigma^{2}$ | 93.10 | 4.10 | 31.31 | 8.90 | 37.42 | 15.83 | 35.58 | 308.86 | 93.71 | 73.18 |

Table 1.2: Parameters of the "holland" image.
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## Complex Reatures and parameter estimation

In this chapter, we present our results on using more complex features (e.g. color, texture, motion) in MRF models and we also address the associated parameter estimation problems:

A monogrid MRF model which is able to combine color and texture features in order to improve the quality of unsupervised segmentations.

A novel RJMCMC sampling method which is able to identify multi-dimensional Gaus-
sian mixtures. This technique has been applied to fully automatic color image segmentation.

A new multilayer MRF model has been proposed which is able to segment an image based on multiple cues (such as color, texture, or motion).

Application areas include motion segmentation (a crucial step in e.g. MPEG coding) as well as change detection in aerial images.

### 2.1 Introduction

There are many features that one can take as observation for the segmentation process: graylevel, color, motion, different texture features, etc. However, most of the segmentation algorithms presented in the literature are based on only one of these features.

One way to combine various features is to design a joint probability distribution which is able to represent the union of the complex observation. This approach works well when the combined features are of similar nature (e.g. define a multivariate Gaussian density). Such a model is proposed in our work [28] for color textured image segmentation.

However, the human visual system is not treating different features jointly. Instead, multiple cues are perceived simultaneously but in a parallel fashion and then they are integrated by our visual system in order to explain the observations. Following these ideas, we have developed multi-layer Markovian models and successfully applied it to color-texture [30,31] and color-motion segmentation [27,29]. For example, an important problem is extracting regions of object motions in the presence of camera drift. This is a key issue in several applications of aerial imagery. In surveillance and exploitation tasks [135] it can be used as a preliminary step of object detection, tracking and event analysis. On the other hand, in 2-D mosaicking [168] and in 3-D stereo reconstruction [55] independent object motions generate outlier regions for image alignment, thus, they should be detected and skipped from the resulting static scene models. An efficient solution to this problem consists in a three-layer Markov Random Field which integrates two different features to statistically characterize the background membership of the pixels [1,2].

In the following, we give a brief overview of these approaches.

### 2.2 Unsupervised segmentation of color textured images

The proposed segmentation model $[26,28]$ consists of a monogrid MRF defined over a nearest neighborhood system (see Fig. 1.1) with pixel classes represented by multivariate Gaussian distributions. This kind of modelization corresponds well to our features: Texture feature images (extracted by Gabor filters) are constructed in such a way that similar textures map to similar intensities. Hence pixels with a given texture will be assigned a well determined value with some variance. Furthermore, pixels with similar color map to their average color. Putting these feature distributions into one multivariate Normal mixture, the modes will correspond to clusters of pixels which are homogeneous in both color and texture properties. Therefore regions will be formed where both features are homogeneous while boundaries will be present where there is a discontinuity in either color or texture. Applying these ideas, the image process $\mathcal{F}$ can be formalized as follows: $P\left(\mathbf{f}_{s} \mid \omega_{s}\right)$ follows a Normal distribution $N(\mu, \boldsymbol{\Sigma})$, each pixel class $\lambda \in \Lambda=\{1,2, \ldots, L\}$ is represented by its mean vector $\mu_{\lambda}$ and covariance matrix $\Sigma_{\lambda}$. The whole posterior can now be expressed as a first order MRF by including the contribution of the likelihood term via the singletons (i.e. pixel sites
$s \in \mathcal{S}$ ). Indeed, the singleton energies directly reflect the probabilistic modeling of labels without context, while doubleton clique potentials express relationship between neighboring pixel labels. Thus the energy function of the so defined MRF image segmentation model has the following form:

$$
\begin{equation*}
\sum_{s \in \mathcal{S}}\left(\ln \left(\sqrt{(2 \pi)^{n}\left|\boldsymbol{\Sigma}_{\omega_{s}}\right|}\right)+\frac{1}{2}\left(\mathbf{f}_{s}-\mu_{\omega_{s}}\right) \boldsymbol{\Sigma}_{\omega_{s}}^{-1}\left(\mathbf{f}_{s}-\mu_{\omega_{s}}\right)^{T}\right)+\beta \sum_{\{s, r\} \in \mathcal{C}} \delta\left(\omega_{s}, \omega_{r}\right) \tag{2.1}
\end{equation*}
$$

where $\beta>0$ is a weighting parameter controlling the importance of the prior. As $\beta$ increases, the resulting regions become more homogeneous.

The proposed segmentation model has the following parameters:

1. The weight $\beta$ of the prior term,
2. the number of pixel classes $L$,
3. the mean vector $\mu_{\lambda}$ and covariance matrix $\Sigma_{\lambda}$ of each class $\lambda \in \Lambda$.

The automatic determination of $L$ will be addressed in Section 2.3. While $L$ strongly depends on the input image data, $\beta$ is largely independent of it. Experimental evidence suggests that the model is not sensitive to a particular setting of $\beta$ [26,28]. We found that setting $\beta \geq 2.0$ gives satisfactory and stable segmentations. Unlike the first two parameters, the mean and covariance of the Gaussians must be computed directly from the input image. Our solution to this problem [28] adopts a general iterative algorithm, known as the EM algorithm, to compute the maximum likelihood estimates of the parameters of a mixture density. Basically, we will fit a Gaussian mixture of $L$ components to the histogram of the image features. The observations consist of the histogram data $\mathbf{d}_{i}(i=1, \ldots, D)$ of the feature images. $D$ denotes the number of histogram points and the dimension of a data point equals to the dimension of the combined color-texture feature space. Assuming there are $L$ classes, we want to estimate the mean values $\mu_{\lambda}$ and covariance matrices $\Sigma_{\lambda}$ for each pixel class $\lambda \in \Lambda$.

The EM algorithm aims at finding parameter values which maximize the normalized log-likelihood function:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{D} \sum_{i=1}^{D} \log \left(\sum_{\lambda \in \Lambda} P\left(\mathbf{d}_{i} \mid \lambda\right) P(\lambda)\right) \tag{2.2}
\end{equation*}
$$

The underlying model is that the complete data includes not only the observable $\mathbf{d}_{i}$ but also the hidden data labels $\ell_{i}$ specifying which Gaussian process generated the data $\mathbf{d}_{i}$. Actually, $\ell_{i}$ is also a vector of dimension $L$ and $\ell_{i}^{\lambda}=1$ if $\mathbf{d}_{i}$ belongs to class $\lambda$ and 0 otherwise. The idea is that if labels were known, the estimation of model parameters would be equivalent to the supervised case. Hence the following algorithm is alternating two steps: The estimation of a tentative labeling of the data followed by updating the parameter values based on the tentatively labeled data.

## Algorithm 2.2.1 (EM for Gaussian mixture identification)

(1) [Estimation] Replace $\ell_{i}$ with its conditional expectation based on the current parameter estimates. Since the labels may only take values 0 or 1, the expectation is basically equivalent to the posterior probability:

$$
\begin{equation*}
P\left(\lambda \mid \mathbf{d}_{i}\right)=\frac{P\left(\mathbf{d}_{i} \mid \lambda\right) P(\lambda)}{\sum_{\lambda \in \Lambda} P\left(\mathbf{d}_{i} \mid \lambda\right) P(\lambda)}, \tag{2.3}
\end{equation*}
$$

where $P(\lambda)$ denotes the component weight.
(2) [Maximization] Then, using the current expectation of the labels $\ell_{i}$ as the current labeling of the data, the estimation of the parameters is simple:

$$
\begin{align*}
P(\lambda) & =\frac{K_{\lambda}}{D}  \tag{2.4}\\
\mu_{\lambda} & =\frac{1}{K_{\lambda}} \sum_{i=1}^{D} P\left(\lambda \mid \mathbf{d}_{i}\right) \mathbf{d}_{i}  \tag{2.5}\\
\Sigma_{\lambda} & =\frac{1}{K_{\lambda}} \sum_{i=1}^{D} P\left(\lambda \mid \mathbf{d}_{i}\right)\left(\mathbf{d}_{i}-\mu_{\lambda}\right)^{T}\left(\mathbf{d}_{i}-\mu_{\lambda}\right) \tag{2.6}
\end{align*}
$$

where $K_{\lambda}=\sum_{i=1}^{D} P\left(\lambda \mid \mathbf{d}_{i}\right)$. Basically the posteriors $P\left(\lambda \mid \mathbf{d}_{i}\right)$ are used as a weight of the data vectors. They express the contribution of a particular data point $\mathbf{d}_{i}$ to the class $\lambda$.
(3) Go to Step (1) until convergence. Each iteration is guaranteed to increase the likelihood of the estimates. The algorithm is stopped when the change of the log-likelihood $\mathcal{L}$ is less than a predetermined threshold (our test cases used $10^{-7}$ ).

The proposed algorithm has been tested on a variety of color images. We compared segmentation results using color-only, texture-only and combined (color+texture) features [26, 28] and found in all test-cases that segmentation based purely on texture gives fuzzy boundaries but usually homogeneous regions, whereas segmentation based on color is more sensitive to local variations but provides sharp boundaries. As for the combined features, the advantages of both color and texture based segmentation have been preserved: we obtained sharp boundaries and homogeneous regions. Results has also been compared to those obtained by the JSEG algorithm [82], a recent unsupervised method for color textured image segmentation. Our method clearly outperforms JSEG (see Fig. 2.1) but JSEG's advantage is that we do not have to specify the image dependent parameter $L$.


Figure 2.1: Unsupervised segmentation results on color textured images, each with 5 classes [28].

### 2.3 Segmentation of color images via reversible jump MCMC sampling

Our problem becomes much harder when the number of labels $L$ is also unknown. We have addressed this problem in the context of color-based image segmentation [15,16]. When this parameter is also being estimated, the unsupervised segmentation problem may be treated as a model selection problem over a combined model space. From this point of view, $L$ becomes a model indicator and the observation $\mathcal{F}$ is regarded as a three-variate Normal mixture with $L$ components corresponding to clusters of pixels which are homogeneous in color.

The goal of our analysis is inference about the number $L$ of Gaussian mixture components (each one corresponds to a label), the component parameters $\Theta=\left\{\Theta_{\lambda}=\left(\mu_{\lambda}, \Sigma_{\lambda}\right) \mid\right.$ $\lambda \in \Lambda\}$, the component weights $p_{\lambda}$ summing to 1 , the inter-pixel interaction strength $\beta$, and the segmentation $\omega$. A broadly used tool to sample from the posterior distribution is the Metropolis-Hastings method. Classical methods, however, can not be used due to the changing dimensionality of the parameter space. To overcome this limitation, a promising approach, called Reversible Jump MCMC (RJMCMC), has been adopted [15, 16]. When we have multiple parameter subspaces of different dimensionality, it is necessary to devise different move types between the subspaces. These will be combined in a so called hybrid sampler. For the color image segmentation model, the following move types are needed [15, 16]:

1. sampling the labels $\omega$ (i.e. re-segment the image);
2. sampling Gaussian parameters $\Theta=\left\{\left(\mu_{\lambda}, \Sigma_{\lambda}\right)\right\}$;
3. sampling the mixture weights $p_{\lambda}(\lambda \in \Lambda)$;
4. sampling the MRF hyperparameter $\beta$;
5. sampling the number of classes $L$ (splitting one mixture component into two, or combining two into one).

The only randomness in scanning these move types is the random choice between splitting and merging in move (55). One iteration of the hybrid sampler, also called a sweep, consists of a complete pass over these moves. The first four move types are conventional in the sense that they do not alter the dimension of the parameter space. Hereafter, we will focus on move (55), which requires the use of the reversible jump mechanism. This move type involves changing $L$ by 1 and making necessary corresponding changes to $\omega, \Theta$ and $p$.

The split proposal begins by randomly choosing a class $\lambda$ with a uniform probability $P_{\text {select }}^{\text {split }}(\lambda)=1 / L$. Then $L$ is increased by 1 and $\lambda$ is split into $\lambda_{1}$ and $\lambda_{2}$. In doing so, a new set of parameters need to be generated. Altering $L$ changes the dimensionality of the variables $\Theta$ and $p$. Thus we shall define a deterministic function $\psi$ as a function of these Gaussian mixture parameters:

$$
\begin{equation*}
\left(\Theta^{+}, p^{+}\right)=\psi(\Theta, p, u) \tag{2.7}
\end{equation*}
$$



Figure 2.2: $\psi$ is a diffeomorphism which transforms back and forth between parameter subspaces of different dimensionality $[15,16]$. Dimension matching can be implemented by generating a random vector $u$ such that the dimensions of $(X, u)$ and $X^{\prime}$ are equal.
where the superscript + denotes parameter vectors after incrementing $L . u$ is a set of random variables having as many elements as the degree of freedom of joint variation of the current parameters $(\Theta, p)$ and the proposal $\left(\Theta^{+}, p^{+}\right)$. Note that this definition satisfies the dimension matching constraint (see Fig. 2.2), which guarantees that one can jump back and forth between different parameter sub-spaces $[15,16]$. This is needed to ensure the convergence of simulated annealing towards a global optimum. The new parameters of $\lambda_{1}$ and $\lambda_{2}$ are assigned by matching the $0^{\text {th }}, 1^{\text {th }}, 2^{\text {th }}$ moments of the component being split to those of a combination of the two new components $[15,16]$ :

$$
\begin{align*}
p_{\lambda} & =p_{\lambda_{1}}^{+}+p_{\lambda_{2}}^{+}  \tag{2.8}\\
p_{\lambda} \mu_{\lambda} & =p_{\lambda_{1}}^{+} \mu_{\lambda_{1}}^{+}+p_{\lambda_{2}}^{+} \mu_{\lambda_{2}}^{+}  \tag{2.9}\\
p_{\lambda}\left(\mu_{\lambda} \mu_{\lambda}^{T}+\boldsymbol{\Sigma}_{\lambda}\right) & =p_{\lambda_{1}}^{+}\left(\mu_{\lambda_{1}}^{+} \mu_{\lambda_{1}}^{+T}+\boldsymbol{\Sigma}_{\lambda_{1}}^{+}\right)+p_{\lambda_{2}}^{+}\left(\mu_{\lambda_{2}}^{+} \mu_{\lambda_{2}}^{+T}+\boldsymbol{\Sigma}_{\lambda_{2}}^{+}\right) \tag{2.10}
\end{align*}
$$

There are 10 degrees of freedom in splitting $\lambda$ since covariance matrices are symmetric. Therefore, we need to generate a random variable $u 1$, a random vector $\mathbf{u} 2$ and a symmetric random matrix u3. We can now define the diffeomorphism $\psi$ which transforms the old parameters $(\Theta, p)$ into the new $\left(\Theta^{+}, p^{+}\right)$using the above moment equations and the random numbers $u 1, \mathrm{u} 2$, and $\mathbf{u} 3[15,16]$ :

$$
\begin{align*}
p_{\lambda_{1}}^{+} & =p_{\lambda} u 1  \tag{2.11}\\
p_{\lambda_{2}}^{+} & =p_{\lambda}(1-u 1)  \tag{2.12}\\
\mu_{\lambda_{1}, i}^{+} & =\mu_{\lambda, i}+u \mathcal{L}_{i} \sqrt{\Sigma_{\lambda, i, i} \frac{1-u 1}{u 1}}  \tag{2.13}\\
\mu_{\lambda_{2}, i}^{+} & =\mu_{\lambda, i}-u \mathcal{L}_{i} \sqrt{\Sigma_{\lambda, i, i} \frac{u 1}{1-u 1}}  \tag{2.14}\\
\Sigma_{\lambda_{1}, i, j}^{+} & = \begin{cases}u 3_{i, i}\left(1-u \mathcal{L}_{i}{ }^{2}\right) \Sigma_{\lambda, i, i} \frac{1}{u 1} & \text { if } i=j \\
u 3_{i, j} \Sigma_{\lambda, i, j} \sqrt{\left(1-u 2_{i}{ }^{2}\right)} \sqrt{\left(1-u 2_{j}{ }^{2}\right) u 3_{i, i} u 3_{j, j}} & \text { if } i \neq j\end{cases}  \tag{2.15}\\
\Sigma_{\lambda_{2}, i, j}^{+} & = \begin{cases}\left(1-u 3_{i, i}\right)\left(1-u 2_{i}{ }^{2}\right) \Sigma_{\lambda, i, i} \frac{1}{u 1} \\
\left(1-u 3_{i, j}\right) \Sigma_{\lambda, i, j} \sqrt{\left(1-u 2_{i}{ }^{2}\right)\left(1-u 2_{j}{ }^{2}\right)} \sqrt{\left(1-u 3_{i, i}\right)\left(1-u 3_{j, j}\right)} & \text { if } i \neq j\end{cases} \tag{2.16}
\end{align*}
$$



Figure 2.3: Segmentation of image rose41 and the estimated Gaussian mixture [15, 16].

The random variables $u$ are chosen from the interval $(0,1]$. In order to favor splitting a class into roughly equal portions, beta $(1.1,1.1)$ distributions are used. The next step is the reallocation of those sites $s$ where $\omega_{s}=\lambda$. This reallocation is based on the new parameters and has to be completed in such a way as to ensure the resulting labeling $\omega^{+}$is drawn from the posterior distribution with $\Theta=\Theta^{+}, p=p^{+}$and $L=L+1$.

Merging of a pair $\left(\lambda_{1}, \lambda_{2}\right)$ is basically the inverse of the split operation [15, 16].
Finally, the split or merge proposal is accepted with a probability relative to the probability ratio of the current and the proposed states. The segmentation and parameter estimation is then obtained as a MAP estimation implemented via simulated annealing:

## Algorithm 2.3.1 (RJMCMC Segmentation)

(1) Set $k=0$. Initialize $\widehat{\beta}^{0}, \widehat{L}^{0}, \widehat{p}^{0}, \widehat{\Theta}^{0}$, and the initial temperature $T_{0}$.
(2) A sample ( $\widehat{\omega}^{k}, \widehat{L}^{k}, \widehat{p}^{k}, \widehat{\beta}^{k}, \widehat{\Theta}^{k}$ ) is drawn from the posterior distribution using the hybrid sampler outlined earlier. Each sub-chain is sampled via the corresponding move-type while all the other parameter values are set to their current estimate.
(3) Goto Step (2) with $k=k+1$ and $T_{k+1}$ until $k<\mathcal{K}$.

As usual, an exponential annealing schedule ( $T_{k+1}=0.98 T_{k}, T_{0}=6.0$ ) was chosen so that the algorithm would converge after a reasonable number of iterations. In our experiments, the algorithm was stopped after 200 iterations ( $T_{200} \approx 0.1$ ).

The proposed algorithm has been tested $[15,16]$ on a variety of real color images and results have also been compared to those produced by JSEG [82]. In Fig. 2.4, we show a couple of results obtained on the Berkeley Segmentation Dataset, and in Fig. 2.5, we plot the corresponding precision-recall curves. Note that RJMCMC has a slightly higher $F$-measure which ranks it over JSEG. However, it is fair to say that both method perform equally well but behave differently: while JSEG tends to smooth out fine details (hence it has a higher precision but lower recall value), RJMCMC prefers to keep fine details at the price of producing more edges (i.e. its recall values are higher at a lower precision value).


Figure 2.4: Benchmark results on images from the Berkeley Segmentation Dataset [16]


| Method | F-measure | CPU time |
| :--- | ---: | ---: |
| Human segmentation | 0.79 | - |
| RJMCMC | 0.57 | 15 min |
| JSEG | 0.56 | 2 min |

Figure 2.5: Precision-recall curve, F-measure and CPU time comparison for JSEG and RJMCMC [16].


Figure 2.6: Multi-layer MRF model [27, 29].


Figure 2.7: Three-layer MRF model for change detection [2].

### 2.4 Multilayer MRF modelization

The human visual system is not treating different features sequentially. Instead, multiple cues are perceived simultaneously and then they are integrated by our visual system in order to explain the observations. Therefore different image features has to be handled in a parallel fashion. We have developed such a model in a Markovian framework and successfully applied it to color-texture [30,31] and color-motion segmentation [1,2,27,29]. Herein, we present the MRF image segmentation model which aims at combining color and motion features for video object segmentation [27,29]. The model has a multi-layer structure (see Fig. 2.6): Each feature has its own layer, called feature layer, where an MRF model is defined using only the corresponding feature. A special layer is assigned to the combined MRF model. This layer interacts with each feature layer and provides the segmentation based on the combination of different features. Unlike previous methods, our approach doesn't assume motion boundaries being part of spatial ones. The uniqueness of the proposed method is the ability to detect boundaries that are visible only in the motion feature as well as those visible only in the color one.

Perceptually uniform color values and precomputed optical flow data is used as features for the segmentation. The proposed model consists of 3 layers. At each layer, we use a first order neighborhood system and extra inter-layer cliques (Fig. 2.6). The image features are represented by multivariate Gaussian distributions. For example, on the color layer, the observed image $\mathcal{F}^{c}=\left\{\mathbf{f}_{s}^{c} \mid s \in \mathcal{S}^{c}\right\}$ consists of three spectral component values ( $\mathrm{L}^{*} \mathrm{u}^{*} \mathrm{v}^{*}$ ) at each pixel $s$ denoted by the vector $\mathbf{f}_{s}^{c}$. The class label assigned to a site $s$ on the color layer is denoted by $\psi_{s}$. The energy function $U\left(\psi, \mathcal{F}^{c}\right)$ of the so defined MRF layer has the following form:

$$
\sum_{s \in \mathcal{S}^{c}} \mathcal{G}^{c}\left(\mathbf{f}_{s}^{c}, \psi_{s}\right)+\beta \sum_{\{s, r\} \in \mathcal{C}} \delta\left(\psi_{s}, \psi_{r}\right)+\sum_{s \in \mathcal{S}^{c}} V^{c}\left(\psi_{s}, \eta_{s}^{c}\right)
$$

where $\mathcal{G}^{c}\left(\mathbf{f}_{s}^{c}, \psi_{s}\right)$ denotes the Gaussian energy term. The last term $\left(V^{c}\left(\psi_{s}, \eta_{s}^{c}\right)\right)$ is the interlayer clique potential. The motion layer adopts a similar energy function with some obvious substitutions (i.e. for simplicity, we assume a translational motion model here - for a more elaborate model see [29]).

The combined layer only uses the motion and color features indirectly, through interlayer cliques. A label consists of a pair of color and motion labels such that $\eta=\left\langle\eta^{c}, \eta^{m}\right\rangle$, where $\eta^{c} \in \Lambda^{c}$ and $\eta^{m} \in \Lambda^{m}$. The set of labels is denoted by $\Lambda^{x}=\Lambda^{c} \times \Lambda^{m}$ and the number of classes $L^{x}=L^{c} L^{m}$. Obviously, not all of these labels are valid for a given image. Therefore the combined layer model also estimates the number of classes and chose those pairs of motion and color labels which are actually present in a given image. The energy function $U(\eta)$ is of the following form:

$$
\sum_{s \in \mathcal{S}^{x}}\left(V_{s}\left(\eta_{s}\right)+V^{c}\left(\psi_{s}, \eta_{s}^{c}\right)+V^{m}\left(\phi_{s}, \eta_{s}^{m}\right)\right)+\alpha \sum_{\{s, r\} \in \mathcal{C}} \delta\left(\eta_{s}, \eta_{r}\right)
$$

where $V_{s}\left(\eta_{s}\right)$ denotes singleton energies, $V^{c}\left(\psi_{s}, \eta_{s}^{c}\right)$ (resp. $V^{m}\left(\phi_{s}, \eta_{s}^{m}\right)$ denotes inter-layer clique potentials. The last term corresponds to second order intra-layer cliques which ensures


Figure 2.8: Segmentation results [27, 29].


Figure 2.9: Comparison of the segmentation results obtained by the proposed method [27, 29] and those produced by the algorithm of Khan \& Shah [130].
homogeneity of the combined layer. $\alpha$ has the same role as $\beta$ in the color layer model and $\delta\left(\eta_{s}, \eta_{r}\right)=-1$ if $\eta_{s}=\eta_{r}, 0$ if $\eta_{s} \neq \eta_{r}$ and 1 if $\eta_{s}^{c}=\eta_{r}^{c}$ and $\eta_{s}^{m} \neq \eta_{r}^{m}$ or $\eta_{s}^{c} \neq \eta_{r}^{c}$ and $\eta_{s}^{m}=\eta_{r}^{m}$. The idea is that region boundaries present at both color and motion layers are preferred over edges that are found only at one of the feature layers. At any site $s$, we have 5 inter-layer interactions between two layers: Site $s$ interacts with the corresponding site on the other layer as well as with the 4 neighboring sites two steps away (see Fig. 2.6). This potential is based on the difference of the first order potentials at the corresponding feature layers. Clearly, the difference is 0 if and only if both the feature layer and the combined layer has the same label. If the labels are different then it is proportional to the energy difference between the two labels. Finally, the singleton energy controls the number of classes at the combined layer by penalizing small classes.

### 2.4.1 Application to motion segmentation and change detection

The proposed algorithm has been tested on real video sequences [27,29]. We also compare the results to motion only and color only segmentation (basically a monogrid model similar to the one defined for the feature layers but without inter-layer cliques). The mean vectors and covariance matrices were computed over representative regions selected by the user. The number of motion and color classes is known a priori but classes on the combined layer are estimated during the segmentation process. Fig. 2.8 shows some segmentation results. Note that the head of the men on this image can only be separated from the background using motion features. Clearly, the multi-layer model provides significantly better results compared to color only and motion only segmentations. See Fig. 2.9 to compare the performance of the proposed method with the one from [130] on the Mother and Daughter standard sequence. Some of the contours are lost by [130] (the sofa, for example) while our method successfully identifies region boundaries. In particular, our method is able to separate the hand of the mother from the face of the daughter in spite of their similar color. This demonstrates again that the proposed method is quite powerful in combining motion and color features in order to detect boundaries visible only in one of the features. We can also handle occlusion and more complex motions using a modified multilayer model presented in [29]. The model has also been successfully applied to color-textured image segmentation [30,31].

Finally, we present the application of multilayer modeling for automatic change detection on airborne images taken with moving cameras [2]. Essentially, we want to extract the accurate silhouettes of moving objects or object-groups in images taken by moving airborne vehicles in consecutive moments. This problem is solved in two steps: first a coarse (but robust) image registration is performed for camera motion compensation, then the aligned input image pair is segmented into moving (foreground) objects and background. Main challanges are camera motion, noise and the parallax artifacts caused by the static objects having considerable height (buildings, trees, walls etc.) from the difference image.

A three-layer MRF model is constructed on a graph $\mathcal{G}$ whose structure is shown in Fig. 2.7. The final goal is to perform a binary segmentation of the images into foreground (fg) and background (bg) classes. For the segmentation, two type of features are extracted from the aligned image pair: $d(s)$, the gray level difference of the corresponding pixels in the registered images; and $c(s)$, the maxima in the local correlation function around pixel $s$. The sites of $\mathcal{G}$ are arranged into three layers: $S^{d}, S^{c}$ and $S^{*}$, each layer having the same size as the image lattice $S$. We assign to each pixel $s \in S$ a unique site in each layer: e.g. $s^{d}$ is the site corresponding to pixel $s$ on the layer $S^{d}$. We denote $s^{c} \in S^{c}$ and $s^{*} \in S^{*}$ similarly. The segmentation is obtained by assigning a label $\omega($.$) to all sites of \mathcal{G}$ from the label-set: $L \triangleq\{\mathrm{fg}, \mathrm{bg}\}$. The labeling of $S^{d} / S^{c}$ corresponds to the segmentation based on the $d(.) / c($. feature, respectively; while the labels at the $S^{*}$ layer present the final change mask.

In Fig. 2.10, we show some results obtained on three pairs of aerial images. For each pair, we show the ground truth change masks obtained by manual segmentation, the multilayer MRF results and a simple fusion obtained as a logical AND operation on the change masks of two monolayer segmentations based on each features. The increased precision of
the multi-layer model is clearly visible. Another application of multilayer modeling can be found in [62].
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Figure 2.10: Experimental results [2].
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## The "gas die cictclas MIRTR model

Object extraction remains one of the key problems of computer vision, which can be stated as finding regions in the image domain occupied by a specified object or objects. The solution often requires high-level knowledge about the shape of the objects. HOAC models integrate shape knowledge via the inclusion of explicit longrange dependencies between region boundary points. Herein, we will show how to set the parameters of the HOAC model to favor regions consisting of any number of approximately circular connected components, each component having approximately the same, specified radius. This yields the 'gas of circles' HOACs.

A subsequent reformulation of HOAC models as phase fields can be interpreted as
real-valued continuum Markov random fields. Discretizing the phase field GOC model, we will develop an equivalent 'gas of circles' Markov random field model that assigns high probability to regions in the image domain consisting of an unknown number of circles of a given radius. The MRF model is constructed in a principled way, thereby creating an equivalent MRF. The model can be used as a prior for object extraction whenever the objects conform to the 'gas of circles' geometry, e.g. tree crowns in aerial images or cells in biological images.

Here we present a theoretical and experimental analysis of these models. The performance is demonstrated on various synthetic images as well as on the problem of tree crown detection in aerial images.

### 3.1 Introduction

Object extraction remains one of the key problems of computer vision and image processing. The problem is easily stated: find the regions in the image domain occupied by a specified object or objects. The solution of this problem often requires high-level knowledge about the shape of the objects sought in order to deal with high noise, cluttered backgrounds, or occlusions [5, 13, 80, 129, 173, 188]. As a result, most approaches to extraction have, to differing degrees and in different ways, incorporated prior knowledge about the shape of the objects sought. Early approaches were quite generic, essentially encouraging smoothness of object boundaries [24, 74, 79, 97, 127]. For example, [24] uses a Markovian smoothness prior (basically a Potts model, i.e. boundary length is penalized); [97] uses a line process to control the formation of region boundaries and control curvature; while classical active contour models [127] use boundary length and curvature, and region area in order to favor smooth closed curves [74, 79].

Subsequently there has been a great deal of work on the inclusion of more specific prior shape knowledge. Many of these methods rely on a kind of template matching: shape variability is modeled as deformations of a reference shape or shapes. Often, borrowing ideas from Grenander's pattern theory [103], shape variability arising from changes of pose is modeled as the action of a transformation group on the shape. This may or may not be combined with further intrinsic shape variability. This knowledge is then summarized in a statistical model which is incorporated into a variational [78,80,92,176] or probabilistic $[86,123,153,183]$ framework. Although these methods are useful for many applications, the major drawback of using a reference shape (or shapes) is that handling an unknown number of instances of an object in the same image is difficult.

In this latter case, marked point processes constitute a very natural approach [83, 154, 165]. However, while allowing a unknown number of object instances, computational constraints mean that individual objects are usually modeled as belonging to very low-dimensional families, with no other shape variability allowed. This restricts the shapes that can be modeled and the geometric accuracy that can be achieved.

An alternative approach, known as 'higher-order active contours' (HOACs), was presented and developed in [13, 173]. HOAC models integrate shape knowledge without using reference shapes via the inclusion of explicit long-range dependencies between region boundary points. The lack of reference shapes means that they can be used to extract multiple instances of the same object.

Herein, we will show how to set the parameters of the HOAC model introduced in [173] to favor regions consisting of any number of approximately circular connected components, each component having approximately the same, specified radius [13]. A subsequent reformulation of HOAC models (and active contour models in general) as equivalent phase field models $[120,174]$ brings a number of theoretical and algorithmic advantages. One of the most important of these is that phase field models can be interpreted as real-valued continuum Markov random fields (MRFs), thereby allowing the theoretical and algorithmic toolbox


Figure 3.1: The interaction function $\Psi_{c}(z)$ for $d=2$.
of random field theory to be brought to bear. Binarizing the phase field (in any case, regions are defined by thresholding the real-valued phase field), and of course discretize its domain, we will develop an equivalent 'gas of circles' Markov random field model [5]. Both HOAC and MRF formulation of the 'gas of circles' model has many real life applications, e.g. they have been succesfully applied to the extraction of tree crowns from aerial images [5,13].

### 3.2 Higher order active contours

Higher-order active contours (HOACs), were presented and developed in [13, 173]. HOAC models integrate shape knowledge without using reference shapes via the inclusion of explicit long-range dependencies between region boundary points. The lack of reference shapes means that they can be used to extract multiple instances of the same object. Following [13], we show how to set the parameters of the model introduced in [173] to favor regions consisting of any number of approximately circular connected components, each component having approximately the same, specified radius. This 'gas of circles' (GOC) model was successfully used for the extraction of tree crowns from aerial images [13].

HOAC models, like all active contour models, represent a region $R$ by its boundary, $\partial R$, a closed 1-chain $\gamma$ in the image domain $\mathcal{D}$. The boundary $\partial R$ is an equivalence class (under diffeomorphisms of their domain) of zero or more closed parameterized curves. The HOAC energy for the GOC model is [13]:

$$
\begin{equation*}
E_{g}(\partial R)=\lambda_{c} L(\gamma)+\alpha_{c} A(\gamma)-\frac{\beta_{c}}{2} \int_{T \times T^{\prime}} n \cdot n^{\prime} \Psi_{c}\left(\left|\gamma-\gamma^{\prime}\right|\right) d t d t^{\prime}, \tag{3.1}
\end{equation*}
$$

where the parameterized curve $\gamma$ with domain $T$ is an arbitrary member of the equivalence class of parameterized curves corresponding to $\partial R$, and where $L$ and $A$ are the boundary length and interior area functionals. The last term of Eq. (3.1) controls the geometry of
the region, where $n$ represents an (un-normalized) normal vector to the boundary, and where here and elsewhere, primed and unprimed maps are evaluated at primed and unprimed points of their domain. The interaction function $\Psi_{c}$ takes the following form, plotted in Fig. 3.1:

$$
\Psi_{c}(z)= \begin{cases}\frac{1}{2}\left(2-\frac{|z|}{d}-\frac{1}{\pi} \sin \left(\frac{\pi(|z|-d)}{d}\right)\right) & \text { if }|z|<2 d  \tag{3.2}\\ 1-H(|z|-d) & \text { otherwise }\end{cases}
$$

where $d$ controls the range of interaction and $H$ is the Heaviside step function.

### 3.3 The 'gas of circles' HOAC model

For certain ranges of the parameters involved, the energy in Eq. (3.1) favours regions in the form of networks, consisting of long narrow arms with approximately parallel sides, joined together at junctions, as described by [173]. It thus provides a good prior for network extraction from images. This behaviour does not persist for all parameter values, however. In [13], we showed that if the parameter triple $\left(\lambda_{c}, \alpha_{c}, \beta_{c}\right)$ satisfies certain constraints, circular regions of a given radius will be local minima of the energy, and thus stable, thereby yielding the HOAC 'gas of circles' (GOC) model.

For this to work, a circle of the given radius must be stable, that is, it must be a local minimum of the energy. In Section 3.3.1, we show that stable circles are indeed possible provided certain constraints are placed on the parameters. More specifically, we expand the energy $E_{g}$ in a functional Taylor series to second order around a circle of radius $r_{0}$. The constraint that the circle be an energy extremum then requires that the first order term be zero, while the constraint that it be a minimum requires that the operator in the second order term be positive semi-definite. These requirements constrain the parameter values. In Section 3.3.2, we present numerical experiments using $E_{g}$ that confirm the results of this analysis.

### 3.3.1 Stability analysis

We denote a member of the equivalence class of maps representing the 1 -chain defining the circle by $\gamma_{0}$, and a small perturbation by $\delta \gamma$. To second order,

$$
\begin{equation*}
E_{g}(\gamma)=E_{g}\left(\gamma_{0}+\delta \gamma\right)=E_{g}\left(\gamma_{0}\right)+\left\langle\delta \gamma \left\lvert\, \frac{\delta E_{g}}{\delta \gamma}\right.\right\rangle_{\gamma_{0}}+\frac{1}{2}\langle\delta \gamma| \frac{\delta^{2} E_{g}}{\delta \gamma^{2}}|\delta \gamma\rangle_{\gamma_{0}} \tag{3.3}
\end{equation*}
$$

where $\langle\cdot \mid \cdot\rangle$ is a metric on the space of 1-chains.
Since $\gamma_{0}$ represents a circle, it is easiest to express it in terms of polar coordinates $r, \theta$ on $\mathcal{D}$. For a suitable choice of coordinate on $S^{1}$, a circle of radius $r_{0}$ centred on the origin is then given by $\gamma_{0}(t)=\left(r_{0}(t), \theta_{0}(t)\right)$, where $r_{0}(t)=r_{0}, \theta(t)=t$, and $t \in[-\pi, \pi)$. We are interested in the behaviour of small perturbations $\delta \gamma=(\delta r, \delta \theta)$. Because the energy $E_{g}$
is defined on 1-chains, tangential changes in $\gamma$ do not affect its value. We can therefore set $\delta \theta=0$, and concentrate on $\delta r$.

On the circle, using the arc length parameterization $t$, the integrands of the different terms in $E_{g}$ are functions of $t-t^{\prime}$ only; they are invariant to translations around the circle. In consequence, the second derivative $\delta^{2} E_{g} / \delta \gamma(t) \delta \gamma\left(t^{\prime}\right)$ is also translation invariant, and this implies that it can be diagonalized in the Fourier basis of the tangent space at $\gamma_{0}$. It is thus easiest to perform the calculation by expressing $\delta r$ in terms of this basis: $\delta r(t)=$ $\sum_{k} a_{k} e^{i r_{0} k t}$, where $k \in\left\{m / r_{0}: m \in \mathbb{Z}\right\}$. Below, we simply state the resulting expansions to second order in the $a_{k}$ for the three terms appearing in Eq. (3.1). Details can be found in [13].

The boundary length and interior area of the region are given to second order by

$$
\begin{align*}
& L(\gamma)=\int_{-\pi}^{\pi} d t|\tau(t)|=2 \pi r_{0}\left\{1+\frac{a_{0}}{r_{0}}+\frac{1}{2} \sum_{k} k^{2}\left|a_{k}\right|^{2}\right\}  \tag{3.4}\\
& A(\gamma)=\int_{-\pi}^{\pi} d \theta \int_{0}^{r(\theta)} d r^{\prime} r^{\prime}=\pi r_{0}^{2}+2 \pi r_{0} a_{0}+\pi \sum_{k}\left|a_{k}\right|^{2} \tag{3.5}
\end{align*}
$$

Note that there are no stable solutions using these terms alone. For the circle to be an extremum, we require $\lambda_{c} 2 \pi+\alpha_{c} 2 \pi r_{0}=0$, which tells us that $\alpha_{c}=-\lambda_{c} / r_{0}$. The criterion for a minimum is, for each $k, \lambda_{c} r_{0} k^{2}+\alpha_{c} \geq 0$. We must have $\lambda_{c}>0$ for stability at high frequencies. Substituting for $\alpha_{c}$, the condition becomes $\lambda_{c}\left(r_{0} k^{2}-r_{0}^{-1}\right) \geq 0$. Substituting $k=m / r_{0}$, gives the condition $m^{2}-1 \geq 0$ : the zero frequency perturbation is never stable.

The quadratic term can be expressed to second order as

$$
\begin{align*}
\iint_{-\pi}^{\pi} d t d t^{\prime} G\left(t, t^{\prime}\right) & =2 \pi \int_{-\pi}^{\pi} d p F_{00}(p)+4 \pi a_{0} \int_{-\pi}^{\pi} d p F_{10}(p)  \tag{3.6}\\
& +\sum_{k} 2 \pi\left|a_{k}\right|^{2}\left\{\left[2 \int_{-\pi}^{\pi} d p F_{20}(p)+\int_{-\pi}^{\pi} d p e^{-i r_{0} k p} F_{21}(p)\right]\right.  \tag{3.7}\\
& \left.\left.-\left[2 i r_{0} k \int_{-\pi}^{\pi} d p e^{-i r_{0} k p} F_{23}(p)\right]+\left[r_{0}^{2} k^{2} \int_{-\pi}^{\pi} d p e^{-i r_{0} k p} F_{24}(p)\right]\right\} .8\right)
\end{align*}
$$

where $G\left(t^{\prime}, t^{\prime}\right)=\tau\left(t^{\prime}\right) \cdot \tau(t) \Psi\left(R\left(t, t^{\prime}\right)\right)$. The $F_{i j}$ are functionals of $\Psi$ (and hence of $d$ ), and functions of $r_{0}$, as well as of $p$.

Combining Eq. (3.4), Eq. (3.5), and Eq. (3.8), we find, up to second order:

$$
\begin{equation*}
E_{g}\left(\gamma_{0}+\delta \gamma\right)=e_{0}\left(r_{0}\right)+a_{0} e_{1}\left(r_{0}\right)+\frac{1}{2} \sum_{k}\left|a_{k}\right|^{2} e_{2}\left(k, r_{0}\right) \tag{3.9}
\end{equation*}
$$

where

$$
\begin{aligned}
e_{0}\left(r_{0}\right)= & 2 \pi \lambda_{c} r_{0}+\pi \alpha_{c} r_{0}^{2}-\pi \beta_{c} G_{00}\left(r_{0}\right) \\
e_{1}\left(r_{0}\right)= & 2 \pi \lambda_{c}+2 \pi \alpha_{c} r_{0}-2 \pi \beta_{c} G_{10}\left(r_{0}\right) \\
e_{2}\left(k, r_{0}\right)= & 2 \pi \lambda_{c} r_{0} k^{2}+2 \pi \alpha_{c} \\
& -2 \pi \beta_{c}\left[2 G_{20}\left(r_{0}\right)+G_{21}\left(k, r_{0}\right)-2 i r_{0} k G_{23}\left(k, r_{0}\right)+r_{0}^{2} k^{2} G_{24}\left(k, r_{0}\right)\right],
\end{aligned}
$$



Figure 3.2: Plots of $e_{0}$ against $r_{0}$ and $e_{2}$ against $\hat{r}_{0} k$. Left: the energy of a circle $e_{0}$ plotted against radius $r_{0}$ for $\lambda_{c}=1.0, \alpha=0.8$, and $\beta_{c}=1.39$ calculated from Eq. (3.10) with $\hat{r}_{0}=1.0$. (The parameters of $\Psi$ are $d=1.0$ and $\epsilon=1.0$, but note that it is not necessary in general that $d=\hat{r}_{0}$.) The function has a minimum at $r_{0}=\hat{r}_{0}$ as desired. Right: the second derivative of $E_{g}$, $e_{2}$, plotted against $\hat{r}_{0} k$ for the same parameter values. The function is non-negative for all frequencies [13].
where $G_{i j}=\int_{-\pi}^{\pi} d p e^{-i r_{0}(1-\delta(j)) k p} F_{i j}(p)$. Note that there are no off-diagonal terms linking $a_{k}$ and $a_{k^{\prime}}$ for $k \neq k^{\prime}$ : the Fourier basis diagonalizes the second order term.

### 3.3.1. Parameter constraints

Note that a circle of any radius is always an extremum for non-zero frequency perturbations ( $a_{k}$ for $k \neq 0$ ), as these Fourier coefficients do not appear in the first order term (this is also a consequence of invariance to translations around the circle). The condition that a circle be an extremum for $a_{0}$ as well ( $e_{1}=0$ ) gives rise to a relation between the parameters:

$$
\begin{equation*}
\beta_{c}\left(\lambda_{c}, \alpha_{c}, \hat{r}_{0}\right)=\frac{\lambda_{c}+\alpha_{c} \hat{r}_{0}}{G_{10}\left(\hat{r}_{0}\right)}, \tag{3.10}
\end{equation*}
$$

where we have introduced $\hat{r}_{0}$ to indicate the radius at which there is an extremum, to distinguish it from $r_{0}$, the radius of the circle about which we are calculating the expansion Eq. (3.3). The left hand side of Fig. 3.2 shows a typical plot of the energy $e_{0}$ of a circle versus its radius $r_{0}$, with the $\beta_{c}$ parameter fixed using the Eq. (3.10) with $\lambda_{c}=1.0, \alpha=0.8$, and $\hat{r}_{0}=1.0$. The energy has a minimum at $r_{0}=\hat{r}_{0}$ as desired. The relationship between $\hat{r}_{0}$ and $\beta_{c}$ is not quite as straightforward as it might seem though. As can be seen, the energy also has a maximum at some radius. It is not a priori clear whether it will be the maximum or the minimum that appears at $\hat{r}_{0}$. If we graph the positions of the extrema of the energy of a circle against $\beta_{c}$ for fixed $\alpha_{c}$, we find a curve qualitatively similar to that shown in Fig. 3.3 (this is an example of a fold catastrophe). The solid curve represents the minimum, the dashed the maximum. Note that there is indeed a unique $\beta_{c}$ for a given choice of $\hat{r}_{0}$. Denote the point


Figure 3.3: Schematic plot of the positions of the extrema of the energy of a circle versus $\beta_{c}$ [13].
at the bottom of the curve by $\left(\beta_{c}^{(0)}, \hat{r}_{0}^{(0)}\right)$. Note that at $\beta_{c}=\beta_{c}^{(0)}$, the extrema merge and for $\beta_{c}<\beta_{c}^{(0)}$, there are no extrema: the energy curve is monotonic because the quadratic term is not strong enough to overcome the shrinking effect of the length and area terms. In order to use Eq. (3.10) then, we have to ensure that we are on the upper branch of Fig. 3.3.

Eq. (3.10) gives the value of $\beta_{c}$ that provides an extremum of $e_{0}$ with respect to changes of radius $a_{0}$ at a given $\hat{r}_{0}\left(e_{1}\left(\hat{r}_{0}\right)=0\right)$, but we still need to check that the circle of radius $\hat{r}_{0}$ is indeed stable to perturbations with non-zero frequency, i.e. that $e_{2}\left(k, \hat{r}_{0}\right)$ is non-negative for all $k$. Scaling arguments mean that in fact the sign of $e_{2}$ depends only on the combinations $\tilde{r}_{0}=r_{0} / d$ and $\tilde{\alpha}_{C}=\left(d / \lambda_{c}\right) \alpha_{c}$. The equation for $e_{2}$ can then be used to obtain bounds on $\tilde{\alpha}_{C}$ in terms of $\tilde{r}_{0}$. (Details of these calculations and bounds can be found in [13].) The right hand side of Fig. 3.2 shows a plot of $e_{2}\left(k, \hat{r}_{0}\right)$ against $\hat{r}_{0} k$ for the same parameter values used for the left hand side, showing that it is non-negative for all $\hat{r}_{0} k$.

We call the resulting model, the energy $E_{g}$ with parameters chosen according to the above criteria, the 'gas of circles' model.

### 3.3.2 Geometric experiments

To illustrate the behaviour of 'gas of circles' model, in this section we show the results of some experiments using $E_{g}$ (there are no image terms). Fig. 3.4 shows the result of gradient descent using $E_{g}$ starting from various different initial regions. (For details of the implementation of gradient descent for higher-order active contour energies using level set methods, see [173].) In the first column, four different initial regions are shown. The other three columns show the final regions, at convergence, for three different sets of parameters. In particular, the three columns have $\hat{r}_{0}=15.0,10.0$, and 5.0 respectively.

In the first row, the initial shape is a circle of radius 32 pixels. The stable states, which


Figure 3.4: Experimental results using the geometric term: the first column shows the initial conditions; the other columns show the stable states for various choices of the radius [13].
can be seen in the other three columns, are circles with the desired radii in every case. In the second row, the initial region is composed of four circles of different radii. Depending on the value of $\hat{r}_{0}$, some of these circles shrink and disappear. This behaviour can be explained by looking at Fig. 3.2. As already noted, the energy of a circle $e_{0}$ has a maximum at some radius $r_{\text {max }}$. If an initial circle has a radius less than $r_{\text {max }}$, it will 'slide down the energy slope' towards $r_{0}=0$, and disappear. If its radius is larger than $r_{\text {max }}$, it will finish in the minimum, with radius $\hat{r}_{0}$. This is precisely what is observed in this second experiment. In the third row, the initial condition is composed of four squares. The squares evolve to circles of the appropriate radii. The fourth row has an initial condition composed of four differing shapes. The nature of the stable states depends on the relation between the stable radius, $\hat{r}_{0}$, and the size of the initial shapes. If $\hat{r}_{0}$ is much smaller than an initial shape, this shape will 'decay' into several circles of radius $\hat{r}_{0}$.

### 3.4 Phase field model

A subsequent reformulation of HOAC models (and active contour models in general) as equivalent phase field models $[120,174]$ brings a number of theoretical and algorithmic advantages. One of the most important of these is that phase field models can be interpreted as real-valued continuum Markov random fields (MRFs), thereby allowing the theoretical and algorithmic toolbox of random field theory to be brought to bear. Regions are defined by thresholding the real-valued phase field. Herein, we will develop an MRF GOC model [5] equivalent to the phase field GOC model, by binarizing the phase field and of course discretizing its domain. We start from the phase field formulation of the contour energy of Eq. (3.1) given in [174]:

$$
\begin{array}{r}
E(\phi)=\int_{\mathcal{D}}\left\{\frac{D_{f}}{2}|\nabla \phi|^{2}+\alpha_{f}\left(\phi-\frac{\phi^{3}}{3}\right)+\lambda_{f}\left(\frac{\phi^{4}}{4}-\frac{\phi^{2}}{2}\right)\right\} d^{2} x- \\
-\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \nabla \phi \mathbf{G}\left(x, x^{\prime}\right) \nabla \phi^{\prime} d^{2} x d^{2} x^{\prime} \tag{3.11}
\end{array}
$$

where $\mathbf{G}\left(x, x^{\prime}\right)$ is defined as in [174]:

$$
\begin{equation*}
\mathbf{G}\left(x, x^{\prime}\right)=\Psi\left(\left\|x-x^{\prime}\right\|\right) \mathbf{I} \tag{3.12}
\end{equation*}
$$

where I is a $2 \times 2$ unit matrix and $\Psi$ is as follows:

$$
\Psi(z)= \begin{cases}\frac{1}{2}\left(2-\frac{z}{d}+\frac{1}{\pi} \sin \left(\frac{\pi z}{d}\right)\right) & \text { if } z<2 d  \tag{3.13}\\ 1-H(z-d) & \text { else }\end{cases}
$$

where $d$ is the range of interactions and $H$ is the Heaviside function. Note that in our case $z=\left\|x-x^{\prime}\right\|$, hence $z \geq 0$ is assumed in Eq. (3.13). The derivatives of $\Psi$ will also be useful (note that $z<2 d$ is assumed):

$$
\begin{align*}
\Psi^{\prime}(z) & =\frac{1}{2 d}\left(\cos \left(\frac{\pi z}{d}\right)-1\right)  \tag{3.14}\\
\Psi^{\prime \prime}(z) & =-\frac{\pi}{2 d^{2}} \sin \left(\frac{\pi z}{d}\right) \tag{3.15}
\end{align*}
$$

The higher order term in Eq. (3.11) can be integrated by parts:

$$
\begin{align*}
-\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \nabla \phi \mathbf{G}\left(x, x^{\prime}\right) \nabla \phi^{\prime} d^{2} x d^{2} x^{\prime} & =-\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \phi\left(\nabla \nabla^{\prime} \Psi\left(\left\|x-x^{\prime}\right\|\right) \mathbf{I}\right) \phi^{\prime} d^{2} x d^{2} x^{\prime}(3.16)  \tag{3.16}\\
& =-\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \phi\left(-\nabla^{2} \Psi\left(\left\|x-x^{\prime}\right\|\right) \mathbf{I}\right) \phi^{\prime} d^{2} x d^{2} x(3.17) \\
& =\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \underbrace{\nabla^{2} \Psi}_{\mathcal{G}}\left(\left\|x-x^{\prime}\right\|\right) \phi \phi^{\prime} d^{2} x d^{2} x^{\prime} \tag{3.18}
\end{align*}
$$

Using the followings:

$$
\begin{align*}
\nabla\left\|x-x^{\prime}\right\| & =\frac{x-x^{\prime}}{\left\|x-x^{\prime}\right\|}  \tag{3.19}\\
\nabla^{2}\left\|x-x^{\prime}\right\| & =\frac{1}{\left\|x-x^{\prime}\right\|} \tag{3.20}
\end{align*}
$$




Figure 3.5: Plots of the higher order interaction function $\mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)$ for $d=2$ (i.e. $\left\|x-x^{\prime}\right\|<4$ ). Left: Plot of $\mathcal{G}(z)$. Right: Surface plot of $\mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)$.
let us expand $\mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)=\nabla^{2} \Psi\left(\left\|x-x^{\prime}\right\|\right)$ :

$$
\begin{align*}
\mathcal{G}\left(\left\|x-x^{\prime}\right\|\right) & =\nabla^{2} \Psi\left(\left\|x-x^{\prime}\right\|\right)=\nabla \cdot\left(\Psi^{\prime}\left(\left\|x-x^{\prime}\right\|\right) \nabla\left\|x-x^{\prime}\right\|\right)  \tag{3.21}\\
& =\Psi^{\prime \prime}\left(\left\|x-x^{\prime}\right\|\right) \underbrace{\left(\nabla\left\|x-x^{\prime}\right\|\right)\left(\nabla\left\|x-x^{\prime}\right\|\right)}_{=1}+\Psi^{\prime}\left(\left\|x-x^{\prime}\right\|\right) \nabla^{2} \| x-\left(b^{\prime} \| 22\right) \\
& =\Psi^{\prime \prime}\left(\left\|x-x^{\prime}\right\|\right)+\frac{\Psi^{\prime}\left(\left\|x-x^{\prime}\right\|\right)}{\left\|x-x^{\prime}\right\|}  \tag{3.23}\\
& =\frac{1}{2 d\left\|x-x^{\prime}\right\|}\left(\cos \left(\frac{\pi\left\|x-x^{\prime}\right\|}{d}\right)-1\right)-\frac{\pi}{2 d^{2}} \sin \left(\frac{\pi\left\|x-x^{\prime}\right\|}{d}\right) \tag{3.24}
\end{align*}
$$

assuming $\left\|x-x^{\prime}\right\|<2 d$. Now we have the following energy functional to be discretized:

$$
\begin{align*}
E(\phi)= & \frac{D_{f}}{2} \int_{\mathcal{D}}|\nabla \phi|^{2} d^{2} x  \tag{3.25a}\\
& +\alpha_{f} \int_{\mathcal{D}}\left(\phi-\frac{\phi^{3}}{3}\right) d^{2} x  \tag{3.25b}\\
& +\lambda_{f} \int_{\mathcal{D}}\left(\frac{\phi^{4}}{4}-\frac{\phi^{2}}{2}\right) d^{2} x  \tag{3.25c}\\
& +\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \mathcal{G}\left(\left\|x-x^{\prime}\right\|\right) \phi \phi^{\prime} d^{2} x d^{2} x^{\prime} \tag{3.25d}
\end{align*}
$$

$\phi: \mathcal{D} \rightarrow[-1,1]$ is a real valued function on $\mathcal{D} \subset \mathbb{R}^{2}$. Basically, $\phi$ takes the value +1 inside and -1 outside a region $R$ while it changes linearly across the boundary $\partial R$. It is therefore a smoothed version of the characteristic function of $R$ up to a scaling and shift. It can also be regarded as a fuzzy membership function.

### 3.5 Equivalence of the HOAC, phase field, and MRF models

HOAC and phase field models represent binary partitionings of the domain $\mathcal{D}$. If we denote the space of binary partitions of the domain $\mathcal{D}$ by $\mathcal{B}$, then the following mappings will relate these representations to a partitioning:

$$
\begin{array}{ll}
g: & \Gamma \rightarrow \mathcal{B}, \gamma \mapsto B: g(\gamma)=\mathbb{1}_{B} \\
f: & \Phi \rightarrow \mathcal{B}, \phi \mapsto B: f(\phi)=\mathbb{1}_{B} \tag{3.27}
\end{array}
$$

where $\Gamma$ and $\Phi$ denote the space of HOACs and phase fields respectively. The mappings $f$ and $g$ are many to one, because we can reach the same characteristic function via several parameterization of the phase field and contour models. In general, $f$ may be regarded as a quantization of a given phase field function $\phi$ in order to obtain the characteristic function of the corresponding partition $B$, which is said to be represented by $\phi$. Such a quantization can be achieved in several ways. $\mathbb{1}_{B} \equiv H(\phi)$ is the simplest one used for example in [174]. A more generic approach is to convert $\phi$ into a fuzzy membership function $\chi_{B}=(\phi+1) / 2, \chi$ : $B \rightarrow[0,1]$ and then defuzzify $\chi_{B}$.

Both the HOAC and phase field models produce an optimal binary partitioning of the domain $\mathcal{D}$ in the sense that the resulting contour and field have the lowest energy state of the respective energy functionals:

$$
\begin{align*}
& \widehat{\gamma}=\arg \min _{\gamma \in \Gamma} E_{g}(\gamma)  \tag{3.28}\\
& \widehat{\phi}=\arg \min _{\phi \in \Phi} E(\phi) \tag{3.29}
\end{align*}
$$

Of course, the partitionings $\widehat{B}_{f}=f(\widehat{\phi})$ and $\widehat{B}_{g}=g(\widehat{\gamma})$ may not be the same.
While the above models are continuous, both the domain and state space of an MRF model are discrete. For now, let us consider a realization $\omega$ of the MRF as a binary labeling of the lattice $\mathcal{S}$ which is the discretization of the domain $\mathcal{D}$ :

$$
\begin{equation*}
\omega: \mathcal{S} \rightarrow\{-1,+1\} \tag{3.30}
\end{equation*}
$$

Depending on the discretization of $\mathcal{D}$, there may be several partitionings $B \in \mathcal{B}$ mapping to the same binary labeling $\omega$ :

$$
\begin{equation*}
m: \mathcal{B} \rightarrow \Omega, B \mapsto \omega, m(B)=2 \cdot \mathbb{1}_{B}-1 \equiv \omega \tag{3.31}
\end{equation*}
$$

where $\Omega$ denote the space of binary labelings of $\mathcal{S}$. $m$ is a many to one mapping as there are many continuous partitions which discretizes into the same binary labeling. Here the transfer of the characteristic function is easily defined but the discretization of the domain $\mathcal{D}$ can be achieved in several different ways.

In summary, starting from a phase field $\phi$, we can reach a binary labeling $\omega$, and this is a unique correspondence:

$$
\begin{equation*}
\phi \mapsto B \mapsto \omega: m(f(\phi))=\omega \tag{3.32}
\end{equation*}
$$

Note that we cannot directly relate a phase field $\phi$ to a labeling $\omega$ because none of the above mappings are invertible. However, we can define equivalence classes of binary partitions with respect to a given discretization of the domain $\mathcal{D}$ and equivalence classes of the phase fields with respect to a given defuzzification of the membership function $\chi_{B}$.

Before constructing an equivalent MRF model, we have to clarify in what sense we want the phase field, and MRF models to be equivalent. It is clear, that each of these models is describing the same real world phenomenon. Since each model aims at minimizing some energy functional, it is expected that the optimums (i.e. arguments of the global minimum) be equivalent. Formally:

$$
\begin{align*}
m(f(\widehat{\phi})) & =\widehat{\omega}, \text { where }  \tag{3.33}\\
\widehat{\omega} & =\arg \min _{\omega \in \Omega} U(\omega) \tag{3.34}
\end{align*}
$$

Unfortunately, it is not easy to quantify such an equivalence, partly because these optimums are defined indirectly, via the different energy functionals. Hence we will state a slightly more restricted, but easily formalized equivalence, which is also a sufficient (but not necessary) condition of the above optimum equivalence. Let us consider a map $m \circ f=W: \Phi \rightarrow$ $\Omega$. Since we will compute MAP estimates, and since we wish to preserve the property that circles of a given radius have higher probability than neighbouring configurations, we define the MRF energy to be [5]

$$
\begin{equation*}
U(\omega)=\min _{\Phi: W(\phi)=\omega} E(\phi) . \tag{3.35}
\end{equation*}
$$

We thus set the energy $U(\omega)$ of a particular binary field $\omega$ to the energy minimum of the phase fields $\{\phi: W(\phi)=\omega\}$ belonging to the equivalence class of $\omega$.

### 3.6 Discretization

Following our development in Section 3.5, we will now attempt to discretize the phase field model whose energy $E(\phi)$ is defined in Eq. (3.25). For that purpose, we have to discretize the domain $\mathcal{D}$, the function $\phi$, and the energy itself.

### 3.6.1 Quantization of the function $\phi$

The simplest way to quantize $\phi$ is taking $2 H(\phi)-1$. The resulting discrete function will be denoted by $\phi^{ \pm}: \mathcal{D} \rightarrow\{-1,+1\}$. The energy of the discrete function $\phi^{ \pm}$can be derived

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Figure 3.6: Discretization of the domain $\mathcal{D}$. Each lattice site $s \in \mathcal{S}$ represents a unit square $c_{s}$ in $\mathcal{D}$, that we call a cell.
from Eq. (3.25) as follows:

$$
\begin{align*}
E\left(\phi^{ \pm}\right)= & E(2 H(\phi)-1)  \tag{3.36}\\
= & \int_{\mathcal{D}}\left\{\frac{D_{f}}{2}|\nabla(2 H(\phi)-1)|^{2}+\alpha_{f}\left((2 H(\phi)-1)-\frac{(2 H(\phi)-1)^{3}}{3}\right)\right\} d^{2} x \\
& +\int_{\mathcal{D}} \lambda_{f}\left(\frac{(2 H(\phi)-1)^{4}}{4}-\frac{(2 H(\phi)-1)^{2}}{2}\right) d^{2} x \\
& +\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)(2 H(\phi)-1)\left(2 H\left(\phi^{\prime}\right)-1\right) d^{2} x d^{2} x^{\prime}  \tag{3.37}\\
= & \int_{\mathcal{D}}\left\{\frac{D_{f}}{2}|2 \delta(\phi) \nabla \phi|^{2}+\frac{2 \alpha_{f}}{3}(2 H(\phi)-1)-\frac{\lambda_{f}}{4}\right\} d^{2} x \\
& +\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)(2 H(\phi)-1)\left(2 H\left(\phi^{\prime}\right)-1\right) d^{2} x d^{2} x^{\prime} \tag{3.38}
\end{align*}
$$

Note that the discrete representation $\phi^{ \pm}$of the field $\phi$ corresponds to a contour representation $\gamma$ and this is a one to one mapping. Furthermore, the gradient term $\delta(\phi) \nabla \phi$ contributes a non-zero value only on the region boundaries, where $\phi=0$. Therefore this term corresponds to the contour length term $L(\gamma)$ in Eq. (3.1).

### 3.6.2 Discretization of the domain $\mathcal{D}$

$\mathcal{D}$ is simply discretized as a finite rectangular lattice $\mathcal{S} \subset \mathbb{Z}^{2}$. Each lattice site $s \in \mathcal{S}$ corresponds to (or represents) a rectangular area $c_{s}$ in $\mathcal{D}$, that we call a cell. In our case, these cells are squares of unit size (see Fig. 3.6). The energy $U(\phi)$ over the lattice $\mathcal{S}$ can be
derived from Eq. (3.25) as follows:

$$
\begin{align*}
E(\phi) \equiv U(\phi)= & \sum_{s \in \mathcal{S}}\left\{\frac{D_{f}}{2} \int_{c_{s}}|\nabla \phi|^{2} d^{2} x+\alpha_{f} \int_{c_{s}}\left(\phi-\frac{\phi^{3}}{3}\right) d^{2} x+\lambda_{f} \int_{c_{s}}\left(\frac{\phi^{4}}{4}-\frac{\phi^{2}}{2}\right) d^{2} x\right\} \\
& +\frac{\beta_{f}}{2} \sum_{s \in \mathcal{S}} \sum_{r \in \mathcal{S}} \int_{c_{s} \times c_{r}} \mathcal{G}\left(\left\|x-x^{\prime}\right\|\right) \phi \phi^{\prime} d^{2} x d^{2} x^{\prime} \tag{3.39}
\end{align*}
$$

### 3.6.3 Discretization of the energy functional

In the following, we will derive the discrete energy functional when both the domain $\mathcal{D}$ and function $\phi$ are discretized. This procedure will convert the continuous phase field model into a discrete one. The resulting discrete field will be denoted by $\omega: \mathcal{S} \rightarrow\{-1,+1\}$. In our case, it is natural to assume the following discretization and quantization:

$$
\begin{equation*}
\omega_{s}:=2 H\left(\int_{c_{s}} \phi d^{2} x\right)-1 \tag{3.40}
\end{equation*}
$$

Similarly, higher powers of $\phi$ are discretized as

$$
\begin{align*}
\omega_{s}^{n} & :=2 H\left(\int_{c_{s}} \phi^{n} d^{2} x\right)-1 ; \quad \forall n=2,3, \ldots  \tag{3.41}\\
& \equiv\left\{\begin{array}{cl}
+1 \quad \forall n=2,4, \ldots \\
\omega_{s} & \forall n=3,5, \ldots
\end{array}\right. \tag{3.42}
\end{align*}
$$

Let us now consider the phase field energy Eq. (3.25). As usual, the gradient operator $\nabla$ is replaced by the finite difference operator $\triangle$ :

$$
\begin{align*}
\nabla \phi & \approx \Delta \omega  \tag{3.43}\\
\int_{c_{s}}|\nabla \phi|^{2} & \approx \sum_{\|s-r\|=1}\left(\omega_{s}-\omega_{r}\right)^{2} \tag{3.44}
\end{align*}
$$

Hence the first term Eq. (3.25a) becomes

$$
\begin{align*}
\frac{D_{f}}{2} \int_{\mathcal{D}}|\nabla \phi|^{2} d^{2} x & =\frac{D_{f}}{2} \sum_{s} \int_{c_{s}}|\nabla \phi|^{2} d^{2} x  \tag{3.45}\\
& \approx D \sum_{\|s-r\|=1}\left(\omega_{s}-\omega_{r}\right)^{2} \tag{3.46}
\end{align*}
$$

where

$$
\begin{equation*}
D=\frac{1}{2} D_{f} \tag{3.47}
\end{equation*}
$$

The next term Eq. (3.25b) is approximated by

$$
\begin{align*}
\alpha_{f} \int_{\mathcal{D}}\left(\phi-\frac{\phi^{3}}{3}\right) d^{2} x & =\alpha_{f} \sum_{s}\left(\int_{c_{s}} \phi d^{2} x-\frac{1}{3} \int_{c_{s}} \phi^{3} d^{2} x\right) \\
& \approx \alpha_{f} \sum_{s}\left(\omega_{s}-\frac{1}{3} \omega_{s}\right)=\alpha_{f} \sum_{s} \frac{2}{3} \omega_{s} \\
& \approx \alpha \sum_{s} \omega_{s} \tag{3.48}
\end{align*}
$$

yielding

$$
\begin{equation*}
\alpha=\frac{2}{3} \alpha_{f} \tag{3.49}
\end{equation*}
$$

Eq. (3.25c) becomes

$$
\begin{align*}
\lambda_{f} \int_{\mathcal{D}}\left(\frac{\phi^{4}}{4}-\frac{\phi^{2}}{2}\right) d^{2} x & =\lambda_{f} \sum_{s}\left(\frac{1}{4} \int_{c_{s}} \phi^{4} d^{2} x-\frac{1}{2} \int_{c_{s}} \phi^{2} d^{2} x\right) \\
& \approx \lambda_{f} \sum_{s}\left(\frac{1}{4}-\frac{1}{2}\right)=\lambda_{f} \sum_{s}-\frac{1}{4} \\
& \approx \lambda|\mathcal{S}| \tag{3.50}
\end{align*}
$$

from which we get

$$
\begin{equation*}
\lambda=-\frac{1}{4} \lambda_{f} \tag{3.51}
\end{equation*}
$$

Finally the non-linear term Eq. (3.25d) is as follows

$$
\begin{align*}
\frac{\beta_{f}}{2} \int_{\mathcal{D}^{2}} \mathcal{G}\left(\left\|x-x^{\prime}\right\|\right) \phi \phi^{\prime} d^{2} x d^{2} x^{\prime} & =\beta_{f} \sum_{\|s-r\|<2 d} \int_{c_{s} \times c_{r}} \mathcal{G}\left(\left\|x-x^{\prime}\right\|\right) \phi \phi^{\prime} d^{2} x d^{2} x^{\prime} \\
& \approx \beta_{f} \sum_{\|s-r\|<2 d} \omega_{s} \omega_{r} \int_{c_{s} \times c_{r}} \mathcal{G}\left(\left\|x-x^{\prime}\right\|\right) d^{2} x d^{2} x^{\prime} \\
& \approx \beta \sum_{\|s-r\|<2 d} \omega_{s} \omega_{r} F_{s r}, \tag{3.52}
\end{align*}
$$

where $F_{s r}$ denotes the discrete version of the operator $\mathcal{G}\left(\left\|x-x^{\prime}\right\|\right)$. Setting

$$
\begin{equation*}
\beta=\beta_{f} \tag{3.53}
\end{equation*}
$$

yields

$$
\begin{equation*}
F_{s r}=\int_{c_{s} \times c_{r}} \mathcal{G}\left(\left\|x-x^{\prime}\right\|\right) d^{2} x d^{2} x^{\prime} \tag{3.54}
\end{equation*}
$$

Putting these terms together we get the energy of the discrete model:

$$
\begin{equation*}
U(\omega)=\lambda|\mathcal{S}|+\alpha \sum_{s} \omega_{s}+D \sum_{\|s-r\|=1}\left(\omega_{s}-\omega_{r}\right)^{2}+\beta \sum_{\|s-r\|<2 d} \omega_{s} \omega_{r} F_{s r} \tag{3.55}
\end{equation*}
$$

Note that the first term is constant hence it can be omitted when $U(\omega)$ is minimized. Now let us have a closer look at the parameters of the above energy functional.

### 3.6.3.1 Relationship between the parameters of the contour and field energies

The following relationship between the contour and field parameters has been derived in [174]:

$$
\begin{align*}
\lambda_{c}^{2} & =\frac{16 D_{f} \lambda_{f} K_{f}}{15} \text { with } K_{f}=1+5\left(\alpha_{f} / \lambda_{f}\right)^{2}  \tag{3.56}\\
\alpha_{c} & =\frac{4}{3} \alpha_{f}  \tag{3.57}\\
\beta_{c} & =4 \beta_{f} \tag{3.58}
\end{align*}
$$

The equivalence of the HOAC and phase field energy is thus established using the above parameter settings [174]. The value of $K_{f}$ is derived from an approximation of the phase field energy, see [174] for details.

### 3.6.3.2 Parameters of the discrete energy functional

In summary, we have the following relationship between the parameters of the HOAC energy Eq. (3.1), the continuous Eq. (3.25) and discrete Eq. (3.55) field energies:

$$
\begin{align*}
\alpha & =\frac{2}{3} \alpha_{f}=\frac{1}{2} \alpha_{c}  \tag{3.59}\\
D & =\frac{1}{2} D_{f}  \tag{3.60}\\
\lambda & =-\frac{1}{4} \lambda_{f}  \tag{3.61}\\
\beta & =\beta_{f}=\frac{1}{4} \beta_{c} \tag{3.62}
\end{align*}
$$

Finally, from Eq. (3.56) and the above equations, we get

$$
\begin{align*}
\lambda_{c}^{2} & =\frac{16 D_{f} \lambda_{f} K_{f}}{15} \text { with } K_{f}=1+5\left(\alpha_{f} / \lambda_{f}\right)^{2}  \tag{3.63}\\
& =\frac{-128 D \lambda K}{15} \text { with } K=1+5(3 \alpha /-8 \lambda)^{2} \tag{3.64}
\end{align*}
$$

### 3.7 Markovian interpretation

Now we will show that the discrete energy functional in Eq. (3.55) defines a Markov Random Field (MRF) with respect to an appropriate neighborhood system $\nu$. Since the first term of the energy is a constant $(\lambda|\mathcal{S}|)$, let us first remove it:

$$
\begin{equation*}
U(\omega)=\alpha \sum_{s} \omega_{s}+D \sum_{\|s-r\|=1}\left(\omega_{s}-\omega_{r}\right)^{2}+\beta \sum_{\|s-r\|<2 d} \omega_{s} \omega_{r} F_{s r} \tag{3.65}
\end{equation*}
$$



Figure 3.7: MRF neighborhood system corresponding to the higher order interaction function $\mathcal{G}(\| x-$ $\left.x^{\prime} \|\right)$ for $d=2$ (i.e. $\left\|x-x^{\prime}\right\|<4$ ).

In this context, $\omega=\left\{\omega_{s}: s \in \mathcal{S}\right\}$ is called the label process which is modeled as a MRF. $\Omega$ denotes the set of all possible labelings of the lattice $\mathcal{S}$. Since we have two labels ( $\pm 1$ ), $|\Omega|=2^{|\mathcal{S}|}$.

Definition 3.7.1 (Gibbs distribution) A Gibbs distribution is a probability measure $P$ on $\Omega$ with the following representation:

$$
\begin{equation*}
P(\omega)=\frac{\exp (-U(\omega))}{Z} \tag{3.66}
\end{equation*}
$$

where $Z$ is the normalizing constant or partition function:

$$
\begin{equation*}
Z=\sum_{\omega \in \Omega} \exp (-U(\omega)) \tag{3.67}
\end{equation*}
$$

Clearly, $U(\omega)$ from Eq. (3.65) defines a Gibbs distribution, although the computation of $Z$ is usually not tractable. Note however, that for sampling the field, we do not need to compute the actual value of $Z$ as long as the parameters $D, \alpha, \beta$ are fixed a priori. $\omega$ and $P(\omega)$ must also satisfy the following conditions:

Definition 3.7.2 (Markov random field) $\mathcal{X}$ is a Markov random field (MRF) with respect to $\nu$ if
(i) for all $\omega \in \Omega: P(\mathcal{X}=\omega)>0$,
(ii) for every $s \in \mathcal{S}$ and $\omega \in \Omega$ :

$$
P\left(X_{s}=\omega_{s} \mid X_{r}=\omega_{r}, r \neq s\right)=P\left(X_{s}=\omega_{s} \mid X_{r}=\omega_{r}, r \in \nu_{s}\right) .
$$

3.7.2/i) is satisfied by definition $(P(\omega)$ belongs to the exponential family). For 3.7.2/ii), we have to find the neighborhood system satisfying the Markovian constraint. In Eq. (3.65), there are two type of interactions (see Fig. 3.7):

1. The approximation of the gradient term by the finite differences in the second term, which corresponds to a classical nearest neighborhood.
2. The higher order pairwise interactions governed by the discrete operator $F$ which corresponds to a neighborhood of diameter $2 d$.

Since the size of the neighborhood is dominated by the latter interaction ( $d \geq 2$ in practice), we conclude that the neighborhood of a site $s \in \mathcal{S}$ consists of the set of sites $\nu_{s}=\{r \in$ $\mathcal{S}:\|s-r\|<2 d\}$ (see Fig. 3.7). The Gibbs - MRF equivalence is then established by the Hammersley-Clifford theorem [63].

Theorem 3.7.1 (Hammersley-Clifford) $\mathcal{X}$ is a MRF with respect to the neighborhood system $\nu$ if and only if $P(\omega)=P(\mathcal{X}=\omega)$ is a Gibbs distribution with an energy equal to the sum of clique potentials, that is

$$
\begin{equation*}
P(\omega)=\frac{\exp (-U(\omega))}{Z}=\frac{\exp \left(-\sum_{C \in \mathcal{C}} V_{C}(\omega)\right)}{Z} \tag{3.68}
\end{equation*}
$$

I
Definition 3.7.3 (Clique) A subset $C \subseteq \mathcal{S}$ is a clique if every pair of distinct sites in $C$ are neighbors. $\mathcal{C}$ denotes the set of cliques and $\operatorname{deg}(\mathcal{C})=\max _{C \in \mathcal{C}}|C|$.

The advantage of such a decomposition is that these potentials are a function of the local configuration of the field making it possible to define the Gibbs distribution directly in terms of local interactions. Since our neighborhood consists of three types of cliques (singleton, doubleton, and long range pairs), the definition of the energy function $U(\omega)$ can be completed by defining the corresponding clique potentials.

### 3.7.1 Singleton potential

$$
\begin{equation*}
\forall s: V_{s}=\alpha \omega_{s} \tag{3.69}
\end{equation*}
$$

Depending on the sign of $\alpha$, the singleton potential will either prefer $\omega_{s}=-1$ or $\omega_{s}=+1$ everywhere. Hence setting $\alpha>0$ will prefer a homogeneous background ( $\omega_{s}=-1$ ). It can also be interpreted as an area term. Thus as $\alpha$ is increased, typical configurations have less foreground pixels, yielding less circles. This is illustrated in Fig. 3.8), where samples from the MRF are shown for different $\alpha$.


Figure 3.8: Typical samples from the MRF defined by $U$ : the effect of altering $\alpha$ ( $d=8, \beta=0.096$, $D=0.1545$ ) [5].


| r | Phase field | MRF | PF/MRF |
| :---: | :---: | :---: | :---: |
| 2 | 8 | 12 | 0.66 |
| 3 | 16 | 20 | 0.8 |
| 4 | 21.5 | 28 | 0.77 |
| 5 | 27.3 | 36 | 0.75 |
| 10 | 62.6 | 76 | 0.82 |
| 15 | 95.5 | 116 | 0.82 |
| 20 | 128.5 | 156 | 0.82 |
| 50 | 326.4 | 396 | 0.82 |

Figure 3.9: The contour length in the continuous (left) and in the discrete model (right). The table shows the continuous and discrete lengths vs. different radius [5].

### 3.7.2 Doubleton potential

In the MRF model, the contour length is expressed by the doubleton term: when neighbors have different labels then there is an (implicit) contour element between them. In such cases the doubleton potential is non-zero, otherwise it vanishes. Hence the contour length in the MRF model is proportional to the overall energy of inhomogeneous doubletons:

$$
\forall\{s, r\},\|s-r\|=1: V_{\{s, r\}}=D\left(\omega_{s}-\omega_{r}\right)^{2}= \begin{cases}4 D & \text { if } \omega_{s} \neq \omega_{r}  \tag{3.70}\\ 0 & \text { otherwise }\end{cases}
$$

However, due to the discretization, this contour is longer than the one in the phase field, even when the phase field is discretized (see Fig. 3.9). In order to correct for this mismatch, we have to multiply $D_{f}$ by the ratio of contour lengths $((\approx 0.82)$ according to the table in Fig. 3.9). Furthermore, each doubleton potential is counted twice in the summation in Eq. (3.65), hence the final energy must be divided by 2 . We thus get the following modified formula (see Eq. (3.47) for the original formula) to compute $D$ from the phase field parameter $D_{f}$ :

$$
\begin{equation*}
D=\frac{0.82}{4} D_{f} \tag{3.71}
\end{equation*}
$$

### 3.7.3 Long range potential

Introduces the prior shape knowledge:

$$
\begin{align*}
\forall\{s, r\},\|s-r\|<2 d: \quad V_{\{s, r\}}^{\prime} & =\beta F_{s r} \omega_{s} \omega_{r}  \tag{3.72}\\
& = \begin{cases}-\beta F_{s r} & \text { if } \omega_{s} \neq \omega_{r} \\
+\beta F_{s r} & \text { otherwise }\end{cases} \tag{3.73}
\end{align*}
$$

Looking at Fig. 3.5 and Fig. 3.7, it is clear that the above potential at sites $\{s, r\}$ will favor the same label when $\|s-r\|<d^{\prime}$ (attractive case) and a different label if $d^{\prime}<\|s-r\|<2 d$ (repulsive case), where $d^{\prime}=d+\epsilon$, because the zero point of the high order interaction function is not in $d$, see Fig. 3.5. Furthermore, it has no effect when $\|s-r\|$ equals to 0 , or $d^{\prime}$. Therefore this potential is only meaningful when $d \geq 2$.

### 3.8 The 'gas of circles' MRF model

Using the energy function of Eq. (3.65), we can now easily define the probability $P(\omega)$ of the 'gas of circles' Markov random field $\omega$ as

$$
\begin{align*}
P(\omega) & =\frac{1}{Z} \exp (-U(\omega))  \tag{3.74}\\
& =\frac{1}{Z} \exp \left(-\alpha \sum_{s} \omega_{s}-D \sum_{\|s-r\|=1}\left(\omega_{s}-\omega_{r}\right)^{2}-\beta \sum_{\|s-r\|<2 d} F_{s r} \omega_{s} \omega_{r}\right) \tag{3.75}
\end{align*}
$$

where $Z$ is the partition function.
Of course, for the extraction of circular objects from real images, we also need a data likelihood, $P(\mathcal{I} \mid \omega)$, which completes the definition of the posterior $P(\omega \mid \mathcal{I})=P(\mathcal{I} \mid$ $\omega) P(\omega)$. Obviously, the definition of $P(\mathcal{I} \mid \omega)$ is problem dependent. Herein, we will use a data likelihood that represents the background and foreground pixel classes by Gaussian distributions. This adds inhomogeneous terms to $V_{s}$. The result is that in the posterior probability for $\omega, V_{s}$ is given by

$$
\begin{equation*}
V_{s}=\alpha \omega_{s}+\gamma\left(\ln \left(\sqrt{(2 \pi)} \sigma_{\omega_{s}}\right)+\frac{\left(\mathcal{I}_{s}-\mu_{\omega_{s}}\right)^{2}}{2 \sigma_{\omega_{s}}^{2}}\right) . \tag{3.76}
\end{equation*}
$$

The parameters of the Gaussian distributions $\mu_{ \pm 1}$ and $\sigma_{ \pm 1}$ are learned from representative samples provided by the user.

Using standard algorithms like simulated annealing (e.g. Gibbs Sampler [97] or the Metropolis-Hastings method [113, 152]), we can find MAP estimates $\widehat{\omega}$. In our experiments [5], we used a standard Gibbs sampler [97]. The initial temperature was set to 3 and we used an exponential annealing schedule $T_{k+1}=0.97 T_{k}$. The iterations were stopped


Figure 3.10: The evolution of the MRF model ( $\alpha=0.1863 ; D=0.1545 ; d=10$ ). From left to right we can see results at different temperatures. In the first row $(\beta=0.05)$ the contour vanishes, in the second row ( $\beta=0.6$ ) contour grows arms, and in the third row $(\beta=0.0911)$, where $\beta$ is computed from the GOC phase field model, the final regions are stable circles.
when the temperature decreased below 0.01 . Fig. 3.10 shows typical configurations sampled at differenet temperatures from the prior $P(\omega)$ in Eq. (3.75) with various parameter settings. These experiments confirm that the model behaves like the continuous models: when parameters are set according to the satibility analysis of the GOC model, then low energy configurations consist of stable circles.

### 3.8.1 Experiments

Table 3.1 shows the quantitative results obtained on a set of 160 synthetic noisy images. We compare the segmentation results to a classical MRF model [3], which doesn't include a shape prior. For a fair comparison, the false-positive (FP) and false-negative (FN) rates were computed while excluding the small circular regions. This is to avoid biasing the measure: the classical MRF should detect all regions having a particular intensity while our model will only detect the desired circles. Based on these numbers, it is clear that the proposed model is less sensitive to noise. Fig. 3.11 and Fig. 3.12 show sample results on synthetic images and demonstrates the results for various noise levels.


Figure 3.11: For moderate noise levels $(S N R=-5 d B)$, the classical MRF model finds all circles, but -as expected- the GOC MRF model detects only circles with the appropriate radius.


Figure 3.12: Results on synthetic noisy images. In the first row $S N R=-12 d B$, otherwise $S N R=$ $-16 d B$. The GOC MRF model segments the circles accurately while the classical MRF model is challenged by the high noise level.
MRF

| Noise (dB) | FP | FN |
| :---: | :---: | :---: |
| 0 | 13 | 46 |
| -5 | 22 | 76 |
| -10 | 34 | 144 |
| -14 | 42 | 223 |
| -16 | 49 | 431 |
| -20 | 102 | 651 |

GOC MRF

| Noise (dB) | FP | FN |
| :---: | :---: | :---: |
| 0 | 11 | 10 |
| -5 | 21 | 32 |
| -10 | 51 | 82 |
| -14 | 62 | 120 |
| -16 | 87 | 154 |
| -20 | 147 | 394 |

Table 3.1: Results on a set of 160 noisy synthetic images. Left: classical MRF; Right: GOC MRF. The slightly higher false-positive rate in the case of the GOC MRF model is probably due to the fact that a small error in the position of the detected circles results in more background pixels classified as foreground [5].

### 3.9 Application in remote sensing

Forestry is a domain in which image processing and computer vision techniques can have a significant impact. Resource management and conservation require information about the current state of a forest or plantation. Much of this information can be summarized in statistics related to the size and placement of individual tree crowns (e.g. mean crown area and diameter, density of the trees). Currently, this information is gathered using expensive field surveys and time-consuming semi-automatic procedures, with the result that partial information from a number of chosen sites frequently has to be extrapolated. An image processing method capable of automatically extracting tree crowns from high resolution aerial or satellite images and computing statistics based on the results would greatly aid this domain.

The tree crown extraction problem can be viewed as a special case of a general image understanding problem: the identification of the region $R$ in the image domain $\mathcal{D}$ corresponding to some entity or entities in the scene. In order to solve this problem in any particular case, we have to construct, even if only implicitly, a probability distribution on the space of regions $P(R \mid I, K)$. This distribution depends on the current image data $I$ and on any prior knowledge $K$ we may have about the region or about its relation to the image data, as encoded in the likelihood $P(I \mid R, K)$ and the prior $P(R \mid K)$ appearing in the Bayes' decomposition of $P(R \mid I, K)$ (or equivalently in their energies $-\ln P(I \mid R, K)$ and $-\ln P(R \mid K)$ ). This probability distribution can then be used to make estimates of the region we are looking for.

In the automatic solution of realistic problems, the prior knowledge $K$, and in particular prior knowledge about the 'shape' of the region, as described by $P(R \mid K)$, is critical. The tree crown extraction problem provides a good example: particularly in plantations, $R$ takes the form of a collection of approximately circular connected components of similar size. There is thus a great deal of prior knowledge about the region sought which can be modeled by the 'gas of circles' model.

The main challenge to successful detection of crowns is the cluttered background, which
causes traditional segmentation methods to fail. Fig. 3.13, Fig. 3.15, and Fig. 3.16 show some results. In Fig. 3.13 and Fig. 3.16, the trees are difficult to separate due to shadows, blur, and vegetation between neighbouring crowns. In Fig. 3.13, results with the HOAC, phase field, and MRF models are shown. In Fig. 3.15, the classical MRF model fails to separate trees from background vegetation because they have similar intensity distributions. Obviously, the $d$ parameter of our model, controlling the approximate radius of the detected trees, must be set correctly in order to achieve the best performance. Fig. 3.14 demonstrates the effect of various $d$ settings.


Original


Classical MRF


HOAC result [13]

$\operatorname{GOC} \operatorname{MRF}(d=6)$

phase field result [119]

$\operatorname{GOC} \operatorname{MRF}(d=7)$

Figure 3.13: Top: Results of the continuous models [13, 119]. Bottom: Results with various MRF models [5].


Figure 3.14: The effect of the $d$ parameter. As $d$ is increasing, smaller trees are not detected.


Figure 3.15: The classical MRF model fails to separate trees from background vegetation because they have similar intensity distributions [5].


Figure 3.16: Tree crown extraction result with the 'gas of circles' MRF model on a regularly planted pine forest [5].
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## 4.

## The multhonyer "gas ai cireles' model

Amajor limitation of the 'gas of circles' model is that touching or overlapping objects cannot be represented. A generalization of the original GOC model that overcomes these limitations while maintaining computational efficiency is the multi-layer phase field GOC model. It consists of multiple instances of the phase field GOC model, each instance being known as a 'layer'. Each layer has an associated energy function, regions being defined by thresholding. Intralayer interactions assign low energy to configurations consisting of non-overlapping nearcircular regions, while overlapping regions are represented in separate layers. Interlayer interactions penalize overlaps. This makes it possible to represent overlapping
objects as subsets on different layers, thereby removing the above limitation.

The Markovian formulation yields a multilayer binary Markov random field model that assigns high probability to object configurations in the image domain consisting of an unknown number of possibly touching or overlapping near-circular objects of approximately a given size. Each layer has an associated binary random field that specifies a region corresponding to objects. Overlapping objects are represented by regions in different layers. Within each layer, longrange clique potentials favor connected components of approximately circular shape, while regions in different layers that overlap are penalized through inter-layer cliques.

### 4.1 Introduction

An important subset of object extraction problems involve multiple objects of near-circular shape, e.g. tree crowns in remote sensing images, and cells and other structures in biological images, and are thus difficult to solve using standard shape modelling methods. To address these problems, the HOAC model has been developed favouring subsets of the image domain consisting of any number of near-circular components with approximately a given radius $[13,120]$. This 'gas of circles' (GOC) model was successfully used for the extraction of tree crowns from aerial images. The model suffers, however, from two limitations that render it unsuitable for many important applications. The first arises from the representation: because the configuration space consists of subsets of the image domain, as opposed to sets of subsets, touching or overlapping objects cannot be represented. The second arises from the model: the long-range interactions that favour near-circular shapes also create repulsive interactions between nearby objects, meaning that objects in low-energy configurations are typically separated by a distance comparable to their size.

Herein, we present a generalization of the GOC model that overcomes all these limitations while maintaining computational efficiency: the multi-layer phase field GOC model [42]. This model consists of multiple instances of the phase field GOC model, each instance being known as a 'layer'. This makes it possible to represent overlapping objects as subsets on different layers, thereby removing the first limitation. The only inter-layer interaction is an overlap penalty: the long-range interaction does not act between different layers. As a result, objects in separate layers do not repel, thereby removing the second limitation. MAP estimates can be computed by minimizing the energy of the model via gradient descent, which is relatively computationally efficient if a good initialization is available.

In [45], we have developed an equivalent binary Markov random field model, the multilayer GOC MRF model. The main difference compared to the continuous phase field model is that the MRF energy can be minimized via standard stochastic optimization, which although computationally more expensive than gradient descent- do not require any initialization.

With a suitable data likelihood, these models can be used for object extraction in the many cases in which the 'gas of circles' geometry is relevant. Herein, we demonstrate their use for the extraction of cells and lipid droplets from biological images.

### 4.2 Layered representation of overlapping near-circular shapes

We now extend the single-layer model of Eq. (3.11) to a multi-layer GOC model. The use of multiple layers enables the representation, not just of subsets, but of sets of subsets of $\mathcal{D}$, because subsets with non-empty intersection can now be represented on separate layers. As a result, the new model can represent objects that touch and overlap in the image.

Figure 4.1: Layered phase fields.
This is not enough on its own because the long-range interaction in Eq. (3.11) creates a repulsion between connected components, favouring configurations in which the objects are separated by a distance comparable to their size. While appropriate for some problems, e.g. tree crowns in regular plantations [120], it fails for problems in which objects are touching or overlapping, see e.g. Fig. 4.8. To overcome this limitation, in the new model the long-range interactions act intra-layer but not inter-layer. This has two effects. First, the low-energy configurations in each layer are still 'gas of circles' configurations, as required. Second, the repulsive interaction is eliminated, because repulsively interacting regions can 'escape' to separate layers. The result is that overlapping 'gas of circles' configurations on separate layers can now be combined without penalty. To avoid degenerate configurations, in which a given object is duplicated across all layers, an inter-layer area overlap penalty is introduced.

To proceed, we redefine the phase field as a multi-component object: $\phi=\left\{\phi_{i}\right\}_{i \in[1 . . \ell]}$ : $[1 . . \ell] \times \mathcal{D} \rightarrow \mathbb{R}$, $\phi$, where $\ell$ is the number of layers. The total energy $\tilde{E}$ of the new multi-layer model then takes the form

$$
\begin{equation*}
\tilde{E}(\phi)=\sum_{i=1}^{\ell} E\left(\phi_{i}\right)+\frac{\kappa}{4} \sum_{i \neq j} \int_{\mathcal{D}}\left(1+\phi_{i}\right)\left(1+\phi_{j}\right) \tag{4.1}
\end{equation*}
$$

where $E$ is defined in Eq. (3.11), and $\kappa$ is a new parameter controlling the strength of the overlap penalty. An example of a low-energy configuration is shown in Fig. 4.1.

Note that 'background' points, with $\phi_{i} \simeq-1$, do not generate overlap penalty. Note also that if they do not overlap, objects in range of the repulsive interaction will tend to lie in different layers. If they do overlap, there is competition between the repulsive interaction and the overlap penalty. If $\kappa$ is not too large, they will exist on separate layers; if $\kappa$ is large enough, they will exist on the same layer, perhaps reducing to one object.

### 4.2.1 Functional derivative of the layered energy

The layered phase field energy will be minimized via gradient descent, for which we need to compute its functional derivative:

$$
\begin{equation*}
\frac{\delta \tilde{E}(\phi)}{\delta \phi_{k}\left(x^{\prime}\right)}=\frac{\delta E\left(\phi_{k}\right)}{\delta \phi_{k}\left(x^{\prime}\right)}+\frac{\kappa}{4} \frac{\delta E_{O}(\phi)}{\delta \phi_{k}\left(x^{\prime}\right)} \tag{4.2}
\end{equation*}
$$

where $E_{O}(\phi)$ denotes the overlap energy term from Eq. (4.1). The first term is simply the functional derivative of $E$ evaluated at the $\phi_{k}$, and so is known [120,174]. The derivative of the overlap energy is

$$
\begin{align*}
\frac{\delta E_{O}(\phi)}{\delta \phi_{k}\left(x^{\prime}\right)} & =\sum_{i \neq j} \int_{\mathcal{D}} d x\left\{\delta_{i k} \delta\left(x, x^{\prime}\right)\left(1+\phi_{j}(x)\right)+\left(1+\phi_{i}(x)\right) \delta_{j k} \delta\left(x, x^{\prime}\right)\right\}  \tag{4.3}\\
& =\sum_{i \neq j} \delta_{i k}\left(1+\phi_{j}\left(x^{\prime}\right)\right)+\delta_{j k}\left(1+\phi_{i}\left(x^{\prime}\right)\right)  \tag{4.4}\\
& =\sum_{j}\left(1-\delta_{k j}\right)\left(1+\phi_{j}\left(x^{\prime}\right)\right)+\sum_{i}\left(1-\delta_{k i}\right)\left(1+\phi_{i}\left(x^{\prime}\right)\right)  \tag{4.5}\\
& =\sum_{j}\left(\left(1+\phi_{j}\left(x^{\prime}\right)\right)-\left(1+\phi_{k}\left(x^{\prime}\right)\right)\right)+\sum_{i}\left(\left(1+\phi_{i}\left(x^{\prime}\right)\right)-\left(1+\phi_{k}\left(x^{\prime}\right)\right)()^{2}\right.  \tag{4.6}\\
& =2 \sum_{i \neq k}\left(1+\phi_{i}\left(x^{\prime}\right)\right)  \tag{4.7}\\
& =2(\ell-1)+2 \sum_{i \neq k} \phi_{i}\left(x^{\prime}\right) \tag{4.8}
\end{align*}
$$

### 4.3 The multi-layer MRF 'gas of circles' model



Intra-layer interactions


Inter-layer interaction

Figure 4.2: MRF neighborhoods.

The multi-layer MRF GOC model, similar to the multi-layer phasefield model, uses multiple copies of the MRF GOC model, as follows [45]. The domain of the binary random field becomes $\tilde{\mathcal{S}}=\ell \times \mathcal{S}$, or alternatively, the field is a map from $\mathcal{S}$ to $\mathbb{B}^{\ell}$, where $\mathbb{B}=\{-1,+1\}$ and $\ell$ denotes either $\ell \in \mathbb{Z}^{+}$or the set $\{1, \ldots, \ell\}$. Hence $\omega=\left\{\omega^{(i)}\right\}$ for $i \in \ell$, where $\omega^{(i)}: \mathcal{S} \rightarrow \mathbb{B}$. In principle, we would like $\ell=\mathbb{Z}^{+}$,i.e. an infinite number of layers, as this would place no restrictions on the possible configurations. In practice, there is always a maximum number of mutual overlaps, and $\ell$ need be no larger than this.

Sites that only differ in the value of $i$ correspond to the same spatial point. Thus the domain $\tilde{\mathcal{S}}$ can be thought of as a series of layers, each of which is isomorphic to $\mathcal{S}$, hence the name 'multi-layer'. It is clear that the multi-layer field can represent overlapping objects, simply by placing the regions corresponding to them on different layers.

The Gibbs energy $\tilde{U}$ of the multi-layer model is the sum of the MRF GOC energies of each layer, plus an inter-layer interaction term that penalizes overlaps (see Fig. 4.2):

$$
\begin{equation*}
\tilde{U}(\omega)=\sum_{i=1}^{\ell} U\left(\omega^{(i)}\right)+\frac{\kappa}{4} \sum_{i \neq j} \sum_{s}\left(1+\omega_{s}^{(i)}\right)\left(1+\omega_{s}^{(j)}\right) \tag{4.9}
\end{equation*}
$$

where $\kappa$ is a new parameter controlling the strength of the overlap penalty. ${ }^{1}$ Note that the inter-layer energy is ultralocal: only corresponding sites on different layers interact. Thus two regions in different layers experience no interaction at all unless they overlap. This eliminates the repulsive energy that exists in the single-layer model, because nearby but nonoverlapping regions in different layers always have lower energy than the same regions in the same layer, assuming the intra-layer interactions are repulsive.

### 4.3.1 Energy of two interacting circles

In order to understand the behavior of the model, in this section we analyze the energy of two circles, on the same layer and on different layers. We consider the configurations shown in Fig. 4.3, where $w$ stands for the size of the intersection: $w<0$ means the circles do not intersect, while $w>0$ represents a non-empty intersection of width $w$. We want to express the energy of these configurations as a function of $w$. We take advantage of the equivalence of the 'gas of circles' MRF and HOAC models to use the higher-order active contour energy Eq. (3.1) to compute the energy of the two circles. The parameters of this energy come from the equivalences between the three formulations: $\beta_{c}=4 \beta$; the unit weight of a boundary point is $\frac{4 D}{0.82}$; while the difference in energy between an interior and exterior point is $2 \alpha$. Thus the MRF energy of a single circle with radius $r$ can be written as

$$
\begin{equation*}
E(r)=\frac{4 D}{0.82} 2 r \pi+2 \alpha r^{2} \pi-2 \beta \iint_{0}^{2 \pi} d \theta d \theta^{\prime} r^{2} \cos \left(\theta-\theta^{\prime}\right) G\left(\gamma(\theta)-\gamma\left(\theta^{\prime}\right)\right) \tag{4.10}
\end{equation*}
$$

[^1]


Figure 4.3: Configurations of two overlapping circles and corresponding plots of $E_{(M)}(r, w)$ and $E_{(S)}(r, w)$ vs. $w$ for two circles of radius $r=10$.
where $\gamma$ is an embedding corresponding to the circle, parameterized, as shown in Fig. 4.3, by polar angle $\theta$.

### 4.3.1.1 Different layers

When the two circles are in different layers, the only interaction energy is the inter-layer overlap penalty. Thus the energy is constant until the circles start to overlap. It then starts to increase:

$$
\begin{equation*}
E_{(M)}(r, w)=2 E(r)+\kappa A(r, w), \tag{4.11}
\end{equation*}
$$

where $A(r, w)$ is the area of the overlap given by

$$
A(r, w)= \begin{cases}2\left(r^{2} \arccos \left(1-\frac{w}{2 r}\right)-\left(r-\frac{w}{2}\right) \sqrt{2 r w-\frac{w^{2}}{4}}\right) & \text { if } w>0  \tag{4.12}\\ 0 & \text { otherwise }\end{cases}
$$

### 4.3.1.2 Same layer

When the two circles are in the same layer, they interact if $w>-2 d$ for the particular form of interaction function in Eq. (3.2). (Note that we need only consider $w \leq 2 r$, where $r$ is the radius of the circles, due to symmetry.) Thus if $w \leq-2 d$, the energy is simply $2 E(r)$. For $w>-2 d$, the energy increases with $w$ until $w \cong 0$. As the circles start to overlap (and thus no longer form two circles, but a combined 'dumbbell' shape), there is effectively an attractive energy that causes an energy decrease with increasing $w$ until the combined shape,
and thus the energy, becomes that of a single circle ( $w=2 r$ ). More precisely, the energy of two circles is

$$
\begin{align*}
E_{(S)}(r, w) & =\frac{4 D}{0.82} 2(2 r \pi-L(r, w))+2 \alpha\left(2 r^{2} \pi-A(r, w)\right) \\
& -4 \beta \iint_{\theta_{s}}^{\theta_{f}} d \theta_{1} d \theta_{1}^{\prime} r^{2} \cos \left(\theta_{1}-\theta_{1}^{\prime}\right) G\left(\gamma_{1}\left(\theta_{1}\right)-\gamma_{1}\left(\theta_{1}^{\prime}\right)\right) \\
& -2 \beta \iint_{\theta_{s}}^{\theta_{f}} d \theta_{1} d \theta_{2} r^{2} \cos \left(\theta_{1}-\left(\pi-\theta_{2}\right)\right) G\left(\Delta\left(\theta_{1}, \theta_{2}, w\right)\right) \tag{4.13}
\end{align*}
$$

where $\gamma_{1,2}$ are two embeddings corresponding to the two circles, parameterized by angles $\theta_{1,2}$ respectively, as shown in Fig. 4.3. We have taken advantage of symmetry to write the second line in terms of $\gamma_{1}$ only. $L(r, w)$ is the arc length of the intersection segment, while

$$
\begin{equation*}
\Delta\left(\theta_{1}, \theta_{2}, w\right)=\sqrt{\left(r\left(\sin \left(\theta_{1}\right)-\sin \left(\theta_{2}\right)\right)\right)^{2}+\left(2 r-w-r\left(\cos \left(\theta_{1}\right)-\cos \left(\theta_{2}\right)\right)\right)^{2}} \tag{4.14}
\end{equation*}
$$

is the distance between the points $\gamma_{1}\left(\theta_{1}\right)$ and $\gamma_{2}\left(\theta_{2}\right)$. The limits $\theta_{s}=\cos ^{-1}\left(\min \left(1, \frac{1-w}{2 d}\right)\right)$ and $\theta_{f}=2 \pi-\theta_{s}$ are the radial angles of the two intersection points.

The righthand side of Fig. 4.3 shows plots of $E_{(M)}(r, w)$ and $E_{(S)}(r, w)$ against $w$ for circles with $r=10$. When the overlap is greater than a certain threshold, controlled by $\kappa$, the energy of two circles in different layers becomes greater than two partially merged circles in one layer. Below this threshold, however, the two layer configuration has a lower energy. The stable configuration energy of two circles is given by the lower envelope of the curves in Fig. 4.3, and one can thus see that the repulsive energy that exists in the single-layer MRF GOC model is eliminated in the multi-layer MRF GOC model.

### 4.3.2 Experimental results

In this section, we report on the quantitative evaluation of the behavior and performance of the multi-layer MRF GOC model in object extraction problems involving simulated data and microscope images. Results were obtained as MAP estimates, using the multi-layer MRF GOC model as a prior, combined with a likelihood energy $U_{L}$ to be described shortly: $\hat{\omega}=$ $\arg \max _{\omega} P(I \mid \omega) P(\omega)=\arg \min _{\omega} U_{L}(I, \omega)+\tilde{U}(\omega)$, where $I: \mathcal{S} \rightarrow \mathbb{R}$ is the image data. Optimization was performed using Gibbs sampling coupled with simulated annealing [97]. The annealing schedule was exponential, with half-life at least 70 iterations, and a starting temperature of 3.0 for the parameter values used in the experiments.

### 4.3.2.1 Data likelihood

The data likelihood models the image in the interior and exterior regions using Gaussian distributions with constant means, and covariances equal to different multiples of the identity.


Figure 4.4: Stable configurations of the multi-layer MRF GOC model for different numbers of layers and values of $\kappa$.

In addition, we add an image gradient term connecting neighboring pixels, as follows. For each pair of neighboring sites, $s$ and $s^{\prime}$, let $\left(s, s^{\prime}\right)$ be the unit vector pointing from $s$ to $s^{\prime}$. Let $\hat{s}=\arg \max _{t \in\left\{s, s^{\prime}\right\}}(|\nabla I(t)|)$. Let $h\left(s, s^{\prime}\right)=\left|\left(s, s^{\prime}\right) \cdot \nabla I(\hat{s})\right|$. Then define

$$
g_{i}\left(s, s^{\prime}\right)= \begin{cases}h\left(s, s^{\prime}\right) & \omega_{s}^{(i)}=\omega_{s^{\prime}}^{(i)},  \tag{4.15}\\ |\nabla I(\hat{s})|-h\left(s, s^{\prime}\right) & \text { otherwise }\end{cases}
$$

The likelihood energy then becomes

$$
\begin{equation*}
U_{L}(I, \omega)=\sum_{i} \gamma\left\{\sum_{s}\left[\ln \left((2 \pi)^{1 / 2} \sigma_{\omega_{s}^{(i)}}\right)+\frac{\left(I_{s}-\mu_{\omega_{s}^{(i)}}\right)^{2}}{2 \sigma_{\omega_{s}^{(i)}}}\right]+\frac{\gamma_{2}}{2} \sum_{s} \sum_{s^{\prime} \sim s} g_{i}\left(s, s^{\prime}\right)\right\} \tag{4.16}
\end{equation*}
$$

where $\gamma$ and $\gamma_{2}$ are positive weights. In practice, the parameters $\mu_{ \pm 1}$ and $\sigma_{ \pm 1}$ of the Gaussian distributions were learned from representative samples.

### 4.3.2.2 Simulation results with the multi-layer MRF GOC model

In the first experiment, we study the global minima of $\tilde{U}$. Choosing, without loss of generality, $d=10$, and choosing the intra-layer parameters $\alpha=0.18634, D=0.15451$, and $\beta=0.091137$ according to the stability constraints [5,13] and to ensure that stable circles have negative energy, $\tilde{U}$ was then minimized for different numbers of layers $\ell$ and values of $\kappa$. Fig. 4.4 shows representative examples of these optimal configurations. The top-left


Figure 4.5: Plots of the relative interior area (left) and shape error (right) of the stable configurations against $\kappa$.


Figure 4.6: Results on noisy synthetic images ( $S N R=0 d B$ ) containing two circles of radius 10 with different degrees of overlap. Left: typical extraction results. Right: plot of segmentation error as a function of degree of overlap $(w)$ and $\kappa$.
result has $\ell=1$ : note the spacing of the circles due to the intra-layer repulsive energy. When there are more layers, the intra-layer energies favor a similarly dense 'gas of circles' in each layer. For $\ell \leq 3$, every layer may contain such a configuration without the circles in different layers overlapping. For $\ell>3$, however, it is not possible to achieve both an optimal configuration in each layer and zero overlap energy. For small $\kappa$, the model tries to generate a dense configuration in each layer at the price of having overlaps. For large $\kappa$, the situation is the opposite: the model tries to avoid overlaps at the price of having less circles in each layer. Fig. 4.5 shows a plot of the relative interior area $\frac{1}{\ell N} \sum H(\omega)$ against $\kappa$, where $N=|\mathcal{S}|$. The value is almost constant for $\ell \leq 3$, while for $\ell>3$, the value decreases with $\kappa$. The circularity of the regions was also evaluated. The righthand plot in Fig. 4.5 shows the percentage of pixels outside the ideal desired circles. Although for $\ell>3$, these errors increase slightly, overall they remain low, meaning that the connected components remain circles to good accuracy for all $\ell$ and $\kappa$.

### 4.3.2.3 Quantitative evaluation on synthetic images

In this experiment, we demonstrate the efficiency of our model in separating overlapping circles. A series of noisy synthetic images were generated containing two circles of radius 10 with different degrees of overlap. The weights in the likelihood energy were set to $\gamma=0.1$ and $\gamma_{2}=0$, i.e. no gradient term was used. We used two layers and differing $\kappa$ values in the range $[0.01,1]$. Segmentation error was evaluated as the proportion of incorrectly segmented pixels. A plot of these errors versus the amount of overlap $w$ and $\kappa$ is shown in Fig. 4.6. Note that there is a rather clear drop in the segmentation error for $\kappa \cong 0.7$. When $w>10$ (corresponding to an overlap of greater than $50 \%$ ), a larger $\kappa$ is required to get an accurate segmentation ( $\kappa=0.88$ was needed in the last case in Fig. 4.6), and for $w>15$, it is hard to get good quality results. In summary, the model performs well for reasonable overlaps and it is not sensitive to the value of $\kappa$. On the other hand, there is a performance drop for very large overlaps.

### 4.4 Application in biomedical imaging

Biomedical image segmentation aims to find the boundaries of various biological structures, e.g. cells, chromosomes, genes, proteins and other sub-cellular components in various image types [177]. Light microscope techniques are often used, but the resulting images are frequently noisy, blurred, and of low contrast, making accurate segmentation difficult. In many cases, the geometric structures involved are near-circular with many overlaps, so that our multi-layer 'gas of circles' model is well suited to extracting the desired structures. While the phase field model is computationally more efficient, it requires an appropriate initialization. The MRF model works without any particular initialization at the price of higher CPU times. Let us briefly review the results obtained on microscope data using these representations.

### 4.4.1 Performance of the phase field model

For the evaluation of the multi-layer phase field GOC model on real microscope images, we used the following phase field data term:

$$
\begin{align*}
E_{i}(I, R) & =\int_{\Omega}\left\{\gamma_{1} \nabla I \cdot \nabla \phi\right.  \tag{4.17}\\
& \left.+\gamma_{2}\left[\frac{\left(I-\mu_{\mathrm{in}}\right)^{2}}{2 \sigma_{\mathrm{in}}^{2}} \phi_{+}+\frac{\left(I-\mu_{\mathrm{out}}\right)^{2}}{2 \sigma_{\text {out }}^{2}} \phi_{-}\right]\right\}, \tag{4.18}
\end{align*}
$$

where: $\nabla \phi$, and $\phi_{ \pm}=(1 \pm \phi) / 2$ are approximately the normal vector to the boundary, and the characteristic functions of the region $(+)$ and its complement $(-)$ respectively [120]; $I: \mathcal{D} \rightarrow \mathbb{R}$ is the image data; $\mu_{\mathrm{in}, \text { out }}$ and $\sigma_{\mathrm{in}, \text { out }}$ are the parameters of pixel-wise Gaussian


Figure 4.7: Extraction from light microscope images of cells having a particular radius.


Figure 4.8: Extraction from light microscope images of lipid drops having a particular radius.
distributions modelling the image in the interior (in) and exterior (out) regions, learned from samples; and $\gamma_{1,2}$ are positive weights.

To initialize the multi-layer phase field, we used a simple thresholding and connected component detection, plus random assignment of different layers to nearby initial regions. Typical computation time in Matlab is about 20 seconds for a $200 \times 100$ image with 3 layers. Sample esults are shown in Fig. 4.7 and Fig. 4.8.

### 4.4.2 Results with the MRF model

The extraction results shown in Fig. 4.9 and Fig. 4.10 demonstrate the effectiveness of the proposed multi-layer MRF GOC model for this type of task. Computation times vary from
$\sim 20$ s to $\sim 1000$ s for images of size $N=10^{4}$. The key factor is the number of layers, with the minimum time corresponding to $\ell=2$, the maximum to $\ell=6$.


Figure 4.9: Extraction of cells from light microscope images using the multi-layer MRF GOC model.


Figure 4.10: Extraction of lipid drops from light microscope images using the multi-layer MRF GOC model.
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# Timen registraiton oi 2D ant 3D objects 

We consider the estimation of linear transformations aligning a known 2D or 3D object and its distorted observation. The classical way to solve this registration problem is to find correspondences between the two images and then compute the transformation parameters from these landmarks. Unlike traditional approaches, our method works without landmark extraction and feature correspondences. Here we present how to find a linear transformation as the solution of either a polynomial or a linear system of equations without establishing correspondences.

The basic idea is to set up a system of nonlinear equations whose solution directly provides the parameters of the align-
ing transformation. Each equation is generated by integrating a nonlinear function over the object's domains. Thus the number of equations is determined by the number of adopted nonlinear functions yielding a flexible mechanism to generate sufficiently many equations. An alternative formulation of the method leads to a linear system of equations constructed by fitting Gaussian densities to the shapes which preserve the effect of the unknown transformation.

The advantages of the proposed solutions are that they are fast, easy to implement, have linear time complexity, work without landmark correspondences and are independent of the magnitude of transformation.

### 5.1 Introduction

Registration is a crucial step when images of different views or sensors of an object need to be compared or combined. In a general setting, one is looking for a transformation which aligns two images such that one image (called the observation, or moving image) becomes similar to the second one (called the template, or model image). Due to the large number of possible transformations, there is a huge variability of the object signature. In fact, each observation is an element of the orbit of the transformations applied to the template. Hence the problem is inherently ill-defined unless this variability is taken into account.

Several techniques have been proposed to address the affine registration problem. By thresholding the magnitude of Fourier Transform of the images Zhang et al. [204] construct affine invariant features, which are insensitive to noise, in order to establish point correspondence. Several Fourier domain based methods $[125,133]$ represent images in a coordinate system in which the affine transformation is reduced to an anisotropic scaling factor, which can be computed using cross correlation methods. Govindu and Shekar [102] develop a framework that uses the statistical distribution of geometric properties of image contours to estimate the relevant transformation parameters. Main advantages of these methods is that they do not need point correspondences across views and images may also differ by the overall level of illumination. A novel one-element voxel attribute, the distance-intensity (DI) is defined in [95]. This feature encodes spatial information at a global level, and the distance of the voxel to its closest object boundary, together with the original intensity information. Then the registration is obtained by exploiting mutual information as a similarity measure on the DI feature space. For matching 2D feature points, [117] reduces the general affine case to the orthogonal case by using the means and covariance matrices of the point sets, then the rotation is computed as the roots of a low-degree complex coefficients polynomial. Another direct approach [169] extends the given pattern to a set of affine covariant versions, each carrying slightly different information, and then extract features for registration from each of them separately. The transformation is parameterized at different scales, using a decomposition of the deformation vector field over a sequence of nested (multiresolution) subspaces in [159]. An energy function describing the interactions between the images is then minimized under a set of constraints, ensuring that the transformation maintains the topology in the deformed image. Manay et al. [145] explore an optimization framework for computing shape distance and shape matching from integral invariants, which are employed for robustness to high-frequency noise. Shape warping by the computation of an optimal reparameterization allows this method to account for large localized changes such as occlusions and configuration changes. In [116] a method for identifying silhouettes from a given set of Radon projections is presented. The authors study how the Radon transform changes when a given 2D function is subjected to rotation, scaling, translation, and reflection. Using these properties, the parameters of the aligning transformation are expressed in terms of the Radon transform. In [107] a computationally simple solution is proposed to the affine registration of gray level images avoiding both the correspondence problem as well as the need for optimization. The original problem was reformulated as an equivalent linear parame-
ter estimation one having a unique and exact solution. However, the method relies on the availability of rich radiometric information which is clearly not available in the binary case.

Herein, we will present our generic framework for recovering linear [9, 49-51] deformations of binary objects without correspondences. The method has many applications in medical image analysis, a few examples will also be presented here.

### 5.2 Problem statement

Let us denote template and observation points by $\mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T} \in \mathbb{P}^{n}$ and $\mathbf{y}=$ $\left[y_{1}, y_{2}, \ldots, y_{n}\right]^{T} \in \mathbb{P}^{n}$ respectively. The projective space $\mathbb{P}^{n}$ allows simple notation for affine transforms and assumes using of homogeneous coordinates. Since affine transformations never alter the third (homogeneous) coordinate of a point, which is therefore always equal to 1, we, for simplicity, and without loss of generality, liberally interchange between projective and Euclidean space, keeping the simplest notation. The identity relation between the shapes is then as follows

$$
\begin{equation*}
\mathbf{y}=\mathbf{A} \mathbf{x} \quad \Leftrightarrow \quad \mathbf{x}=\mathbf{A}^{-1} \mathbf{y}, \tag{5.1}
\end{equation*}
$$

where $\mathbf{A} \in \mathbb{R}^{n \times n}$ is the unknown affine transformation that we want to recover. Classical landmark-based approaches would now identify sufficient number of point pairs $\left\{\mathbf{x}_{i}, \mathbf{y}_{i}\right\}_{i=1}^{m}$ then solve the system of linear equations obtained from Eq. (5.1). However, we are interested in a direct approach without solving the correspondence problem. For that purpose, shapes will be represented by their characteristic function $\mathbb{1}: \mathbb{P}^{n} \rightarrow\{0,1\}$, where 0 and 1 correspond to the background and foreground respectively. If we denote the template by $\mathbb{1}_{t}$ and the observation by $\mathbb{1}_{o}$, the following equality also holds

$$
\begin{equation*}
\mathbb{1}_{t}(\mathbf{x})=\mathbb{1}_{o}(\mathbf{A} \mathbf{x})=\mathbb{1}_{o}(\mathbf{y}) . \tag{5.2}
\end{equation*}
$$

When we can observe some image features (e.g. gray-levels of the pixels $[108,109]$ ) that are invariant under the transformation, then we can define an additional relation

$$
\begin{equation*}
f(\mathbf{x})=g(\mathbf{A} \mathbf{x})=g(\mathbf{y}), \tag{5.3}
\end{equation*}
$$

where $f, g: \mathbb{P}^{n} \rightarrow \mathbb{R}$ are covariant functions under the transformation $\mathbf{A}$, defined on those observed features. Furthermore, the above relations are still valid when a function is acting on both sides of Eq. (5.1) and Eq. (5.3) $[6,7,9,108,109]$. Indeed, for arbitrary $\omega: \mathbb{P}^{n} \rightarrow \mathbb{R}$ and $\eta: \mathbb{R} \rightarrow \mathbb{R}$, we get

$$
\begin{align*}
\omega(\mathbf{y}) & =\omega(\mathbf{A x})  \tag{5.4}\\
\eta \circ g(\mathbf{y}) & =\eta \circ g(\mathbf{A x})=\eta \circ f(\mathbf{x}) . \tag{5.5}
\end{align*}
$$

Starting from either Eq. (5.4) or Eq. (5.5), we can generate as many linearly independent equations as needed by making use of nonlinear $\omega$ (resp. $\eta$ ) functions. There is a fundamental difference between the above two equations though: the nonlinear function $\omega$ is acting directly on the point coordinates and hence on the unknown parameters of A resulting in a nonlinear system of equations [9]; whereas $\eta$ is acting on the covariant functions $f$ and $g$ allowing for a linear system of equations [6,7,108,109].


Figure 5.1: The effect of applying a polynomial (left) and a trigonometric (right) $\omega$ function can be interpreted as a consistent colorization or as a volume.

### 5.3 Solution via a nonlinear system of equations

Let us start with Eq. (5.4) and construct a system of polynomial equations [9]. For an easier presentation, we will consider 2D shapes where homogeneous coordinates of the template and observation points are denoted by $\mathbf{x}=\left[x_{1}, x_{2}, 1\right]^{T} \in \mathbb{P}^{2}$ and $\mathbf{y}=\left[y_{1}, y_{2}, 1\right]^{T} \in \mathbb{P}^{2}$ respectively. The unknown affine transformation $\mathbf{A}$ that we want to recover is thus

$$
\mathbf{A}=\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
0 & 0 & 1
\end{array}\right) \quad \text { and } \quad \mathbf{A}^{-1}=\left(\begin{array}{ccc}
q_{11} & q_{12} & q_{13} \\
q_{21} & q_{22} & q_{23} \\
0 & 0 & 1
\end{array}\right) .
$$

Note that $\mathbf{A}^{-1}$ exists and it is also an affine transformation since $\mathbf{A}$ is affine. We are interested in a direct solution without solving the correspondence problem. For that purpose, we will take the Lebesgue integral ${ }^{1}$ of both sides of the identity relation in Eq. (5.1)

$$
\begin{equation*}
\int_{\mathbb{P}^{2}} \mathbf{x} d \mathbf{x}=\frac{1}{|\mathbf{A}|} \int_{\mathbb{P}^{2}} \mathbf{A}^{-1} \mathbf{y} d \mathbf{y} \tag{5.6}
\end{equation*}
$$

where the integral transformation $\mathbf{x}=\mathbf{A}^{-1} \mathbf{y}, d \mathbf{x}=d \mathbf{y} /|\mathbf{A}|$ has been applied. The determinant $|\mathbf{A}|$ is the Jacobian which corresponds to the measure of the transformation. Furthermore, since shapes are represented by their characteristic functions $\mathbb{1}_{t}$ and $\mathbb{1}_{o}$ satisfying Eq. (5.2), the Jacobian can then be evaluated by integrating

$$
\int_{\mathbb{P}^{2}} \mathbb{1}_{t}(\mathbf{x}) d \mathbf{x}=\frac{1}{|\mathbf{A}|} \int_{\mathbb{P}^{2}} \mathbb{1}_{o}(\mathbf{y}) d \mathbf{y} \quad \Leftrightarrow \quad|\mathbf{A}|=\frac{\int_{\mathbb{P}^{2}} \mathbb{1}_{o}(\mathbf{y}) d \mathbf{y}}{\int_{\mathbb{P}^{2}} \mathbb{1}_{t}(\mathbf{x}) d \mathbf{x}} .
$$

Since the characteristic functions take only values from $\{0,1\}$, we can further simplify the above integrals by making use of the relation:

$$
\int_{\mathbb{P}^{2}} \mathbb{1}_{t}(\mathbf{x}) d \mathbf{x} \equiv \int_{\mathcal{F}_{t}} d \mathbf{x}
$$

[^2]where the finite domain $\mathcal{F}_{t}$ consists of the template foreground regions: $\mathcal{F}_{t}=\left\{\mathrm{x} \in \mathbb{P}^{2} \mid \mathbb{1}_{t}(\mathrm{x})=\right.$ $1\}$. Similarly, we can restrict the integral of $\mathbb{1}_{o}(\mathbf{y})$ to the observation foreground regions $\mathcal{F}_{o}$. Therefore evaluating the integrals yields the area of the foreground regions. From this point of view, the measure of the transformation $|\mathbf{A}|$ corresponds to the ratio of the observation and template shapes' area
\[

$$
\begin{equation*}
|\mathbf{A}|=\frac{\int_{\mathcal{F}_{o}} d \mathbf{y}}{\int_{\mathcal{F}_{t}} d \mathbf{x}}, \tag{5.7}
\end{equation*}
$$

\]

which can be directly computed from the input images. The sign ambiguity of the determinant is also easily eliminated: A negative Jacobian would mean that the transformation is not orientation-preserving (i.e. flipping of coordinates is allowed). In practice, however, physical constraints will usually prevent such a transformation hence we can assume that $|\mathbf{A}|$ is always positive.

Now multiplying Eq. (5.6) and Eq. (5.2) yields a finite integral equation:

$$
\begin{align*}
\int_{\mathbb{P}^{2}} \mathbf{x} \mathbb{1}_{t}(\mathbf{x}) d \mathbf{x} & =\frac{1}{|\mathbf{A}|} \int_{\mathbb{P}^{2}} \mathbf{A}^{-1} \mathbf{y} \mathbb{1}_{o}(\mathbf{y}) d \mathbf{y} \Leftrightarrow \\
\int_{\mathcal{F}_{t}} \mathbf{x} d \mathbf{x} & =\frac{1}{|\mathbf{A}|} \int_{\mathcal{F}_{o}} \mathbf{A}^{-1} \mathbf{y} d \mathbf{y} \tag{5.8}
\end{align*}
$$

This equation implies that the finite domains $\mathcal{F}_{t}$ and $\mathcal{F}_{o}$ are also related as $\mathcal{F}_{o}=\mathbf{A} \mathcal{F}_{t}$, i.e. we match the shapes as a whole instead of point correspondences. In fact, Eq. (5.8) is a linear system of two equations for $k=1,2$ :

$$
|\mathbf{A}| \int_{\mathcal{F}_{t}} x_{k} d \mathbf{x}=q_{k 1} \int_{\mathcal{F}_{o}} y_{1} d \mathbf{y}+q_{k 2} \int_{\mathcal{F}_{o}} y_{2} d \mathbf{y}+q_{k 3} \int_{\mathcal{F}_{o}} d \mathbf{y} .
$$

It is clear that both sides of the equation as well as the Jacobian can be easily computed from the input shapes. Unfortunately, two equations alone are not enough to solve for 6 unknowns. However, making use of Eq. (5.4), we can generate sufficiently many equations by making use of nonlinear $\omega$ functions:

$$
\begin{equation*}
\int_{\mathcal{F}_{t}} \omega(\mathbf{x}) d \mathbf{x}=\frac{1}{|\mathbf{A}|} \int_{\mathcal{F}_{o}} \omega\left(\mathbf{A}^{-1} \mathbf{y}\right) d \mathbf{y} \tag{5.9}
\end{equation*}
$$

Intuitively, each $\omega$ generates a consistent coloring of the shapes as shown in Fig. 5.1. From a geometric point of view, Eq. (5.8) simply matches the center of mass of the template and observation while the new equations of Eq. (5.9) match the volumes over the shapes constructed by the nonlinear functions $\omega$ (see Fig. 5.1). Since $\omega$ s are also applied to the unknowns, the resulting equations will be nonlinear. The simplest nonlinear system is a low order polynomial system thus we aim at choosing $\omega$ such that Eq. (5.9) is polynomial. The following proposition states that this is achieved when $\omega$ is a polynome.

Theorem 5.3.1 Let $\omega: \mathbb{P}^{n} \rightarrow \mathbb{P}^{n}$ and $\mathrm{x} \in \mathbb{P}^{n}(n \in \mathbb{N})$. If the $k$ th coordinate of $\omega(\mathbf{x})$, denoted by $\omega^{k}(\mathbf{x})=p_{k}$ is a real $n$-variate polynome, $1 \leq k \leq n$, then applying $\omega$ in Eq. (5.9) results in a polynomial system of equations up to a degree of $\operatorname{deg}\left(p_{k}\right)$.

The proof can be found in Appendix A. 2 and in [9].
It is thus clear that the class of $x^{n}\left(n \in \mathbb{N}_{0}\right)$ functions are a perfect choice for $\omega$. Hence, we obtain the following polynomial equations for $k=1,2$ and $n=1,2,3$ :

$$
\begin{equation*}
|\mathbf{A}| \int x_{k}^{n}=\sum_{i=1}^{n}\binom{n}{i} \sum_{j=0}^{i}\binom{i}{j} q_{k 1}^{n-i} q_{k 2}^{i-j} q_{k 3}^{j} \int y_{1}^{n-i} y_{2}^{i-j} \tag{5.10}
\end{equation*}
$$

The system of Eq. (5.10) contains six polynomial equations up to order three which is sufficient to solve for all unknowns. In fact we have two separate systems for $k=1,2$ :

$$
\begin{align*}
|\mathbf{A}| \int x_{k}= & q_{k 1} \int y_{1}+q_{k 2} \int y_{2}+q_{k 3} \int 1,  \tag{5.11}\\
|\mathbf{A}| \int x_{k}^{2}= & q_{k 1}^{2} \int y_{1}^{2}+q_{k 2}^{2} \int y_{2}^{2}+q_{k 3}^{2} \int 1+2 q_{k 1} q_{k 2} \int y_{1} y_{2}+2 q_{k 1} q_{k 3} \int y_{1} \\
& +2 q_{k 2} q_{k 3} \int y_{2},  \tag{5.12}\\
|\mathbf{A}| \int x_{k}^{3}= & q_{k 1}^{3} \int y_{1}^{3}+q_{k 2}^{3} \int y_{2}^{3}+q_{k 3}^{3} \int 1+3 q_{k 1}^{2} q_{k 2} \int y_{1}^{2} y_{2}+3 q_{k 1}^{2} q_{k 3} \int y_{1}^{2} \\
& +3 q_{k 2}^{2} q_{k 3} \int y_{2}^{2}+3 q_{k 1} q_{k 2}^{2} \int y_{1} y_{2}^{2}+3 q_{k 2} q_{k 3}^{2} \int y_{2}+3 q_{k 1} q_{k 3}^{2} \int y_{1} \\
& +6 q_{k 1} q_{k 2} q_{k 3} \int y_{1} y_{2} . \tag{5.13}
\end{align*}
$$

The solution is obtained via a direct solver (e.g. the solve function in Matlab, but other packages are also available, like PHCpack [193-195]) in a single pass without any loop or optimization [9]. Although, we have to solve a polynomial system, the complexity of this step is constant and, most importantly, independent of the image size. A demo implementation is also availabel at our website http://www.inf.u-szeged.hu/~kato/software/ affbinregdemo.html. However, we may get several possible solutions for each unknown $q_{k i}$ due to the cubic polynomial equations. Out of these potential solutions, we can select the right one by dropping the complex roots and selecting the transformation whose determinant matches the Jacobian computed by Eq. (5.7). Note that an exact solution always exists, whenever Eq. (5.2) is satisfied. In practice, however, a solution may not exists due to discretization errors or noise on the point coordinates. We can always check for the existence of a solution by computing the resultant of the system, which is a second order polynome. On the other hand, the solution is not unique (but exists!), when the shape is affine symmetric.

When an overdetermined system is constructed [51], then a least-squares solution can be obtained by classical Levenberg-Marquardt algorithm [147].

Some registration examples can be seen in Fig. 5.8, where hip prosthesis X-ray image pairs are aligned using a 2D affine transformation. The goal is to fuse post operative followup scans of the hip prosthesis to check loosening of the implant. Note that correspondencebased methods are challenged by lack of corner-like landmarks and the nonlinear radiometric distortion between follow-ups. However, segmentation of the implant is straightforward,
hence binary registration is a viable option here. In spite of the inherent modeling error (the physical transformation of the implant is a 3D rigid motion followed by a projection), our method was able to find a precise alignment. This is mainly due to the fact, that images are taken in a standard position of the patient, hence affine transformation is a good approximation.

### 5.3.1 Registration of 3D objects

The extension of the polynomial equations to 3D objects [49-51] is relatively straightforward. To generate a polynomial system, we select polynomial functions of the form $\omega(\mathbf{x})_{p_{1}, \ldots, p_{n}}^{(k)}=x_{1}^{p_{1}} \ldots x_{n}^{p_{n}}$, denoting the $k$-th coordinate of the transformed point, where $p_{1}, \ldots, p_{n} \in \mathbb{N}_{0}$. From Eq. (5.9) these functions generate the following polynomial equations (up to order 3):

$$
\begin{align*}
|\mathbf{A}| \int_{\mathcal{F}_{t}} 1 d \mathbf{x} & =\int_{\mathcal{F}_{o}} 1 d \mathbf{y}  \tag{5.14}\\
|\mathbf{A}| \int_{\mathcal{F}_{t}} x_{a} d \mathbf{x} & =\sum_{i=1}^{n+1} q_{a i} \int_{\mathcal{F}_{o}} y_{i} d \mathbf{y}  \tag{5.15}\\
|\mathbf{A}| \int_{\mathcal{F}_{t}} x_{a} x_{b} d \mathbf{x} & =\sum_{i=1}^{n+1} \sum_{j=1}^{n+1} q_{a i} q_{b j} \int_{\mathcal{F}_{o}} y_{i} y_{j} d \mathbf{y},  \tag{5.16}\\
|\mathbf{A}| \int_{\mathcal{F}_{t}} x_{a} x_{b} x_{c} d \mathbf{x} & =\sum_{i=1}^{n+1} \sum_{j=1}^{n+1} \sum_{k=1}^{n+1} q_{a i} q_{b j} q_{c k} \int_{\mathcal{F}_{o}} y_{i} y_{j} y_{k} d \mathbf{y} \tag{5.17}
\end{align*}
$$

where $1 \leq a, b, c \leq n, a \leq b \leq c$, and $q_{i j}$ denote the unknown elements of the 3-dimensional inverse transformation $\mathbf{A}^{-1}$. The formulation of higher order polynomials is analogous.

In general, these functions introduce mixed moments in both sides of the equations, yieling one, non-separable system. In practice, that causes no problems when using an iterative least-squares solution method, but usually it is not efficient to solve such a system analytically We can achieve $n$ separable systems of equations by further limiting the $\omega$ functions: out of parameters $p_{i}$ only one of them is allowed to be non-zero. In this case the $k$-th system of equations can be written in a more compact form to any order $p$ as

$$
\begin{align*}
|\mathbf{A}| \int_{\mathcal{F}_{t}} x_{k}^{p} d \mathbf{x}= & \sum_{i_{1}=0}^{p}\binom{p}{i_{1}} \sum_{i_{2}=0}^{i_{1}}\binom{i_{1}}{i_{2}} \ldots \sum_{i_{n}=0}^{i_{n-1}}\binom{i_{n-1}}{i_{n}} \\
& q_{k 1}^{p-i_{1}} \ldots q_{k n}^{i_{n-1}-i_{n}} q_{k, n+1}^{i_{n}} \int_{\mathcal{F}_{o}} y_{1}^{p-i_{1}} y_{2}^{i_{1}-i_{2}} \ldots y_{n}^{i_{n-1}-i_{n}} d \mathbf{y} . \tag{5.18}
\end{align*}
$$

However, numerical implementation has to be carefully designed. Therefore, both in 2D and 3D we examined two different types of solution methods: iterative least-squares solutions and direct analytical solutions.


Figure 5.2: Affine puzzle: reconstructing the complete template object from its deformed parts.

- In case of a direct method, limited number of equations can be used (according to the degree of freedom of the $n$-dimensional affine transformation), while an iterative approach allows for an overdetermined system, which may give more stability.
- Direct methods may provide many hundreds or even thousands of possible solutions, many (or even all) of them may be complex thus a solution selection scheme has to be used to produce only one real solution from these. Iterative methods provide a single real solution, but the search may fall into local minima. To avoid such local minima, usually a sophisticated search strategy is necessary.
- Direct methods can provide full affine solutions only, but in case of iterative methods restrictions to lower degree of freedom transformations are easy to impose.

We found that the direct approach gives more stable results, but the iterative one is more precise. It is also possible to combine the two approaches: The direct approach provides the initialization of the iterative one. A demo implementation of our 3D shape registration method is available at http://www.inf.u-szeged.hu/~kato/software/ affbin3dregdemo.html

Another issue is discretization error, which might be particularly problematic in 3D. For that purpose, we extended our method by investigating the case when the segmentation method is capable of producing fuzzy objects instead of a binary result in both 2D and 3D. It has been shown that the information preserved by using fuzzy representation based on area coverage may be successfully utilized to improve precision and accuracy of our equations $[49,51]$. The result of a series of synthetic tests showed that fuzzy representation yields lower registration errors in average.

Quantitative evaluation on synthetic data of the various algorithmic solutions has been presented in [9, 49, 51] In Fig. 5.9 and Fig. 5.10, some registration results on 3D medical images are shown.

### 5.4 Affine puzzle

The affine puzzle problem can be formulated as follows: Given a binary image of an object (the template) and another binary image (the observation) containing the fragments of the template, we want to establish the geometric correspondence between these images which reconstructs the complete template object from its parts. The overall distortion is a global nonlinear transformation with the following constraint (see Fig. 5.2):

- the object parts are distinct (i.e. either disconnected or separated by segmentation),
- all fragments of the template are available, but
- each of them is subject to a different affine deformation, and the partitioning of the template object is unknown.

A related problem is partial matching of shapes [69,94,170]. Partial matching addresses a particularly challenging setting of classical shape matching, where two shapes are dissimilar in general, but have significant similar parts. In this context, our problem would require to find a partial matching between the template and each fragments of the observation. Current approaches are usually based on the Laplace-Beltrami framework [170, 178], but classical approaches like the Iterative Closest Point (ICP) [65] algorithm can also be used assuming an appropriate shape representation [69]. Considering the rather high computational complexity of these algorithms, this solution is far from optimal for our problem.

Most of the existing solutions to the puzzle problem [132,150,163] consist in matching fragment-pairs to find neighbors, which are then reassembled by a rigid body transformation. Although classical approaches may account for a template object by incorporating a set of constraints to improve the overall performance, they are primarily targeted to problems where a template is not available, e.g. archaeology [150]. On the other hand, there are many applications where a template object is available: In industrial applications usually 3D models of manufactured parts can be easily produced. In medical imaging an atlas can be used or, by taking advantage of the symmetry of the human body, the intact bone can provide a template for bone fracture reduction, as shown in Fig. 5.11. Therefore we address this important setting of the puzzle problem and propose a generic solution which can be applied to both 2D and 3D transformations. The proposed solution [8] consists in constructing and solving a polynomial system of equations similar to Eq. (5.11)-(5.13), which provides all the unknown parameters of the alignment.

### 5.4.1 Realigning object parts

Given an $n$ dimensional template object and an observation containing its affine deformed fragments, we want to recover the transformations realigning these shapes into their original position on the template. Let us denote the homogeneous point coordinates of the template
and observation by $\mathbf{x}=\left[x_{1}, \ldots, x_{n}, 1\right]$ and $\mathbf{y}=\left[y_{1}, \ldots, y_{n}, 1\right] \in \mathbb{P}^{n}$. Furthermore, let $\ell \in \mathbb{N}$ denote the number of fragments on the observation. The transformation aligning the observation with the template is a non-linear one, composed of $\ell$ linear transformations

$$
\mathbf{A}_{i}=\left[\begin{array}{cccc}
a_{i 11} & a_{i 12} & \ldots & a_{i 1(n+1)}  \tag{5.19}\\
\vdots & & \ddots & \vdots \\
a_{i n 1} & a_{i n 2} & \ldots & a_{i n(n+1)} \\
0 & 0 & \ldots & 1
\end{array}\right] \quad i=1, \ldots \ell
$$

Since the observation has disjoint parts, we can assume that points of each deformed shape are labeled by the function $\lambda^{\prime}: \mathbb{P}^{n} \rightarrow\{0,1, \ldots, \ell\}$, which assigns 0 to the background. Obviously, there is a corresponding hidden labeling $\lambda: \mathbb{P}^{n} \rightarrow\{0,1, \ldots, \ell\}$ which assigns the label $i$ to the template points corresponding to the $i^{\text {th }}$ shape. Our goal is to recover the affine matrices $\left\{\mathbf{A}_{i}\right\}_{i=1}^{\ell}$. The main challenges are that neither the partitioning (i.e. the hidden labeling $\lambda$ ) of the template nor correspondences between the shapes are known.

Let us first establish a solution for the $i^{\text {th }}$ shape. The template and observation domains are denoted by $\mathcal{D}_{i}=\left\{\mathbf{x} \in \mathbb{P}^{n} \mid \lambda(\mathbf{x})=i\right\}$ and $\mathcal{D}_{i}^{\prime}=\left\{\mathbf{y} \in \mathbb{P}^{n} \mid \lambda^{\prime}(\mathbf{y})=i\right\}$, respectively. Note that $\mathcal{D}_{i}^{\prime}$ is known but $\mathcal{D}_{i}$ is unknown. The points of these domains are related by the unknown transformation $\mathbf{A}_{i}$ via the identity relation of Eq. (5.1). As before, applying a function $\omega: \mathbb{P}^{n} \rightarrow \mathbb{R}$ and integrating out individual point correspondences yields

$$
\begin{equation*}
\int_{\mathcal{D}_{i}} \omega(\mathbf{x}) d \mathbf{x}=\left|\mathbf{A}_{i}\right| \int_{\mathcal{D}_{i}^{\prime}} \omega\left(\mathbf{A}_{i} \mathbf{y}\right) d \mathbf{y} \tag{5.20}
\end{equation*}
$$

Based on Eq. (5.20), we can construct as many equations as needed by making use of a set of nonlinear functions $\left\{\omega_{j}\right\}_{j=1}^{m}, m \geq n(n+1)[8,9]$.

We have established relations between the $i^{\text {th }}$ shape-pair, but we know neither the correspondence between the shapes nor the partitioning $\mathcal{D}_{i}$ of the template. Would these information available, a pairwise alignment could be recovered by any standard binary registration method. Unfortunately, that would require to solve a partial matching problem [69] between each observation shape and the template, which is far from trivial. Therefore we will sum equations for all shape domains $\mathcal{D}_{i}$ and solve the problem simultaneously, estimating all parameters in one system of equations. Thus Eq. (5.20) becomes

$$
\begin{equation*}
\sum_{i=1}^{\ell} \int_{\mathcal{D}_{i}} \omega_{j}(\mathbf{x}) d \mathbf{x}=\sum_{i=1}^{\ell}\left|\mathbf{A}_{i}\right| \int_{\mathcal{D}_{i}^{\prime}} \omega_{j}\left(\mathbf{A}_{i} \mathbf{y}\right) d \mathbf{y} \tag{5.21}
\end{equation*}
$$

Let $\mathcal{D}:=\cup_{i=1}^{\ell} \mathcal{D}_{i}$, where $\mathcal{D}=\left\{\mathbf{x} \in \mathbb{P}^{n} \mid \lambda(\mathbf{x}) \neq 0\right\}$ is the shape domain corresponding to the whole template. Therefore the left hand side of the above equation can be written as

$$
\begin{equation*}
\sum_{i=1}^{\ell} \int_{\mathcal{D}_{i}} \omega_{j}(\mathbf{x}) d \mathbf{x}=\int_{\bigcup_{i=1}^{\ell} \mathcal{D}_{i}} \omega_{j}(\mathbf{x}) d \mathbf{x}=\int_{\mathcal{D}} \omega_{j}(\mathbf{x}) d \mathbf{x} \tag{5.22}
\end{equation*}
$$



Figure 5.3: Solutions of the Tangram puzzle (the average alignment runtime of an image was about 50 sec. in Matlab). Top: Observations are taken by digital camera. Middle: Solutions, found in the Tangram manual. Bottom: The scanned template silhouettes with overlaid contours of aligned fragments.
which can be computed directly from the input image without knowing the partitioning $\mathcal{D}_{i}$. The resulting system of equations has $\ell n(n+1)$ unknowns:

$$
\begin{equation*}
\int_{\mathcal{D}} \omega_{j}(\mathbf{x}) d \mathbf{x}=\sum_{i=1}^{\ell}\left|\mathbf{A}_{i}\right| \int_{\mathcal{D}_{i}^{\prime}} \omega_{j}\left(\mathbf{A}_{i} \mathbf{y}\right) d \mathbf{y}, \quad j=1, \ldots, m \tag{5.23}
\end{equation*}
$$

The solution of the above system provides all the unknown parameters of the overall deformation. Since each $\omega_{j}$ provides one equation, we need $m \geq \ln (n+1)$ nonlinear functions to solve for $\ell$ linear transformations. In practice, $m>\ln (n+1)$ yielding an over-determined system for which a least squares solution is obtained [8]. The quantitative evaluation of the proposed algorithm on a large synthetic dataset containing 2D and 3D images has been presented in [8]. The results show that the method performs well and robust against segmentation errors. The method has been succesfully applied to 2D real images of a tangram puzzle (see Fig. 5.3) as well as to volumetric medical images used for surgical planning (see Fig. 5.11) [8].

### 5.5 Solution via a linear system of equations

Let us now consider Eq. (5.5) and construct a system of linear equations [6,7]. The crucial step of this approach is to construct a pair of covariant functions satisfying Eq. (5.3). Once these functions are established, we can adopt the direct method from $[108,109]$ to solve for the unknown affine transformation given in its inhomogeneous form ( $\mathbf{A}, \mathbf{t}$ ). When graylevel images are considered, the image functions themself serve as appropriate covariant functions [108, 109]. Unfortunately, the construction of such functions for binary images is quite


Figure 5.4: Gaussian PDFs fitted over a compound shape yield a consistent coloring. (a) Original shape; (b) 3D plot of the Gaussian PDFs over the elliptic domain with $r=2$; (c) Gaussian densities as a grayscale image. The white contour shows shape boundaries.
challenging due to the lack of radiometric information: These functions must be based on the only available geometric information [6,7].

### 5.5.1 Construction of covariant functions

Since we know that the template and observation are identical up to an affine transformation (this is stated in Eq. (5.1)), we do not need to represent shapes. Therefore we can safely consider the points of the template as a sample from a bivariate normally distributed random variable denoted by $X \sim N(\mu, \Sigma)$ with probability density function (PDF) [6]

$$
p(\mathbf{x})=\frac{1}{2 \pi \sqrt{|\boldsymbol{\Sigma}|}} \exp \left(-\frac{1}{2}(\mathbf{x}-\mu)^{T} \boldsymbol{\Sigma}^{-1}(\mathbf{x}-\mu)\right)
$$

Applying any linear transformation to $X$ results also in a bivariate normal random variable $Y=\mathbf{A} X+\mathbf{t}$ with parameters

$$
\begin{equation*}
X \stackrel{(\mathbf{A}, \mathbf{t})}{\mapsto} Y \sim N\left(\mu^{\prime}, \boldsymbol{\Sigma}^{\prime}\right)=N\left(\mathbf{A} \mu+\mathbf{t}, \mathbf{A} \boldsymbol{\Sigma} \mathbf{A}^{T}\right) \tag{5.24}
\end{equation*}
$$

The parameters of the probability densities $N(\mu, \boldsymbol{\Sigma})$ and $N\left(\mu^{\prime}, \boldsymbol{\Sigma}^{\prime}\right)$ can be readily estimated as the sample means and covariances of the point coordinates, while $|\mathbf{A}|$ can be expressed from $\mathbf{A} \boldsymbol{\Sigma} \mathbf{A}^{T}=\boldsymbol{\Sigma}^{\prime}$ as

$$
\begin{equation*}
|\mathbf{A}||\boldsymbol{\Sigma}|\left|\mathbf{A}^{T}\right|=\left|\boldsymbol{\Sigma}^{\prime}\right|, \quad \text { hence } \quad|\mathbf{A}|=\sqrt{\left|\boldsymbol{\Sigma}^{\prime}\right| /|\boldsymbol{\Sigma}|} . \tag{5.25}
\end{equation*}
$$

From a geometric point of view, the mean values $\mu$ and $\mu^{\prime}$ represent the center of mass of the template and observation respectively, while $\Sigma$ and $\Sigma^{\prime}$ capture the orientation and eccentricity of the shapes. Fig. 5.4 shows a compound shape and the fitted Gaussian densities of each component.

Now let us have a closer look at the relationship between $p(\mathbf{x})$ and $s(\mathbf{y})$, the PDF of $Y$. It follows from Eq. (5.24), that $\boldsymbol{\Sigma}^{\prime-1}=\mathbf{A}^{-T} \boldsymbol{\Sigma}^{-1} \mathbf{A}^{-1}$, furthermore

$$
\left(\mathbf{y}-\mu^{\prime}\right)=(\mathbf{A} \mathbf{x}+\mathbf{t}-(\mathbf{A} \mu+\mathbf{t}))=(\mathbf{A} \mathbf{x}-\mathbf{A} \mu) .
$$

We thus get

$$
\begin{aligned}
s(\mathbf{y}) & =\frac{\exp \left(-\frac{1}{2}(\mathbf{A x}-\mathbf{A} \mu)^{T} \mathbf{A}^{-T} \boldsymbol{\Sigma}^{-1} \mathbf{A}^{-1}(\mathbf{A} \mathbf{x}-\mathbf{A} \mu)\right)}{2 \pi \sqrt{|\mathbf{A}||\boldsymbol{\Sigma}| \mathbf{A}^{T} \mid}} \\
& =\frac{\exp \left(-\frac{1}{2}(\mathbf{x}-\mu)^{T} \mathbf{A}^{T} \mathbf{A}^{-T} \boldsymbol{\Sigma}^{-1} \mathbf{A}^{-1} \mathbf{A}(\mathbf{x}-\mu)\right)}{|\mathbf{A}| 2 \pi \sqrt{|\boldsymbol{\Sigma}|}}=\frac{p(\mathbf{x})}{|\mathbf{A}|}
\end{aligned}
$$

Finally, substituting back $|\mathbf{A}|$ from Eq. (5.25), we get

$$
\begin{equation*}
\sqrt{|\boldsymbol{\Sigma}|} p(\mathbf{x})=\sqrt{\left|\boldsymbol{\Sigma}^{\prime}\right|} s(\mathbf{y}) \tag{5.26}
\end{equation*}
$$

It is well known, that the normalizing constant $1 /(2 \pi \sqrt{\mid \Sigma} \mid)$ in the density functions ensures that the integral of the PDF evaluates to 1 . It is also the maximum value of the density function, which is inversely proportional to the area of the shape. This dependence on the shape size may cause numerical instabilities hence we define our covariant functions $\mathcal{P}, \mathcal{S}$ : $\mathbb{R}^{2} \rightarrow \mathbb{R}$ as the unnormalized densities

$$
\begin{align*}
& \mathcal{P}(\mathbf{x})=2 \pi \sqrt{|\boldsymbol{\Sigma}|} p(\mathbf{x})=\exp \left(-\frac{1}{2}(\mathbf{x}-\mu)^{T} \boldsymbol{\Sigma}^{-1}(\mathbf{x}-\mu)\right) \\
& \mathcal{S}(\mathbf{y})=2 \pi \sqrt{\left|\boldsymbol{\Sigma}^{\prime}\right|} s(\mathbf{y})=\exp \left(-\frac{1}{2}\left(\mathbf{y}-\mu^{\prime}\right)^{T} \boldsymbol{\Sigma}^{\prime-1}\left(\mathbf{y}-\mu^{\prime}\right)\right) \tag{5.27}
\end{align*}
$$

Since the covariance matrices and mean vectors can be computed from the images, both $\mathcal{P}$ and $\mathcal{S}$ is obtained directly from the input shapes and they are covariant satisfying Eq. (5.3):

$$
\begin{equation*}
\mathcal{P}(\mathrm{x})=\mathcal{S}(\mathbf{A x}+\mathrm{t})=\mathcal{S}(\mathrm{y}) \tag{5.28}
\end{equation*}
$$

Hence, we only make use of the statistics of the foreground pixels in order to compute a covariant function pair. We remark that we don't represent the shape itself, instead we use this function pair to construct our system of linear equations.

### 5.5.2 Linear estimation of affine parameters

Multiplying Eq. (5.1) and Eq. (5.28), and integrating out individual point correspondences, we get the following equation:

$$
\int_{\mathcal{F}_{t}} \mathbf{x P}(\mathbf{x}) d \mathbf{x}=|\mathbf{A}|^{-1} \int_{\mathcal{F}_{o}} \mathbf{A}^{-1}(\mathbf{y}-\mathbf{t}) \mathcal{S}(\mathbf{y}) d \mathbf{y}
$$

Chapter 5. Linear registration of 2D and 3D objects

Adopting a set of nonlinear functions $\eta: \mathbb{R} \rightarrow \mathbb{R}$, we can easily generate new equations according to Eq. (5.5):

$$
\begin{equation*}
\int_{\mathcal{F}_{t}} \mathbf{x} \eta(\mathcal{P}(\mathbf{x})) d \mathbf{x}=|\mathbf{A}|^{-1} \int_{\mathcal{F}_{o}} \mathbf{A}^{-1}(\mathbf{y}-\mathbf{t}) \eta(\mathcal{S}(\mathbf{y})) d \mathbf{y} \tag{5.29}
\end{equation*}
$$

If $q_{k i}$ denotes the elements of $\mathbf{A}^{-1}$ and $-\mathbf{A}^{-1} \mathbf{t}$

$$
\mathbf{A}^{-1}=\left[\begin{array}{ll}
q_{11} & q_{12} \\
q_{21} & q_{22}
\end{array}\right] \quad \text { and } \quad-\mathbf{A}^{-1} \mathbf{t}=\left[\begin{array}{l}
q_{13} \\
q_{23}
\end{array}\right]
$$

we can expand the integrals yielding the following linear system

$$
\begin{gathered}
|\mathbf{A}| \int_{\mathcal{F}_{t}} x_{k} \eta(\mathcal{P}(\mathbf{x})) d \mathbf{x}= \\
\sum_{i=1}^{2} q_{k i} \int_{\mathcal{F}_{o}} y_{i} \eta(\mathcal{S}(\mathbf{y})) d \mathbf{y}+q_{k 3} \int_{\mathcal{F}_{o}} \eta(\mathcal{S}(\mathbf{y})) d \mathbf{y}, k=1,2 .
\end{gathered}
$$

Adopting a set of linearly independent functions $\left\{\eta_{i}\right\}_{i=1}^{\ell}$, we can rewrite the system in matrix form

$$
\begin{gather*}
{\left[\begin{array}{ccc}
\int_{\mathcal{F}_{o}} y_{1} \eta_{1}(\mathcal{S}(\mathbf{y})) & \int_{\mathcal{F}_{o}} y_{2} \eta_{1}(\mathcal{S}(\mathbf{y})) & \int_{\mathcal{F}_{o}} \eta_{1}(\mathcal{S}(\mathbf{y})) \\
\vdots & \vdots & \vdots \\
\int_{\mathcal{F}_{o}} y_{1} \eta_{\ell}(\mathcal{S}(\mathbf{y})) & \int_{\mathcal{F}_{o}} y_{2} \eta_{\ell}(\mathcal{S}(\mathbf{y})) & \int_{\mathcal{F}_{o}} \eta_{\ell}(\mathcal{S}(\mathbf{y}))
\end{array}\right]\left[\begin{array}{c}
q_{k 1} \\
q_{k 2} \\
q_{k 3}
\end{array}\right]} \\
=|\mathbf{A}|\left[\begin{array}{c}
\int_{\mathcal{F}_{t}} x_{k} \eta_{1}(\mathcal{P}(\mathbf{x})) \\
\vdots \\
\int_{\mathcal{F}_{t}} x_{k} \eta_{\ell}(\mathcal{P}(\mathbf{x}))
\end{array}\right], \quad k=1,2 \tag{5.30}
\end{gather*}
$$

The solution of this linear system provides the parameters of the registration. If $\ell>3$ then the system is over-determined and the solution is obtained as a least squares solution. Note that independently of the number of systems, the coefficient matrix on the left hand side of Eq. (5.30) need to be computed only once. Hence the complexity of the algorithm depends linearly on the size of the shapes.

### 5.5.3 Choosing the integration domain

A trivial choice for the domains in our integral equation Eq. (5.29) is the foreground regions $\mathcal{F}_{t}$ and $\mathcal{F}_{o}[6]$. Since the parameters of the transformation are estimated by integrating over the segmented domains, this approach works well as long as we have a near-perfect segmentation. Unfortunately, this is rarely encountered in reality [7]. Therefore a clear disadvantage of this approach is that any segmentation error will inherently result in erroneous integrals causing misalignment. However, image analysis often deals with the matching of objects composed of several parts, yielding a group of disjoint shapes when segmented. The topology of such compound shapes will not change under the action of the affine group. In such
cases, we use a more robust method to define corresponding integration domains making use of the statistics of compound shapes instead of their segmentation.

Let us assume that the template consists of $m \geq 2$ disjoint shapes. This is the typical output of classical region-based segmentation algorithms, where the labelling of the different regions results in disjoint shapes, but similar results can be achieved by detecting the connected components of a compound object. In both cases, the input of our method will be a pair of labeled images, where each component on the template has exactly one corresponding shape on the observation, i.e. there exists a bijective mapping between the template and observation components under the transformation ( $\mathbf{A}, \mathbf{t}$ ). For each pair of corresponding components, we can establish covariant functions $\mathcal{P}_{i}$ and $\mathcal{S}_{i}$ similar to Eq. (5.27):

$$
\begin{aligned}
& \mathcal{P}_{i}(\mathbf{x})=\exp \left(-\frac{1}{2}\left(\mathbf{x}-\mu_{i}\right)^{T} \boldsymbol{\Sigma}_{i}^{-1}\left(\mathbf{x}-\mu_{i}\right)\right) \\
& \mathcal{S}_{i}(\mathbf{y})=\exp \left(-\frac{1}{2}\left(\mathbf{y}-\mu_{i}^{\prime}\right)^{T} \boldsymbol{\Sigma}_{i}^{\prime-1}\left(\mathbf{y}-\mu_{i}^{\prime}\right)\right)
\end{aligned}
$$

where $\Sigma_{i}, \Sigma_{i}^{\prime}$ and $\mu_{i}, \mu_{i}^{\prime}$ are the covariance matrices and mean vectors of the $i^{\text {th }}$ shape on the template and observation, respectively. This yields an equation similar to Eq. (5.29) for each $1 \leq i \leq m$. If the correspondence between components would be known then we could simply construct a system of $m$ equations and solve for the unknowns. As such a matching is not known, we will sum these relations yielding

$$
\begin{gather*}
\sum_{i=1}^{m} \int_{\mathcal{F}_{t}} \mathbf{x} \eta\left(\mathcal{P}_{i}(\mathbf{x})\right) d \mathbf{x}=\int_{\mathcal{F}_{t}} \mathbf{x} \sum_{i=1}^{m} \eta\left(\mathcal{P}_{i}(\mathbf{x})\right) d \mathbf{x}= \\
|\mathbf{A}|^{-1} \int_{\mathcal{F}_{o}} \mathbf{A}^{-1}(\mathbf{y}-\mathbf{t}) \sum_{i=1}^{m} \eta\left(\mathcal{S}_{i}(\mathbf{y})\right) d \mathbf{y} . \tag{5.31}
\end{gather*}
$$

Instead of establishing $\mathcal{P}_{i}$ and $\mathcal{S}_{i}$ and then constructing Eq. (5.31), we can sum these functions [7] resulting another covariant function pair $P$ and $S$. Hence, we have an alternative way to define our covariant functions [7]:

$$
P=\sum_{i=0}^{m} \mathcal{P}_{i}, \quad \text { and } \quad S=\sum_{i=0}^{m} \mathcal{S}_{i}
$$

where $\mathcal{P}_{0}$ and $\mathcal{S}_{0}$ corresponds to the the overall shape (i.e. the whole foreground region) of the template and the observation, respectively. Note that these sums are mixtures of unnormalized Gaussian densities which can also be interpreted as a consistent coloring of the template and observation respectively (see Fig. 5.4(b)). By consistent coloring, we mean that these functions preserve the effect of the unknown transformation. Furthermore, these functions can be constructed exactly and uniquely from the object points alone without any knowledge about the aligning transformation. As a result, we can transform the original binary images into graylevel ones, where corresponding pixels have exactly the same gray
value. Nevertheless, $P$ and $S$ can also be used in Eq. (5.29), however, we recommend to use Eq. (5.31), since it can be numerically more efficient to compute.

The next step is to get rid of the segmentation domains $\mathcal{F}_{t}$ and $\mathcal{F}_{o}$. Our goal is to to select appropriate domains $\mathcal{D}_{t}$ and $\mathcal{D}_{o}$ satisfying the following properties

1. they are related by the unknown transformation $\mathbf{A} \mathcal{D}_{t}+\mathbf{t}=\mathcal{D}_{o}$
2. the integrands are rich enough (i.e. have characteristic pattern) within the selected domains.

The key idea is using the statistics of the whole template and observation objects. Indeed, the overall shape (i.e. the whole foreground region) of the template and observation also gives rise to a pair of covariant Gaussian densities $p(\mathbf{x})$ and $s(\mathbf{y})$. Since the equidensity contours of these PDFs are ellipsoids centered at the mean, it is natural to chose a corresponding pair of these ellipses as the integration domain. Simplifying Eq. (5.26), we get the well known Mahalanobis-distance which defines a metric invariant under the unknown transformation (A, t ):

$$
(\mathbf{x}-\mu)^{T} \boldsymbol{\Sigma}^{-1}(\mathbf{x}-\mu)=\left(\mathbf{y}-\mu^{\prime}\right)^{T} \boldsymbol{\Sigma}^{\prime-1}\left(\mathbf{y}-\mu^{\prime}\right) .
$$

Corresponding domains can then be obtained by selecting points whose Mahalanobis-distance are less than $r^{2}$ from the mean:

$$
\begin{align*}
& \mathcal{D}_{t}=\left\{\mathbf{x} \in \mathbb{R}^{2} \mid(\mathbf{x}-\mu)^{T} \boldsymbol{\Sigma}^{-1}(\mathbf{x}-\mu) \leq r^{2}\right\}  \tag{5.32}\\
& \mathcal{D}_{o}=\left\{\mathbf{y} \in \mathbb{R}^{2} \mid\left(\mathbf{y}-\mu^{\prime}\right)^{T} \boldsymbol{\Sigma}^{\prime-1}\left(\mathbf{y}-\mu^{\prime}\right) \leq r^{2}\right\} \tag{5.33}
\end{align*}
$$

To satisfy property 2 ), we may choose an ellipse according to the two sigma rule (i.e. $r=2$ ), which guarantees that about $95 \%$ of values are within the enclosed ellipsoid (see Fig. 5.4). Experiments show that good alignments can be achieved by settings ranging from $r=1$ to $r=3$.

In summary, all we need to construct a system of linear equations are the means and covariances of the input shapes. Based on these statistics, we can select the integration domains and construct appropriate covariant functions yielding the system Eq. (5.34) similar to Eq. (5.30).

$$
\begin{gather*}
{\left[\begin{array}{ccc}
\int_{\mathcal{D}_{o}} y_{1} \sum_{i=1}^{m} \eta_{1}\left(\mathcal{S}_{i}(\mathbf{y})\right) & \int_{\mathcal{D}_{o}} y_{2} \sum_{i=1}^{m} \eta_{1}\left(\mathcal{S}_{i}(\mathbf{y})\right) & \int_{\mathcal{D}_{o}} \sum_{i=1}^{m} \eta_{1}\left(\mathcal{S}_{i}(\mathbf{y})\right) \\
\vdots & \vdots & \vdots \\
\int_{\mathcal{D}_{o}} y_{1} \sum_{i=1}^{m} \eta_{\ell}\left(\mathcal{S}_{i}(\mathbf{y})\right) & \int_{\mathcal{D}_{o}} y_{2} \sum_{i=1}^{m} \eta_{\ell}\left(\mathcal{S}_{i}(\mathbf{y})\right) & \int_{\mathcal{D}_{o}} \sum_{i=1}^{m} \eta_{\ell}\left(\mathcal{S}_{i}(\mathbf{y})\right)
\end{array}\right]\left[\begin{array}{c}
q_{k 1} \\
q_{k 2} \\
q_{k 3}
\end{array}\right]} \\
=|\mathbf{A}|\left[\begin{array}{c}
\int_{\mathcal{D}_{t}} x_{k} \sum_{i=1}^{m} \eta_{1}\left(\mathcal{P}_{i}(\mathbf{x})\right) \\
\vdots \\
\int_{\mathcal{D}_{t}} x_{k} \sum_{i=1}^{m} \eta_{\ell}\left(\mathcal{P}_{i}(\mathbf{x})\right)
\end{array}\right], k=1,2 . \tag{5.34}
\end{gather*}
$$

|  | Runtime (sec.) | $\epsilon$ (pixel) | $\delta(\%)$ |
| :--- | :---: | :---: | :---: |
| Polynomial | 0.98 | 0.51 | 0.15 |
| Linear | 1.5 | 5.42 | 2.6 |
| Mult. covar. functions | 0.33 | 0.54 | 0.19 |

Table 5.1: Registration results on a benchmark dataset of synthetic shapes.


Figure 5.5: Alignment of hip prosthesis X-ray images using a polynomial system of equations with $\omega$ functions $\left\{x, x^{2}, x^{3}\right\}$. Registration results are shown as an overlayed contour on the second image.


Figure 5.6: Alignment of a hip prosthesis X-ray image using a linear system of equations with $\omega$ functions $\left\{x, x^{3}, x^{1 / 3}\right\}$ (corresponding colorizations are shown on the right). Registration result is shown as an overlayed contour on the second image.


Figure 5.7: Alignment of a traffic sign images using a linear system of equations with multiple shape parts. The first image shows the elliptic integration domain with the compound covariant function fitted over the template. Registration results are shown as an overlayed contour on the second image.

### 5.6 Discussion

Based on the Matlab implementation of the polynomial (Section 5.3 and linear (Section 5.5) methods, we give a brief quantitativ evaluation on a set of more than 1000 synthetically generated observations for 60 different shapes. The applied transformations were randomly composed of $0^{\circ}, 10^{\circ}, \ldots, 350^{\circ}$ rotations; $0,0.4, \ldots, 1.2$ shearings; $0.5,0.7, \ldots, 1.9$ scalings, and $-20,0,20$ translations along both axes. The resulting images are of size $\approx 1400 \times$ 1400. For evaluation, we have computed two error measures: the Dice coefficient as $\delta=$ $\frac{|R \Delta O|}{|R|+|O|} \cdot 100 \%$, where $\triangle$ denotes symmetric difference, while $T, R$ and $O$ are the pixels of the template, registered object and observation respectively; and $\epsilon=\frac{1}{|T|} \sum_{\mathbf{p} \in T}\|(\mathbf{A}-\tilde{\mathbf{A}}) \mathbf{p}\|$, which measures the average distance between the true $\mathbf{A}$ and the estimated $\tilde{\mathbf{A}}$ transformation. These results are shown in Table 5.1. Based on these numbers, it is clear that the polynomial solution provides rather good alignments at the price of $\approx 1 \mathrm{sec}$. CPU time. The linear system based on a single pair of covariant functions given in Eq. (5.30) works well when there are no segmentation errors, but deteriorates quickly when pixels are missing. On the other hand, the linear system with multiple pairs of covariant functions given in Eq. (5.34) clearly outperforms the polynomial solution in terms of CPU time as well as in robustness: even for $90 \%$ missing pixels [7], this method still provides acceptable alignments while the polynomial system fails over $50 \%$ [9]. We also remark, that -like any other area based method- both approaches are quite sensitive to occlusions as it yields large errors in the system of equations.

In Fig. 5.5 and Fig. 5.6, we show registration results on real X-ray images. These results also confirm the higher precision of the polynomial system. While the multiple covariant function approach cannot be applied on these images since we only have a single shape,

[^3]

Figure 5.8: Fusion of hip prosthesis X-ray image pairs by registering follow up images using a $2 D$ affine transformation (typical CPU time is around 1 sec. in Matlab).

Fig. 5.7 shows the alignment of traffic signes where -due to the compound shape of these signs- the multiple covariant function approach works pretty well.

A more detailed evaluation of these methods can be found in [6,7,9-11,49-51]

### 5.7 Medical applications

Fast rigid-body registration of bone structures is important in image guided surgical planning in execution for registering pre-operative volumes to intra-operative ones. Zhang et al. give an overview of surface based registration techniques [203] and propose a 15 times faster method than standard Iterative Closest Point (ICP) methods. However, it still takes around one minute to register vertebrae models segmented from high resolution CT images. If the segmentation is available, our method could be used instead of ICP to get the result faster.

Affine registration is also applied for creation of brain atlases, at least as preliminary step before an elastic or non-linear part [104]. Automatic initial placement of deformable organ models can also benefit from fast linear registrations [186]. By collecting and transforming a set of images to a common reference frame, a probabilistic atlas can be produced for various organs. Using the same registration method, this probabilistic atlas data can be mapped to the space of the study to be segmented. Here precise alignment of all anatomical structures is not crucial, the focus is on fast execution.

Herein we present some medical applications of our linear registration framework.

### 5.7.1 Fusion of hip prosthesis X-ray images

Hip replacement $[84,111]$ is a surgical procedure in which the hip joint is replaced by a prosthetic implant. In the short post-operative time, infection is a major concern. An inflammatory process may cause bone resorption and subsequent loosening or fracture, often requiring revision surgery. In current practice, clinicians assess loosening by inspecting a


Figure 5.9: Registration of pelvic CT data: superimposed registered 3D bone models (typical CPU time is around 0.25 sec for 1 megavoxel objects using our Java demo program). The first two cases show good alignment. Even the third one provides a good approximation of the true alignment.


Figure 5.10: Registration of thoracic CT data: superimposed registered $3 D$ bone models. Perfect alignment is not possible due to the relative movements of the bone structure. Affine alignment results are used as a good starting point for e.g. lymph node detection.
number of post-operative X-ray images of the patient's hip joint, taken over a period of time. Obviously, such an analysis requires the registration of X-ray images. Even visual inspection can benefit from registration as clinically significant prosthesis movement can be very small.

There are two main challenges in registering hip X-ray images: One is the highly nonlinear radiometric distortion [87] which makes any greylevel-based method unstable. Fortunately, the segmentation of the prosthetic implant is quite straightforward [162] so shape registration is a valid alternative here. The second problem is that the true transformation is a projective one which depends also on the position of the implant in 3D space. Indeed, there is a rigid-body transformation in 3D space between the implants, which becomes a projective mapping between the X-ray images. The affine assumption is a good approximation here, as the X-ray images are taken in a well defined standard position of the patient's leg. For diagnosis, the area around the implant (especially the bottom part of it) is the most important for the physician. It is where the registration must be the most precise. Based on such an alignment, we can $e . g$. visualize the fused follow-up images for evaluation by an expert (see Fig. 5.8).

### 5.7.2 Registration of pelvic and thoracic CT volumes

The application of the affine solution to 3D objects has been presented in [49-51]: Typical medical applications include the alignment of pelvic and thoracic CT volumes based on segmented bony structures.

CT image pairs delineating the pelvic area were acquired at different times. The pairs of images were from the same patient. The spatial resolution of the CT studies were around $0.6-0.8 \mathrm{~mm}$ in-slice. The slice distance was 5 mm in 11 cases, 2.5 mm in 4 cases. We also got three CT thoracic studies of the same person acquired by a PET-CT scanner. Here the in-slice resolution was 0.9766 mm and the slice distance was 3.27 mm . We used the full thoracic region and the extracted pelvis region also.

Our algorithm was implemented in Matlab 7.7 and was run on a desktop computer using Intel Core2 Duo processor at 2.4 GHz . The construction of the system of equations took around half a second, the optimization around 0.2 second. For example, the average computing time of a Mutual Information-based registration method was around 2 minutes for the smaller, and 6 minutes for the larger pelvic CT studies [50]. For the studies of the thorax, it usually took around 8 minutes to finish. This clearly shows the computational superiority of our approach.

The main challenges for pelvic CT images are poor image resolution, substantial segmentation errors, and slightly different placement of the femoral head and lower portion of the spine. These CT experiments (see Fig. 5.9 showed [50] that even when the physical deformation does not correspond exactly to the affine required, the results are good or at least acceptable.

For thoracic images the rigidity criterion no longer holds. Besides the femoral heads, the spine and the scapula can be moved with respect to each other. Nevertheless, rigid registration of such images are also common and important for e.g. lymphoma detections and changes over time using PET-CT scanners. PET images delineate the uptake of the contrast agent in organs (lymph nodes), while the CT modality can be used for registration and morphological localization. Here non-rigid registrations are discouraged since these could change the size of the organs. Sample registration results of our algorithm are shown in Fig. 5.10.

### 5.7.3 Bone fracture reduction

Complex bone fracture reduction frequently requires surgical care, especially when angulation or displacement of bone fragments are large. Since the input data is typically a volume CT image, bone fragment repositioning has to be performed in 3D space which requires an expensive special 3D haptic device and quite a lot of manual work. Therefore automatic bone fracture reduction can save considerable time, providing experts with a rough alignment which can be manually fine-tuned according to anatomic requirements. Since surgical planning involves the biomechanical analysis of the bone with implants, only rigid-body

template

observation

realigned bone fragments

Figure 5.11: Bone fracture reduction (CPU time in Matlab was 15 sec . for these 1 megavoxel CT volumes). The template is obtained by mirroring the intact bone
transformations are allowed. In [85], a classical ICP algorithm is used to realign fractures. Winkelbach et al. [198] proposed an approach for estimating the relative transformations between fragments of a broken cylindrical structure by using well known surface registration techniques, like 2D depth correlation and the ICP algorithm. In [166], registration is solved by using quadrature filter phase difference to estimate local displacements.

In [8], we formulated the problem as an affine puzzle and found that our algorithm is able to solve bone fracture reduction on large volumetric medical images within a couple of seconds (see Fig. 5.11).
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## Nomlinexe alignoment of 2id shapes

[ n this chapter, we extend our framework to estimate the parameters of a general diffeomorphism that aligns a known shape and its distorted observation. Classical registration methods first establish correspondences between the shapes and then compute the transformation parameters from these landmarks. Herein, we trace back the problem to the solution of a system of nonlinear equations which directly gives the parameters of the aligning transformation. The pro-
posed method provides a generic framework to recover any diffeomorphic deformation without established correspondences. It is easy to implement, not sensitive to the strength of the deformation, and robust against segmentation errors. The method has been applied to several commonly used transformation models. The performance of the proposed framework has been demonstrated on large synthetic datasets as well as in the context of various applications.

### 6.1 Introduction

When registering a pair of objects, first we have to characterize the possible deformations. From this point of view, registration techniques can be classified into two main categories: physical model-based and parametric or functional representation [118]. Herein, we deal with the latter representation, which typically originate from interpolation and approximation theory. Broadly used classes of such deformations are polynomial and spline-based transformations e.g. thin plate splines (TPS) [67,202]. TPS models are typically based on interpolation: the control points of thin plate spline models are placed at extracted point matches and they usually include various regularizations, such as the bending energy [67]. Polynomial deformations are governed by fewer parameters and are acting globally on the shapes, hence regularization is usually not needed. Moreover, many non-polynomial transformation can be approximated by a polynomial one e.g. via a Taylor expansion [12].

In this chapter, we extend the framework presented in Chapter 5 to estimate nonlinear diffeomorphic transformations without establishing correspondences or restricting the strength of the deformation. The basic idea is to set up a system of nonlinear equations by integrating a set of nonlinear functions over the image domains and then solve it by classical Levenberg-Marquardt algorithm [147]. If perfect graylevel images would be available without any radiometric distortion, then the estimation of an aligning homeomorphism could be traced back to the solution of a linear system of equations [93]. In real applications, however, such a strict requirement cannot be satisfied. Herein, we will show that registration can be solved without making use of any intensity information. The main contribution is a unifying framework, which provides the registration of planar shapes under various diffeomorphic deformations (e.g. planar homography, polynomial or thin plate spline transformations). We have conducted a comprehensive test on a large set of synthetic images to demonstrate the performance and robustness of the proposed approach. The method has been successfully applied to a variety of real problems, e.g. alignment of hip prosthesis X-ray images, registering traffic signs and handwritten characters, or visual inspection of printed signs on hoses manufactured in automotive industry.

### 6.1.1 State of the art

While registration of grayscale or color images is well studied [53, 131, 134, 139, 148, 160, 180], the alignment of binary shapes [ $9,60,70,124,184,185,197$ ] received less attention. Most of the current approaches are restricted to the affine group [9, 182, 184, 201]. In [9], Domokos and Kato showed that it is possible to trace back the affine matching problem to an exactly solvable polynomial system of equations. Moments and invariants also provide an efficient tool for recovering linear deformations [184]. A geometric, variational framework is introduced in [201], which uses active contours to simultaneously segment and register images. The method [201] is applied to medical image registration, where 2D and 3D rigid body transformations are considered. Another statistics-based algorithm is proposed in [182] for registration of edge-detected images, which utilizes edge pixel matching to determine
the "best" translations. Then a statistical procedure, namely the McNemar test, is used to determine which candidate solutions are not significantly worst than the best ones. This allows for the construction of confidence regions in the registration parameters. Note that this method is limited to solving for 2D translations only [182].

In this paper, we are interested in nonlinear alignment of shapes, which is a more challenging problem. The most common nonlinear registration methods are based on point correspondences [60, 105, 200]. Although there are robust keypoint detectors like SIFT [142] or SURF [59], these are relying on rich intensity patterns thus their use is limited in binary registration. Landmark-based nonlinear shape matching has been addressed by Belongie et al. [60]. The method first searches for point correspondences between the two objects, then estimates the transformation using a generic thin plate spline model. The point matches are established using a novel similarity metric, called shape context, which consists in constructing a log-polar histogram of surrounding edge pixels. The advantage compared to traditional landmark based approaches is that landmarks need not be salient points and radiometric information is not involved. Basically the method can be regarded as matching two points sets, each of them being a dense sample from the corresponding shape's boundary. Obviously, there is no guarantee that point pairs are exactly corresponding because of the sampling procedure. However, having a dense sample will certainly keep mismatch error at a minimum. The correspondences are simply established by solving a linear assignment problem, which requires time consuming optimization methods. For example, the complexity of the Hungarian method adopted in [60] is $\mathcal{O}\left(N^{3}\right)$.

An important class of nonlinear transformations is the plane to plane homography which aligns two images of the same planar object taken from different views. Lepetit and Fua proposed a method [139] for keypoint recognition on grayscale images. The main idea is to find keypoints during a training phase where a projectively different image set of target object is used. Although the recognition of keypoints becomes very fast, the training phase is very time consuming. In [134], a Fourier domain based approach is presented using intensities for computing the image-to-image transformation. Images are transformed into the Fourier domain where the transformation parameters are computed using cross correlation methods. In [124], planar homography is computed in the Fourier domain from a starting affine estimation using the shape contours. In [197], the concept of characteristic line is employed to show some useful properties of a planar homography matrix, which relate with Euler angles of the planar pattern.

Stochastic models with iterative optimization techniques are also quite popular in this domain: In [105], Guo et al. propose a method to register shapes which underwent diffeomorphic distortions, where simulated annealing is used to estimate point correspondences between the boundary points of the shapes. A Brownian motion model in the group of diffeomorphisms has been introduced in [160]. The authors exploit a prior for warps based on a simple invariance principle under warping. An estimation based on this prior guarantees an invertible, source-destination symmetric, and warp-invariant warp. The maximumlikelihood warp is then computed via a PDE scheme. [180] uses a Markov Random Field model to solve the registration problem. The deformation is described by a field of discrete
variables, representing displacements of (blocks of) pixels. Exact maximum a posteriori inference is intractable hence a linear programming relaxation technique is used. In [189], the registration problem is formulated as probabilistic inference using a generative model and the expectation-maximization algorithm. The authors define a data-driven technique which makes use of shape features. This gives a hybrid algorithm which combines generative and discriminative models. The measure of similarity is defined in terms of the amount of transformation required. The shapes are represented by sparse-point or continuous-contour representations depending on the form of the data. Klein et al. presented a stochastic gradient descent optimization method with adaptive step size prediction [131]. This method employs a stochastic subsampling technique to accelerate the optimization process. The selection mechanism for the method's free parameters takes into account the chosen similarity measure, the transformation model, and the image content, in order to estimate proper values for the most important settings.

Bronsetin et al. studied some fundamental problems in the analysis of non-rigid deformable shapes [70]. In particular, a novel similarity criteria for shape comparison and its extension to partial similarity has been proposed. They showed that the correspondence problem is also solvable using their similarity metric. In [200], Wörz and Rohr proposed a novel approximation approach to registrate elastic deformations. This landmark-based method uses Gaussian elastic body splines. Other methods use variational techniques [148]. We note that these methods has a rather high computational demand. In [185], a non-rigid registration algorithms is proposed based on $L_{2}$ norm and information-theory.

Another common approach is to approximate a nonlinear deformation via piecewise linear transformations: In [53], a novel framework to fuse local rigid or affine components into a global invertible transformation, called Log-Euclidean polyaffine, has been presented. A simple algorithm is proposed to compute efficiently such transformations and their inverses on regular grids.

### 6.2 Registration framework

In the general case, we want to recover the parameters of an arbitrary $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ diffeomorphism which aligns a pair of shapes. Let us denote the point coordinates of the template and observation by $\mathbf{x}=\left[x_{1}, x_{2}\right]^{T} \in \mathbb{R}^{2}$ and $\mathbf{y}=\left[y_{1}, y_{2}\right]^{T} \in \mathbb{R}^{2}$ respectively. The following identity relation is assumed between the point coordinates of the shapes:

$$
\begin{equation*}
\mathrm{y}=\varphi(\mathrm{x}) \quad \Leftrightarrow \quad \mathrm{x}=\varphi^{-1}(\mathrm{y}) \tag{6.1}
\end{equation*}
$$

where $\varphi^{-1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is the corresponding inverse transformation. Note that $\varphi^{-1}$ always exists since a diffeomorphism is a bijective function such that both the function and its inverse have continuous mixed partial derivatives. Suppose that shapes are represented by their characteristic function $\mathbb{1}: \mathbb{R}^{2} \rightarrow\{0,1\}$, where 0 and 1 correspond to the background and foreground respectively. If we denote the template by $\mathbb{1}_{t}$ and the observation by $\mathbb{1}_{o}$, the
following equality also holds

$$
\begin{equation*}
\mathbb{1}_{o}(\mathbf{y})=\mathbb{1}_{o}(\varphi(\mathbf{x}))=\mathbb{1}_{t}(\mathbf{x}) \tag{6.2}
\end{equation*}
$$

since $\mathbf{x}$ and y are corresponding point coordinates.
Classical landmark based approaches would now set up a system of equations from Eq. (6.1) using point correspondences. However, we are interested in a direct approach without solving the correspondence problem. As a consequence, we cannot directly use Eq. (6.1)-(6.2) because we do not have established point pairs. However, we can multiply these equations and then integrate out individual point correspondences yielding

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \mathbf{y} \mathbb{1}_{o}(\mathbf{y}) d \mathbf{y}=\int_{\mathbb{R}^{2}} \varphi(\mathbf{x}) \mathbb{1}_{t}(\mathbf{x})\left|J_{\varphi}(\mathbf{x})\right| d \mathbf{x} \tag{6.3}
\end{equation*}
$$

where the integral transformation $\mathbf{y}=\varphi(\mathbf{x}), d \mathbf{y}=\left|J_{\varphi}(\mathbf{x})\right| d \mathbf{x}$ has been applied. The Jacobian determinant $\left|J_{\varphi}\right|: \mathbb{R}^{2} \rightarrow \mathbb{R}$

$$
\left|J_{\varphi}(\mathbf{x})\right|=\left|\begin{array}{ll}
\frac{\partial \varphi_{1}}{\partial x_{1}} & \frac{\partial \varphi_{1}}{\partial x_{2}}  \tag{6.4}\\
\frac{\partial \varphi_{2}}{\partial x_{1}} & \frac{\partial \varphi_{2}}{\partial x_{2}}
\end{array}\right|
$$

gives the measure of the transformation at each point. Note that in the case of affine (i.e. linear) transformations, the partial derivatives of the distortion are constants, hence the Jacobian is also constant and the transformation measure can be simply computed as the ratio of the shape areas. This property has been explored in [9]. Herein, however, the transformation is nonlinear causing the Jacobian to become a non-constant function of the coordinates.

Since multiplying with the characteristic functions essentially restricts the integral domains to the foreground regions $\mathcal{F}_{t}=\left\{\mathbf{x} \in \mathbb{R}^{2} \mid \mathbb{1}_{t}(\mathbf{x})=1\right\}$ and $\mathcal{F}_{o}=\left\{\mathbf{y} \in \mathbb{R}^{2} \mid \mathbb{1}_{o}(\mathbf{y})=1\right\}$, we obtain the following finite integral equation:

$$
\begin{equation*}
\int_{\mathcal{F}_{o}} \mathbf{y} d \mathbf{y}=\int_{\mathcal{F}_{t}} \varphi(\mathbf{x})\left|J_{\varphi}(\mathbf{x})\right| d \mathbf{x} \tag{6.5}
\end{equation*}
$$

The diffeomorphism $\varphi$ can be decomposed as

$$
\begin{equation*}
\varphi(\mathrm{x})=\left[\varphi_{1}(\mathrm{x}), \varphi_{2}(\mathrm{x})\right]^{T} \tag{6.6}
\end{equation*}
$$

where $\varphi_{1}, \varphi_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ are coordinate functions. Hence Eq. (6.5), which is in vector form, can be decomposed into a system of two equations using these coordinate functions:

$$
\begin{equation*}
\int_{\mathcal{F}_{o}} y_{i} d \mathbf{y}=\int_{\mathcal{F}_{t}} \varphi_{i}(\mathbf{x})\left|J_{\varphi}(\mathbf{x})\right| d \mathbf{x}, \quad i=1,2 \tag{6.7}
\end{equation*}
$$

The parameters of $\varphi$ are the unknowns of these equations. Usually, $\varphi$ has more than two unknown parameters therefore a system of two equations is not enough to recover $\varphi$.

### 6.2.1 Construction of the system of equations

First of all, let us notice that the identity relation in Eq. (6.1) remains valid when a function $\omega: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is acting on both sides of the equation $[9,43,44]$. Indeed, for a properly chosen $\omega$

$$
\begin{equation*}
\omega(\mathbf{y})=\omega(\varphi(\mathbf{x})) \quad \Leftrightarrow \quad \omega(\mathbf{x})=\omega\left(\varphi^{-1}(\mathbf{y})\right) . \tag{6.8}
\end{equation*}
$$

Thus the following integral equation is obtained from Eq. (6.5)

$$
\begin{equation*}
\int_{\mathcal{F}_{o}} \omega(\mathbf{y}) d \mathbf{y}=\int_{\mathcal{F}_{t}} \omega(\varphi(\mathbf{x}))\left|J_{\varphi}(\mathbf{x})\right| d \mathbf{x} . \tag{6.9}
\end{equation*}
$$

The basic idea of the proposed framework is to generate sufficiently many equations using a set of nonlinear $\omega$ functions. Let the number of parameters of $\varphi$ denoted by $k$ and let $\left\{\omega_{i}\right\}_{i=1}^{\ell}, \omega_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ denote the set of adopted nonlinear functions. In order to solve for all unknowns, we need at least $k$ equations, hence $\ell \geq k$. We thus obtain the following system of equations

$$
\begin{equation*}
\int_{\mathcal{F}_{o}} \omega_{i}(\mathbf{y}) d \mathbf{y}=\int_{\mathcal{F}_{t}} \omega_{i}(\varphi(\mathbf{x}))\left|J_{\varphi}(\mathbf{x})\right| d \mathbf{x}, \quad i=1, \ldots, \ell \tag{6.10}
\end{equation*}
$$

where each $\omega_{i}$ function provides one new equation. Note that the generated equations provide no new information, they simply impose additional constraints. Note also that these equations need to be algebraically independent. While this condition is difficult to verify in practice, it is also clear that linear independence of $\omega_{i}$ functions -which is easier to verify- is crucial, as linear dependency would result in algebraically dependent equations. Therefore in practice, we always use a set of nonlinear $\omega_{i}$ functions. The solution of the system gives the parameters of the aligning transformation. Intuitively, each $\omega_{i}$ generates a consistent coloring of the shapes as shown in Fig. 5.1. From a geometric point of view, Eq. (6.5) simply matches the center of mass of the template and observation while the new equations in Eq. (6.9) match the volumes over the shapes constructed by the nonlinear functions $\omega_{i}$ (see Fig. 5.1).

### 6.2.2 Discussion

### 6.2.2.1 Relation to moment-based approaches

Although the derivations in the previous section are not moment-based per se, it is interesting to analyze how the resulting equation of Eq. (6.10) is related to moments. Image moments and invariants [91] were introduced by Hu [121] for 2D pattern analysis. Since then, they became one of the most popular region-based descriptors because any shape can be reconstructed from its infinite set of moments [92]. Traditional two dimensional $(p+q)^{\text {th }}$ order moments of a function $\varrho: \mathbb{R}^{2} \rightarrow \mathbb{R}$ are defined as

$$
m_{p q}=\int_{\mathbb{R}^{2}} x_{1}^{p} x_{2}^{q} \varrho(\mathbf{x}) d \mathbf{x}
$$

where $p, q \in \mathbb{N}_{0}$. When $\varrho$ is an image function then these moments are also referred to as image moments. In the binary case, where objects are represented by their silhouette, $\varrho$ is a characteristic function yielding $m_{p q}=\int_{\mathcal{F}} x_{1}^{p} x_{2}^{q} d \mathbf{x}$ with $\mathcal{F}=\left\{\mathbf{x} \in \mathbb{R}^{2}: \varrho(\mathbf{x})=1\right\}$. This is often called shape or geometric moment as it only uses polynomials of the coordinates. Generally, orthogonal moments, such as Legendre [92] or Zernike moments [187], are numerically more stable than regular moments. We remark, however, that orthogonal moments can be expressed by regular moments.

In this sense, we can recognize a $0^{\text {th }}$ order function moment of $\omega_{i}$ in the left hand side of Eq. (6.10) (just like any function integral can be regarded as the $0^{\text {th }}$ order moment of the function itself). Similarly to Legendre or Zernike moments, our function moments could also be expressed in terms of shape moments whenever the adopted $\omega_{i}$ functions are polynomials. When $\omega_{i}$ is not polynomial then its Taylor expansion results in an approximating polynomial which in turn yields an infinite sum of shape moments. The right hand side of Eq. (6.10) is more complex as it includes the product of the unknown transformation $\varphi(\mathbf{x})$ and its Jacobian determinant $\left|J_{\varphi}(\mathbf{x})\right|$ which are not necessarily polynomials. Therefore, independently of the choice of $\omega_{i}$, it can only be expressed in terms of shape moments by expanding it into a Taylor series.

It is thus clear that our system of equations outlined in Eq. (6.10) cannot be rewritten in terms of a finite set of classical shape moments, and hence not even in terms of orthogonal moments. This result corresponds to similar findings reported in [90, 190] in the context of projective invariants. What we propose in this paper is another approach, which -starting from the identity relation in Eq. (6.1)- builds up a framework to generate an arbitrary set of equations.

### 6.2.2.2 Invariance vs. covariance

Moment invariants [121,190] are extensively studied as they provide a powerful tool for shape matching. Basically, invariants are functions immune to the action of a particular deformation. There is a well established theory on affine invariants [89, 91], but invariants of higher order deformations are hard to construct. Recently important results on the existence of projective moment invariants [90] as well as on generalized invariants, called Implicit Moment Invariants [88, 91], have also been reported. Herein, we are not interested in constructing invariants as, being immune to the deformation, they do not provide constraints on the actual transformation parameters. Instead, we need covariant functions that vary with the transformation $\varphi(\mathrm{x})$, hence constraining its parameters. Indeed, invariance and covariance play a complementary role: While invariants identify a shape regardless of its deformation, covariants identify the actual deformation.

### 6.2.2.3 Registration vs. matching

There is a fundamental difference between the problem of registration and shape matching [91]. In either case, we fix the family of possible transformations. In the case of match-
ing, we need to determine whether two objects are from the same class or not. For that purpose, it is enough to ask whether there exists a transformation which aligns the objects (i.e. whether they are on the same orbit of the fixed transformation class), but the aligning transformation is not of interest. However, in the registration problem we always assume that there exists a transformation which aligns the objects and we need to estimate its parameters. This explains why multiple object matching algorithms often make use of invariants, ignoring the effect of the unknown transformation, and why covariance is used to solve the registration problem. Due to the difficulty in finding appropriate invariants under elastic deformations [88, 91], nonlinear shape matching (or recognition) is often solved by registering a given observation, representing the deformed shape to be recognized, to the templates stored in a database [60]. A similarity metric is then constructed using the strength of the deformation (e.g. bending energy) and the shape is recognized as the template with the minimal distortion.

### 6.3 Choice of $\omega$ functions

Given $\varphi(\mathbf{x})$ and its Jacobian $\left|J_{\varphi}(\mathbf{x})\right|$ of a particular deformation model, the parameters of the aligning transformation are obtained as a solution of the system of equations Eq. (6.10). For constructing these equations, we need an appropriate set of functions $\left\{\omega_{i}\right\}_{i=1}^{\ell}$. Theoretically, any nonlinear function satisfying Eq. (6.8) could be applied. In practice, however there are two important considerations. First, our equations are always corrupted by errors arising from imperfect data (e.g. segmentation and discretization errors). Therefore the solution is obtained via least-squares minimization of the algebraic error. Since both sides of these equations contain an integral of the corresponding $\omega_{i}$ function, the characteristics of $\omega_{i}$ clearly influence the overall error. In particular, we expect an equal contribution from each equation in order to guarantee an unbiased error measure. Second, iterative least-squares minimization algorithms, like the Levenberg-Marquardt algorithm [147], require the evaluation of the equations at every iteration step. Thus the time complexity of the algorithm is considerably decreased if the integrals can be precomputed, hence avoiding scanning the image pixels at every iteration.

### 6.3.1 Normalization

The algebraic error of the system Eq. (6.10) is obtained as the sum of squared errors :

$$
\sum_{i=1}^{\ell}\left(\int_{\hat{\varphi}\left(\mathcal{F}_{t}\right)} \omega_{i}(\mathbf{y}) d \mathbf{y}-\int_{\mathcal{F}_{o}} \omega_{i}(\mathbf{y}) d \mathbf{y}\right)^{2}
$$

where $\hat{\varphi}$ is the estimated transformation. On the other hand, the geometric error is measured as the absolute difference between the registered shapes:

$$
|G|=\left|\hat{\varphi}\left(\mathcal{F}_{t}\right) \Delta \mathcal{F}_{o}\right|
$$

where $\Delta$ is the symmetric difference. Let $G_{1}=\hat{\varphi}\left(\mathcal{F}_{t}\right) \backslash \mathcal{F}_{o}$ and $G_{2}=\mathcal{F}_{o} \backslash \hat{\varphi}\left(\mathcal{F}_{t}\right)$, yielding $G=G_{1} \cup G_{2}$ and $G_{1} \cap G_{2}=\emptyset$. Since $\int_{\hat{\varphi}\left(\mathcal{F}_{t}\right) \cap \mathcal{F}_{o}}\left(\omega_{i}(\mathbf{y})-\omega_{i}(\mathbf{y})\right) d \mathbf{y}=0$, the algebraic error can be expressed as

$$
\begin{equation*}
\sum_{i=1}^{\ell}\left(\int_{G_{1}} \omega_{i}(\mathbf{y}) d \mathbf{y}-\int_{G_{2}} \omega_{i}(\mathbf{y}) d \mathbf{y}\right)^{2} \tag{6.11}
\end{equation*}
$$

The $i^{\text {th }}$ equation contributes to the error by the difference of the integrals of $\omega_{i}$ over the non-overlapping domains $G_{1}$ and $G_{2}$. Thus the magnitude of the contributed value depends not only on the geometric error $G$ but also on the values $\omega_{i}$ takes over these domains. Large variations in the range of different $\omega_{i}$ functions yield an uneven contribution of different equations which leads to a biased algebraic error or, in extreme cases, to numerical instability.

A usual remedy is to normalize the coordinates of both shapes into the unit square $\left([-0.5,0.5] \times[-0.5,0.5]\right.$ in our experiments), and to choose $\omega_{i}$ with a range limited to a similar interval (e.g. $[-1,1]$ ). This is achieved by dividing the integrals in Eq. (6.10) with an appropriate constant corresponding to the maximal magnitude of the integral. Since the integral of a given $\omega_{i}$ depends on the integration domain (i.e. the actual transformed shape), a trivial upper bound would be the infinite integral $\int_{\mathbb{R}^{2}}\left|\omega_{i}\right|$. Unfortunately, this integral may not be computed or yields an infinite value thus making this kind of normalization unfeasible. Therefore we need to find a finite domain which contains all intermediate shapes during the minimization process. We found experimentally (see Fig. 6.1), that the transformations occurring during the least-squares minimization process do not transform the shapes out of a circle with center in the origin and a radius $\frac{\sqrt{2}}{2}$ (i.e. the circumscribed circle of the unit square). We thus adopt the following constant

$$
\begin{equation*}
N_{i}=\int_{\|\mathbf{x}\| \leq \frac{\sqrt{2}}{2}}\left|\omega_{i}(\mathbf{x})\right| d \mathbf{x} \tag{6.12}
\end{equation*}
$$

and the normalized version of Eq. (6.10) becomes

$$
\begin{equation*}
\frac{\int_{\mathcal{F}_{o}} \omega_{i}(\mathbf{y}) d \mathbf{y}}{N_{i}}=\frac{\int_{\mathcal{F}_{t}} \omega_{i}(\varphi(\mathbf{x}))\left|J_{\varphi}(\mathbf{x})\right| d \mathbf{x}}{N_{i}}, \quad i=1, \ldots, \ell \tag{6.13}
\end{equation*}
$$

### 6.3.2 Computational efficiency

The Levenberg-Marquardt algorithm requires the evaluation of the equations at every iteration step. Unfortunately, the integrands on the right hand side of Eq. (6.13) include the unknowns implying that we have to recompute these integrals at each iteration, yielding a time complexity of $\mathcal{O}(k(N+M))$, where $k$ is the number of iterations (typically around 1000 in our experiments), while $N$ and $M$ are the number of the foreground pixels of the template and observation respectively. If we could eliminate the unknowns from the integrands then the integrals could be precomputed and the runtime of the solver would become independent


Figure 6.1: Coverage of transformed shapes of $\approx 1500$ synthetic observations during the minimization process. Pixel values represent the number of intermediate shapes that included a particular pixel. For reference, we also show the circle with radius $\frac{\sqrt{2}}{2}$ used for normalization.
from the number of foreground pixels $M+N$. We will show that this can be achieved by applying polynomial $\omega_{i}$ functions in Eq. (6.13).

Let us suppose that $\varphi(\mathbf{x})=\sum_{i=1}^{n} a_{i} \phi_{i}(\mathbf{x})$, where $a_{i} \in \mathbb{R}$, and $\phi_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ are basis functions. Note that polynomial or thin plate spline deformations are of the above form while other diffeomorphisms can be approximated by the first few terms of their Taylor expansion [93] yielding the above representation. Furthermore, let us denote $\mathbf{a}=\left[a_{1}, \ldots, a_{n}\right]$ and $\phi(\mathbf{x})=\left[\phi_{1}(\mathbf{x}), \ldots, \phi_{n}(\mathbf{x})\right]$.

Definition 6.3.1 When a function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is such that

$$
f\left(\sum_{i=1}^{n} a_{i} \phi_{i}(\mathbf{x})\right)=\sum_{j=1}^{m} g_{j}(\mathbf{a}) h_{j}(\phi(\mathbf{x}))
$$

where $m \in \mathbb{N}$ and $g_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}, h_{j}: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2}$ for $1 \leq j \leq m$, then we say $f$ is separable with respect to a and $\phi(\mathbf{x})$.

The following theorem states that applying polynomial $\omega_{i}$ functions in Eq. (6.13) results in a regular nonlinear equation with respect to the unknowns $a_{1}, \ldots, a_{n}$ instead of an integral equation.

Theorem 6.3.1 When $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is polynomial, then the following equality holds:

$$
\begin{equation*}
\int_{\mathcal{F}} f(\varphi(\mathbf{x}))\left|J_{\varphi}(\mathbf{x})\right| d \mathbf{x}=\sum_{i=1}^{m} g_{i}(\mathbf{a}) \int_{\mathcal{F}} h_{i}(\phi(\mathbf{x})) d \mathbf{x} \tag{6.14}
\end{equation*}
$$

where $m \in \mathbb{N}$ and $g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}, h_{i}: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2}$ for $1 \leq i \leq m$.

The proof can be found in Appendix A. 3 and in [12]. As a consequence, choosing a polynomial $\omega_{i}$ function allows us to eliminate the unknowns a from the integrand. Hence $\int_{\mathcal{F}} h_{i}(\phi(\mathbf{x})) d \mathbf{x}$ has to be computed only once and the time complexity of the solver becomes independent of the size of the input images.

### 6.3.3 Solution and complexity

The obtained system of equation is solved by iterative least squares minimization using the Levenberg-Marquardt algorithm (LM) [147]. The time complexity of the algorithm is $\mathcal{O}(N+M)$ whenever we adopt a polynomial set $\left\{\omega_{i}\right\}_{i=1}^{\ell}$. Note, that LM finds a local minimum. However, our numerical experiments show that the solution found by LM is quite close to the geometrically correct one. A theoretical analysis would be far too complex, but intuitively we can argue as follows: To avoid geometrically wrong local minima, proper normalization is crucial. As explained in Section 6.3.1, the equations need to be balanced and shapes must be normalized into the unit square. This guarantees, that initially shapes are overlapping making the identity transform a good initialization, while balanced equations eliminate undesirable bias during iterations caused by large coefficients in some equations. Finally, we have to remark that deformations with higher degree of freedom (e.g. TPS) may have many geometrically correct solutions (i.e. many transformation may produce an almost perfect alignment due to the fact that deformations are only visible around the boundary of the shapes). Therefore, although the parameter space is of higher dimension, LM also has a higher chance to find a local minima close to one of these correct solutions.

### 6.4 Modeling deformation fields

It is a quite common assumption in image registration, that the deformation field is smooth and invertible, especially when the resulting deformation field is further analyzed (e.g. in deformation-based morphometry or construction of shape models). Diffeomorphisms provide a convenient mathematical framework to describe such deformations. Various parametric models of diffeomorphic deformations have been proposed in the literature [202]. These are either based on a physical model (e.g. planar homography) or on a general parameterization using different basis functions (e.g. thin plate spline, B-spline). Herein, we will focus on some broadly used class of deformations, but our framework can be applied to other
nonlinear transformations as well (see Section 6.6.6, for instance). Essentially, all we need to apply our framework to a particular deformation model are the formulas of the adopted diffeomorphism $\varphi(\mathbf{x})$ and its Jacobian $\left|J_{\varphi}(\mathbf{x})\right|$.

### 6.4.1 Planar homography

Perspective images of planar scenes are usual in perception of man made environments. In such cases, a planar scene and its image are related by a plane to plane homography, also known as a plane projective transformation. Estimating the parameters of such transformations is a fundamental problem in computer vision with various applications.

Let us denote the homogeneous coordinates of the template and observation by $\mathrm{x}^{\prime}=$ $\left[x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right]^{T} \in \mathbb{P}^{2}$ and $\mathbf{y}^{\prime}=\left[y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}\right]^{T} \in \mathbb{P}^{2}$, respectively. Planar homography is then a linear transformation in the projective plane $\mathbb{P}^{2}$

$$
\begin{equation*}
\mathbf{y}^{\prime}=\mathbf{H x}^{\prime} \quad \Leftrightarrow \quad \mathbf{x}^{\prime}=\mathbf{H}^{-1} \mathbf{y}^{\prime} \tag{6.15}
\end{equation*}
$$

where $\mathbf{H}=\left\{H_{i j}\right\}$ is the unknown $3 \times 3$ transformation matrix that we want to recover. Note that $\mathbf{H}$ has only 8 degree of freedom thus one of its 9 elements can be fixed. Herein we will set $H_{33}=1$. Although $H_{33}$ could be 0 or small in general, the coordinates of the input shapes are normalized before matching into $[-0.5 ; 0.5] \times[-0.5 ; 0.5]$ with center of mass being the origin. Thus if $H_{33}$ would be 0 then $\mathbf{H}$ would map the origin $\left[0,0, x_{3}^{\prime}\right]^{T}$ of the template into $\left[H_{13} x_{3}^{\prime}, H_{23} x_{3}^{\prime}, 0\right]^{T}$ on the observation (i.e. to infinity yielding an ellipse to become a parabola), which is quite unlikely to be observed in a real image pair. Similarly, if $H_{33}$ is very small, then the origin is mapped to a distant point implying extreme distortion which is again unlikely in practice. These are close to degenerate situations for which a numerically stable solution may not exists anyway.

As usual, the inhomogeneous coordinates $\mathbf{y}=\left[y_{1}, y_{2}\right]^{T} \in \mathbb{R}^{2}$ of a homogeneous point $\mathbf{y}^{\prime}$ are obtained by projective division

$$
\begin{align*}
& y_{1}=\frac{y_{1}^{\prime}}{y_{3}^{\prime}}=\frac{H_{11} x_{1}+H_{12} x_{2}+H_{13}}{H_{31} x_{1}+H_{32} x_{2}+1} \equiv \chi_{1}(\mathbf{x}) \\
& y_{2}=\frac{y_{2}^{\prime}}{y_{3}^{\prime}}=\frac{H_{21} x_{1}+H_{22} x_{2}+H_{23}}{H_{31} x_{1}+H_{32} x_{2}+1} \equiv \chi_{2}(\mathbf{x}) \tag{6.16}
\end{align*}
$$

where $\chi_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}$. Indeed, planar homography is a linear transformation in the projective plane $\mathbb{P}^{2}$, but it becomes nonlinear within the Euclidean plane $\mathbb{R}^{2}$. The nonlinear transformation corresponding to $\mathbf{H}$ is denoted by $\chi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}, \chi(\mathbf{x})=\left[\chi_{1}(\mathbf{x}), \chi_{2}(\mathbf{x})\right]^{T}$ and the Jacobian determinant $\left|J_{\chi}\right|: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is given by

$$
\left|J_{\chi}(\mathbf{x})\right|=\left|\begin{array}{cc}
\frac{\partial \chi_{1}}{\partial x_{1}} & \frac{\partial \chi_{1}}{\partial x_{2}}  \tag{6.17}\\
\frac{x_{2}}{\partial x_{1}} & \frac{x_{2}}{\partial x_{2}}
\end{array}\right|=\frac{|\mathbf{H}|}{\left(H_{31} x_{1}+H_{32} x_{2}+1\right)^{3}} .
$$

### 6.4.2 Thin plate spline

Thin plate splines (TPS) $[67,101,202]$ are widely used to approximate non-rigid deformations using radial basis functions. Given a set of control points $\mathbf{c}_{k} \in \mathbb{R}^{2}$ and associated mapping coefficients $a_{i j}, w_{k i} \in \mathbb{R}$ with $i=1,2, j=1,2,3$ and $k=1, \ldots, K$, the TPS interpolating points $\mathbf{c}_{k}$ is given by [202]

$$
\begin{equation*}
\varsigma_{i}(\mathbf{x})=a_{i 1} x_{1}+a_{i 2} x_{2}+a_{i 3}+\sum_{k=1}^{K} w_{k i} Q\left(\left\|\mathbf{c}_{k}-\mathbf{x}\right\|\right) \tag{6.18}
\end{equation*}
$$

where $Q: \mathbb{R} \rightarrow \mathbb{R}$ is the radial basis function

$$
Q(r)=r^{2} \log r^{2} .
$$

Note that parameters include 6 global affine parameters $a_{i j}$ and $2 K$ local coefficients $w_{k i}$ for the control points. In classical correspondence-based approaches control points are placed in extracted point matches, i.e. we know the exact mapping at the control points and mappings of other points are interpolated using TPS. In our approach, however, TPS can be regarded as a parametric model to approximate the underlying free-form deformation. The parameters of this model are then estimated by our method. In order to capture deformations everywhere, we place the radial basis functions (i.e. control points) on a uniform grid. Obviously, a finer grid allows to recover finer details of the deformation field at the price of more equations.

The physical interpretation of Eq. (6.18) is a thin plate deforming under point loads acting in the control points. Additional constraints are that the sum of the loads applied to the plate as well as moments with respect to both axes should be 0 . These are needed to ensure that the plate would not move or rotate under the imposition of the loads, thus remaining stationery [202]:

$$
\begin{equation*}
\sum_{k=1}^{K} w_{k i}=0 \quad \text { and } \quad \sum_{k=1}^{K} c_{k j} w_{k i}=0, \quad i, j=1,2 . \tag{6.19}
\end{equation*}
$$

Another interpretation of the above constraints is that the plate at infinity behaves according to the affine term. Let $\varsigma: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}, \varsigma(\mathbf{x})=\left[\varsigma_{1}(\mathbf{x}), \varsigma_{2}(\mathbf{x})\right]^{T}$ a TPS map with $6+2 K$ parameters. The Jacobian $\left|J_{\varsigma}(\mathbf{x})\right|$ of the transformation $\varsigma$ is composed of the following partial derivatives ( $i, j=1,2$ )

$$
\begin{equation*}
\frac{\partial \varsigma_{i}}{\partial x_{j}}=a_{i j}-\sum_{k=1}^{K} 2 w_{k i}\left(c_{k j}-x_{j}\right)\left(1+\log \left(\left\|\mathbf{c}_{k}-\mathbf{x}\right\|^{2}\right)\right) \tag{6.20}
\end{equation*}
$$

### 6.5 Experimental results

The proposed method ha been tested on various synthetic and real datasets. The performance of the algorithm has also been compared to two other nonlinear registration methods: Shape

Context [60] which has been developed for general nonlinear registration and homest [141] which implements a classical algorithm for homography estimation. The proposed algorithm has been implemented in Matlab R2008 and all tests have been ran on a Pentium IV 3.2 GHz under Linux operating system. The demo implementation of our method is available for download at http://www.inf.u-szeged.hu/~kato/software/.

Registration results were quantitatively evaluated using two kind of error measures. The first one $(\delta)$ is the absolute difference of the registered shapes, while $\epsilon$ measures the distance between the true $\varphi$ and the estimated $\hat{\varphi}$ transformation:

$$
\delta=\frac{\left|F_{r} \Delta F_{o}\right|}{\left|F_{r}\right|+\left|F_{o}\right|} \cdot 100 \%, \quad \epsilon=\frac{1}{\left|F_{t}\right|} \sum_{\mathbf{x} \in F_{t}}\|\varphi(\mathbf{x})-\hat{\varphi}(\mathbf{x})\|,
$$

where $F_{t}, F_{o}$, and $F_{r}$ denote the set of foreground pixels of the template, observation, and the registered template respectively.

Intuitively, $\epsilon$ shows the average transformation error per pixel. Note that this measure can only be evaluated on synthetic images where the applied transformation is known while $\delta$ can always be computed. On the other hand, $\epsilon$ gives a better characterization of the transformation error as it directly evaluates the mistransformation. $\delta$ sees only the percentage of non-overlapping area between the observation and registered shape. Hence the value of $\delta$ depends also on the compactness, topology, and segmentation error of the shapes.
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Figure 6.2: Plots of tested $\left\{\omega_{i}\right\}$ function sets.

### 6.5.1 Comparison of various $\omega$ functions

According to our theoretical results presented in Section 6.3, we expect that the precision of the recovered transformation parameters is independent of the choice of the $\left\{\omega_{i}\right\}$ set as long as equations are properly normalized. To verify these findings, we evaluated the registration quality of various $\left\{\omega_{i}\right\}$ function sets. We considered power and trigonometric functions as well as polynomials, a total of 6 different sets (see Fig. 6.2):

1. Power functions

$$
\begin{equation*}
\omega_{i}(\mathbf{x})=x_{1}^{n_{i}} x_{2}^{m_{i}} \tag{6.21}
\end{equation*}
$$

with $\left(n_{i}, m_{i}\right) \in\{(0,0),(1,0),(0,1),(1,1),(2,0),(0,2),(2,1),(1,2),(2,2),(3,0)$, $(0,3),(3,1),(1,3)\}$
2. Rotated power functions

$$
\begin{equation*}
\omega_{i}(\mathbf{x})=\left(x_{1} \cos \alpha_{i}-x_{2} \sin \alpha_{i}\right)^{n_{i}}\left(x_{1} \sin \alpha_{i}+x_{2} \cos \alpha_{i}\right)^{m_{i}} \tag{6.22}
\end{equation*}
$$

with $\alpha_{i} \in\left\{0, \frac{\pi}{6}, \frac{\pi}{3}\right\}$ and $\left(n_{i}, m_{i}\right) \in\{(1,2),(2,1),(1,3),(3,1)\}$
3. Mixed trigonometric functions

$$
\begin{equation*}
\omega_{i}(\mathbf{x})=\sin \left(n_{i} x_{1} \pi\right) \cos \left(m_{i} x_{2} \pi\right) \tag{6.23}
\end{equation*}
$$

with $\left(n_{i}, m_{i}\right) \in\{(1,2),(2,1),(2,2),(1,3),(3,1),(2,3),(3,2),(3,3),(1,4),(4,1)$, $(2,4),(4,2)\}$
4. Trigonometric functions

$$
\begin{equation*}
\omega_{i}(\mathbf{x})=Q_{i}\left(n_{i} x_{1}\right) R_{i}\left(m_{i} x_{2}\right) \tag{6.24}
\end{equation*}
$$

with $Q_{i}(x), R_{i}(x) \in\{\sin (x), \cos (x)\}$ and $\left(n_{i}, m_{i}\right) \in\{(1,1),(1,2),(2,1)\}$
5. Polynomials

$$
\begin{equation*}
\omega_{i}(\mathbf{x})=P_{n_{i}}\left(x_{1}\right) P_{m_{i}}\left(x_{2}\right) \tag{6.25}
\end{equation*}
$$

with $\left(n_{i}, m_{i}\right) \in\{(1,2),(2,1),(1,3),(3,1),(2,3),(3,2),(1,4),(4,1),(2,4),(4,2)$, $(3,4),(4,3)\}$ composed of the following random polynomials:

$$
\begin{aligned}
& P_{1}(x)=2 x^{2}-x-1 \\
& P_{2}(x)=2 x^{3}-x^{2} \\
& P_{3}(x)=x^{3}-30 x^{2}+3 x+2 \\
& P_{4}(x)=3 x^{5}-x^{2}+5 x-1
\end{aligned}
$$

6. Polynomials

$$
\begin{equation*}
\omega_{i}(\mathbf{x})=L_{n_{i}}\left(x_{1}\right) L_{m_{i}}\left(x_{2}\right) \tag{6.26}
\end{equation*}
$$

with $\left(n_{i}, m_{i}\right) \in\{(2,3),(3,2),(2,4),(4,2),(3,4),(4,3),(2,5),(5,2),(3,5),(5,3)$, $(4,5),(5,4)\}$ composed of the following Legendre polynomials:

$$
\begin{aligned}
L_{2}(x) & =\frac{1}{2}\left(3 x^{2}-1\right) \\
L_{3}(x) & =\frac{1}{2}\left(5 x^{3}-3 x\right) \\
L_{4}(x) & =\frac{1}{8}\left(35 x^{4}-30 x^{2}+3\right) \\
L_{5}(x) & =\frac{1}{8}\left(63 x^{5}-70 x^{3}+15 x\right)
\end{aligned}
$$

The quantitative evaluation of the above function sets are summarized in Table 6.1. Basically, all median $\delta$ error measures are between $0.1-0.2$. Although the mean values have a slightly bigger variance, this is mainly caused by a few outliers rather than a systematic error. It is thus fair to say that the considered $\omega_{i}$ functions perform equally well, which confirms our theoretical results.

The question is therefore naturally arising: Which $\left\{\omega_{i}\right\}$ set should be used? Or in more general: What properties should the $\left\{\omega_{i}\right\}$ set have? From a theoretical point of view, there are only trivial restrictions on the applied functions: Obviously, $\omega_{i}$ must be an integrable function over the finite domains $\mathcal{F}_{o}$ and $\mathcal{F}_{t}$. The functions have to be rich enough, i.e. they have to produce a varying surface over the shape domain (e.g. see Fig. 6.2). For example, the constant function $\omega(x) \equiv c$ is clearly wrong as it makes Eq. (6.8) always true independently of the underlying deformation. From a practical point of view, the picture is different: First of all, we have to solve numerically a system of integral equations. According to Theorem 6.3.1, we can reduce this problem to the solution of a nonlinear system of equations when the $\omega_{i}$ functions are polynomial. The empirical results presented in this section show, that registration quality is almost unaffected by the choice of $\omega_{i}$ functions but computational efficiency is clearly increased for a polynomial $\left\{\omega_{i}\right\}$ set. Therefore we recommend to use low order polynomials for computational efficiency. In our experiments, we have used the set 11), unless otherwise noted.

| $\omega_{i}$ set | $\delta(\%)$ |  |  | $\epsilon($ pixel $)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $m$ | $\mu$ | $\sigma$ | $m$ | $\mu$ | $\sigma$ |
| 11$)$ | 0.09 | 0.53 | 3.38 | 0.08 | 3.03 | 22.36 |
| $22)$ | 0.11 | 1.01 | 5.01 | 0.10 | 4.40 | 24.14 |
| $33)$ | 0.21 | 12.28 | 19.61 | 0.19 | 20.14 | 41.73 |
| $44)$ | 0.12 | 1.52 | 6.25 | 0.11 | 6.02 | 25.79 |
| $55)$ | 0.10 | 0.80 | 4.75 | 0.08 | 3.27 | 18.60 |
| $66)$ | 0.10 | 0.99 | 4.84 | 0.08 | 4.17 | 20.78 |

Table 6.1: Quantitative comparison of various $\left\{\omega_{i}\right\}$ function sets. $m, \mu$, and $\sigma$ denote the median, mean, and deviation.

### 6.5.2 Quantitative evaluation on synthetic data

Herein, we will focus on planar homography. Synthetic tests with other deformation models can be found in [43]. Our benchmark dataset contains 37 different shapes and their transformed versions, a total of $\approx 1500$ images of size $256 \times 256$. The applied plane projective transformations were randomly composed of $0.5, \ldots, 1.5$ scalings; $-\frac{\pi}{4}, \ldots, \frac{\pi}{4}$ rotations along the three axes; $-1, \ldots, 1$ translations along both $x$ and $y$ axis and $0.5, \ldots, 2.5$ along the $z$ axis; and a random focal length chosen from [0.5, 1.5]. Note that these are projective transformations mapping a template shape from a plane placed in the 3D Euclidean space to the $x y$ plane. Some typical examples of these images can be seen in Fig. 6.3, while a summary of


Figure 6.3: Planar homographies: Example images from the synthetic data set and registration results obtained by Shape Context [60] and the proposed method. The observation and the registered template were overlaid, overlapping pixels are depicted in gray whereas non-overlapping ones are shown in black.

|  | Runtime (sec.) |  | $\delta(\%)$ |  | $\epsilon$ (pixel) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | SC | P | SC | P | P |
| $m$ | 98.72 | 16.04 | 2.69 | 0.09 | 0.08 |
| $\mu$ | 102.78 | 27.04 | 4.41 | 0.54 | 2.97 |
| $\sigma$ | 28.26 | 45.34 | 4.79 | 3.42 | 22.04 |

Table 6.2: Comparative tests of the proposed method on the synthetic dataset for recovering a planar homography. $S C$ - Shape Context [60]; $P$ - proposed method. $m, \mu$, and $\sigma$ denote the median, mean, and deviation.
registration results is presented in Table 6.2. We have also compared the performance of our method to that of Shape Context [60]. For testing, we used the program provided by the authors and set its parameters empirically to their optimal value (beta_init $=30, n_{\_}$iter $=30$, annealing rate $r=1$ ). We remark that the program's only output is the registered shape, hence $\epsilon$ could not be computed.

### 6.5.2.1 Robustness

In practice, segmentation never produces perfect shapes. Therefore we have also evaluated the robustness of the proposed approach against segmentation errors. Besides using various kind of real images inherently subject to such errors, we have also conducted a systematic test on simulated data: In the first testcase, $5 \%, \ldots, 20 \%$ of the foreground pixels has been removed from the observation before registration. In the second case, we occluded continu-


Figure 6.4: Sample observations with various degradations.
ous square-shaped regions of size equal to $1 \%, \ldots, 10 \%$ of the shape, while in the third case we disoccluded a similar region. Finally, we randomly added or removed squares uniformly around the boundary of a total size $1 \%, \ldots, 10 \%$ of the shape. Note that we do not include cases where erroneous foreground regions appear as disconnected regions, because such false regions can be efficiently removed by appropriate morphological filtering. We therefore concentrate on cases where segmentation errors cannot be filtered out. See samples of these errors in Fig. 6.4.

Table 6.3 shows that our method is quite robust whenever errors are uniformly distributed (first and fourth testcases) over the whole shape. However, it becomes less stable in case of larger localized errors, like occlusion and disocclusion. This is a usual behavior of area-based methods because they are relying on quantities obtained by integrating over the whole object area. Thus large missing parts would drastically change these quantities resulting in false registrations. Nevertheless, in many application areas one can take images under controlled conditions which guarantees that observations are not occluded (e.g. medical imaging, industrial inspection). Note also that Shape Context [60] is consistently outperformed by our method except in the cases of occlusion and disocclusion.

### 6.6 Applications

Herein, we will demonstrate the relevance of our approach in various application domains using two common models: planar homography and thin plate spline as well as applicationspecific deformation models.

### 6.6.1 Matching traffic signs

Nowadays, modern cars include many safety systems. Automatic traffic sign recognition is a major challenge of such intelligent systems, where one of the key tasks is the matching of a projectively distorted sign with a template. Herein, we have used classical thresholding and some morphological operations for segmentation but automatic detection/segmentation is also possible [164]. Fig. 6.5 show some registration results. Each image pair was taken from different signboards. The main challenges were strong deformations, segmentation errors and variations in the style of the depicted objects. For example, the observations in Fig. 6.5(b) and Fig. 6.5(c) do not contain exactly the same shape as the object on the

| (a) missing pixels |  | $5 \%$ | $10 \%$ | $15 \%$ | $20 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Shape Context [60] | $m$ | 21.85 | 24.91 | 26.38 | 27.2 |
|  | $\sigma$ | 5.97 | 6.14 | 6.37 | 6.56 |
| Proposed method | $m$ | 2.98 | 5.69 | 8.51 | 11.57 |
|  | $\sigma$ | 4.13 | 5.23 | 6.09 | 6.74 |
| (b) size of occlusion |  | $1 \%$ | $2.5 \%$ | $5 \%$ | $10 \%$ |
| Shape Context [60] | $m$ | 3.03 | 3.55 | 4.55 | 6.79 |
|  | $\sigma$ | 4.79 | 4.79 | 5.09 | 7.03 |
| Proposed method | $m$ | 1.41 | 3.40 | 6.19 | 11.27 |
|  | $\sigma$ | 3.49 | 4.18 | 5.09 | 6.6 |
| (c) size of disocclusion |  | $1 \%$ | $2.5 \%$ | $5 \%$ | $10 \%$ |
| Shape Context [60] | $m$ | 3.63 | 4.52 | 6.25 | 9.28 |
|  | $\sigma$ | 5.19 | 5.61 | 6.84 | 7.78 |
| Proposed method | $m$ | 1.93 | 4.54 | 8.28 | 13.62 |
|  | $\sigma$ | 4.31 | 5.13 | 6.16 | 7.09 |
| (d) size of boundary error |  | $1 \%$ | $5 \%$ | $10 \%$ | $20 \%$ |
| Shape Context [60] | $m$ | 2.86 | 3.78 | 4.68 | 6.92 |
|  | $\sigma$ | 4.72 | 4.83 | 5.04 | 5.92 |
| Proposed method | $m$ | 0.54 | 1.67 | 2.67 | 4.03 |
|  | $\sigma$ | 3.28 | 3.5 | 3.9 | 4.47 |

Table 6.3: Median ( $m$ ) and standard deviation ( $\sigma$ ) of $\delta$ error (\%) vs. various type of segmentation errors as shown in Fig. 6.4.
template. In particular, the $S T O P$ sign in Fig. 6.5(c) uses different fonts. In spite of these difficulties, our method was able to recover a quite accurate transformation (the average $\delta$ error was $12,66 \%$ on these images).

### 6.6.2 Aligning hip prosthesis X-ray images

In Section 5.7.1, the problem of assessing hip prosthesis loosing has already been addressed. Clinicians assess loosening by inspecting a number of follow-up X-ray images, where a crucial task is the registration of X-ray images as shown in Fig. 6.6. Herein, we show registration results using a planar homography deformation model. Since the X-ray images are always taken in a well defined standard position of the patient's leg, this is a good approximation here. Some of these results are presented in Fig. 6.6.

### 6.6.2.1 Comparison with correspondence-based homography estimation

Since the grayscale versions of the images were available, it was possible to compare our method to a feature-correspondence based solution. For that purpose, we have used homest [141],

|  | Runtime (sec.) |  |  | $\delta(\%)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | m | $\mu$ | $\sigma$ | m | $\mu$ | $\sigma$ |
| Shape Context [60] | 35.02 | 34.43 | 7.58 | 7.86 | 9.40 | 4.71 |
| Proposed method | 10.00 | 9.81 | 1.47 | 7.66 | 8.93 | 4.22 |

Table 6.4: Comparative results on 2000 image pairs from the MNIST database. $m, \mu$, and $\sigma$ stand for the median, mean, and standard deviation.
which implements a kind of "gold standard" algorithm composed of [112, 205]. The point correspondences has been extracted by the SIFT [142] method. As input, we provided the masked signboard region for traffic sign matching and the prosthesis region for medical registration. Furthermore, we have also extracted point correspondences established by Shape Context [60]. Here, the input was the binary mask itself used for SIFT as well as for our method. Although the SIFT parameter called distRatio, controlling the number of the extracted correspondences, has been manually fine-tuned, we could not get reliable results due to the lack of rich radiometric features. Fig. 6.6 shows two results on X-ray images while on traffic signs (see Fig. 6.5), SIFT could not find enough correspondences in about half of the cases. As for Shape Context-based correspondences, we got somewhat better alignments (an average $\delta$ of $33.47 \%$ for the traffic sign images).

### 6.6.3 Matching handwritten characters

The performance of our method has been evaluated on aligning handwritten digits from the MNIST dataset [138]. A standard approach in matching characters is to align the observation (to be recognized) with each of the digit templates, and recognize it as the template with the lowest deformation. A similar approach is used in [60] which can be applied in our case too. Herein, we will concentrate on the alignment of these characters. Since this is a free-form deformation, we used the thin plate spline model with 25 control points placed on a regular grid over the input shapes. The model has $2 \cdot 25+6=56$ parameters. The equations were generated using the function set Eq. (6.21) with parameters $0 \leq m_{i}, n_{i} \leq 8, m_{i}+n_{i} \leq 8$ resulting in an overdetermined system of 81 equations. The experiment consisted of $\approx 2000$ test cases, some example images and registration results are shown in Fig. 6.7. Moreover, we also compared our results to Shape Context [60], which also uses a thin plate spline model but control points are placed on corresponding contour points. Comparative results in Table 6.4 show that our method provides slightly better matches within $1 / 3$ of CPU time.

### 6.6.4 Fusion of MRI and TRUS prostate images

Countries in Europe and USA have been following prostate cancer screening programs since the last 15 years [52]. A patient with abnormal findings is generally advised for a prostate biopsy to diagnose the benign or malignant lesions. During needle biopsy, the most common
appearance of malignant lesions in Transrectal Ultrasound (TRUS) is hypoechoic. The accuracy of sonographic finding of hypoechoic prostate cancer lesions is typically $43 \%$ [73]. In contrast, Magnetic Resonance Imaging (MRI) has a negative predictive value of $80 \%-84 \%$ for significant cancer and the accuracy of MRI to diagnose prostate cancer is approximately $72 \%-76 \%$ [196]. Therefore, MRI may serve as a triage test for men deemed to be at risk of prostate cancer and may reduce the number of re-biopsies while at the same time provide more useful information for those who are sent for biopsy. Consequently, fusion of pre-biopsy MR images onto interoperative TRUS images might increase the overall biopsy accuracy [122].

An essential part of this procedure is the alignment of the segmented prostate regions in the two modalities. Since the prostate may undergo deformations due to the insertion of the endorectal probe through the rectum during the MR imaging as well as inflation of the endorectal balloon, nonlinear registration is needed for the multimodal alignment. Due to the rather different content of these modalities, radiometric information cannot be used reliably. Fortunately, the segmentation of the prostate is available in both modalities, which is efficiently obtained by an Active Appearance Model [98]. Placing the control points of a TPS on a uniform grid over the prostate shapes, they can be directly aligned without established correspondences. Fig. 6.9 shows some examples of aligned prostate images obtained by this method. In [41], we have improved the generic non-linear registration framework of [12] by establishing a few prostate-specific point correspondences and regularizing the overall deformation. The point correspondences under the influence of which the thin-plate bends are established on the prostate contours by a method based on matching the shape-context ( [61]) representations of contour points using Bhattacharyya distance ( [155]). The approximation and regularization of the bending energy of the thin-plate splines are added to the set of non-linear TPS equations and are jointly minimized for a solution. Fig. 6.8 shows some registration results on multimodal prostate images.

### 6.6.5 Elastic registration of 3D lung CT volumes

Lung alignment is a crucial task in lung cancer diagnosis [72]. During the treatment, changes in the tumor size are determined by comparing follow-up PET/CT scans which are taken at regular intervals depending on the treatment and the size of the tumor. Due to respiratory motion, the lung is subject to a nonlinear deformation between such follow-ups, hence it is hard to automatically find correspondences. A common practice is to determine corresponding regions by hand, but this makes the procedure time consuming and the obtained alignments may not be accurate enough for measuring changes.

Our algorithm has been successfully applied $[46,47]$ to align 3D lung CT scans. As usual in elastic medical imaging, the adopted parametric model is a 3D Thin plate splines (TPS) $[67,202] \varsigma: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ which can also be decomposed as three coordinate functions $\varsigma(\mathbf{x})=\left[\varsigma_{1}(\mathbf{x}), \varsigma_{2}(\mathbf{x}), \varsigma_{3}(\mathbf{x})\right]^{T}$. Given a set of control points $c_{k} \in \mathbb{R}^{3}$ and associated mapping coefficients $a_{i j}, w_{k i} \in \mathbb{R}$ with $i=1, \ldots, 3, j=1, \ldots, 4$ and $k=1, \ldots, K$, the TPS
functions are

$$
\begin{equation*}
\varsigma_{i}(\mathbf{x})=a_{i 1} x_{1}+a_{i 2} x_{2}+a_{i 3} x_{3}+a_{i 4}+\sum_{k=1}^{K} w_{k i} Q\left(\left\|c_{k}-\mathbf{x}\right\|\right) \tag{6.27}
\end{equation*}
$$

where $Q: \mathbb{R} \rightarrow \mathbb{R}$ is the radial basis function, which has the following form in 3D [67]:

$$
Q(r)=|r| .
$$

The number of the necessary parameters are $N=3(K+4)$ consisting of 12 affine parameters $a_{i j}$ and 3 coefficients $w_{k i}$ for each of the $K$ control points $c_{k}$.

As for the prostate registration problem, we also included a bending energy regularization to ensure the proper alignment of the inner structures. Some registration results are presented in Fig. 6.11, where we also show the achieved alignment on grayscale slices of the original lung CT images. For these slices, the original and transformed images were combined as an $8 \times 8$ checkerboard pattern.

### 6.6.6 Industrial inspection

An important step in hose manufacturing for automotive industry is to print various signs on the hose surface in order to facilitate installation (see Fig. 6.10). The quality control of this process involves visual inspection of the printed signs. In an automated inspection system, this can be implemented by comparing images of the printed sign to its template, which requires the alignment of the template and observation shapes. The main challenges are segmentation errors and complex distortions. The physical model of the contact printing procedure is as follows:

1. The stamp (basically a planar template of the sign) is positioned on the hose surface. This can be described by a 2 D rotation and scaling $\mathrm{S}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ of the template.
2. Then the stamp is pressed onto the surface, modeled as a transformation $\gamma: \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$ that maps the template's plane to a cylinder with radius $r$ :

$$
\gamma(\mathbf{x})=\left[r \sin \frac{x_{1}}{r}, x_{2},-r \cos \frac{x_{1}}{r}\right]^{T}
$$

3. Finally, a picture is taken with a camera, which is described by a classical projective transformation $\mathbf{P}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ with an unknown camera matrix.

Thus the transformation

$$
\begin{equation*}
\varphi(\mathbf{x})=(\mathbf{P} \circ \gamma \circ \mathbf{S})(\mathbf{x}) \tag{6.28}
\end{equation*}
$$

acting between a planar template and its distorted observation has 11 parameters: S has 3 parameters, $\gamma$ has one $(r)$, and $\mathbf{P}$ has 7 (six extrinsic parameters and the focal length). The Jacobian $\left|J_{\varphi}\right|$ is straightforward to compute, although yields a lengthy formula that we omit here due to lack of space. Equations were generated by the function set Eq. (6.22) with parameters using all combinations for $\alpha_{i} \in\left\{0, \frac{\pi}{6}, \frac{\pi}{3}\right\}$ and $\left(n_{i}, m_{i}\right) \in\{(1,2),(2,1),(1,3),(3,1)\}$ yielding a system of 12 equations. The method has been tested on more than 150 real images and it proved to be efficient in spite of segmentation errors and severe distortions.


Figure 6.5: Registration results on traffic signs. The templates are in the first row, then the results obtained by SIFT [142]+homest [141] (second row), where the images show point correspondences between the images found by SIFT [142] in the third row. The results obtained by Shape Context [60]+homest [141] (fourth row) and the proposed method in the last row. The contours of the registered images are overlaid.

[^4]

Figure 6.6: Registration results on hip prosthesis X-ray images. The overlaid contours show the aligned contours of the corresponding images on the left. Images in the second column show the registration results obtained by SIFT [142]+homest [141], in the third column the results of Shape Context [60]+homest [141], while the last column contains the results of the proposed method.


Figure 6.7: Sample images from the MNIST dataset and registration results using a thin plate spline model. First and second rows show the images used as templates and observations while the $3^{r d}$ and $4^{\text {th }}$ rows show the registration results obtained by Shape Context [60] and the proposed method, respectively.


Figure 6.8: MRI-TRUST multimodal prostate registration results. Registration result is shown as a checkerborard of TRUS and transformed MR images to show the alignment of the inner structures.


Figure 6.9: Alignment of MRI (left) and US (right) prostate images using a TPS deformation model. The contours of the registered MRI images are overlaid on the US images. $\delta$ errors are $2.12 \%$ (first row) and $1.88 \%$ (second row).


Figure 6.10: Registration results of printed signs. Top: planar templates. Bottom: the corresponding observations with the overlaid contour of the registration results. The first image pair shows the segmented regions used for registration. Note the typical segmentation errors. (Images provided by ContiTech Fluid Automotive Hungária Ltd.)


Figure 6.11: Alignment of lung CT volumes and the combined slices of the original and the transformed images as an $8 \times 8$ checkerboard pattern. Segmented 3D lung images were generated by the InterView Fusion software of Mediso Ltd..

## Conchasion

n this dissertation, we have summarized our main contributions to MRF image segmentation and shape alignment:

A novel hierarchical MRF model and its application to supervised and unsupervised satellite image segmentation has been proposed. A new annealing schedule for Simulated Annealing: Multi-temperature annealing allows to assign different temperatures to different cliques during the minimization of the energy of a MRF model. The convergence of the new algorithm has also been proved toward a global optimum.

Probabilistic models for multi-cue segmentation and the 'gas of circles' shape prior. In particular, monogrid and multilayer probabilistic models for color-, texture-, and motionbased segmentation and associated parameter estimation techniques. RJMCMC sam-
pler has been generalized for multi-variate Gaussian mixtures and has been used for fully automatic color image segmentation. The methods have been applied to motion segmentation of video frames and change detection in aerial imagery.

A unified correspondence-less framework for the geometric alignment of 2D and 3D objects. The framework is able to recover a wide range of deformations such as affine, projective, and thin plate splines. Independently of the particular transformation, it relies on the solution of a system on nonlinear equations which can be easily constructed by integrating non-linear functions over the shape's domains. Successful applications include various problems in medical image analysis as well as industrial inspection.

## Summary of new scientific results

My new scientific results, where my contribution was essential, will be summarized in three thesis points. The first one being my results presented also in my PhD dissertation, while the rest has been achieved after obtaining my PhD degree. Relevant publications and related Chapters of the dissertation are listed at the end of each thesis point.

## 1. Multi-resolution and hierarchical Markov models for image segmentation

New probabilistic models and optimization methods were developed for supervised and unsupervised gray-level image segmentation. See Chapter 1.
(i) I have proposed a novel hierarchical MRF model and its application to satellite image segmentation. Related publications: [14, 20-24,32].
(ii) I have developed a new annealing schedule for Simulated Annealing: Multitemperature annealing allows to assign different temperatures to different cliques during the minimization of the energy of a MRF model. I have proved the convergence of the new algorithm toward a global optimum. Related publications: [24,32].
(iii) I have shown how to estimate the hierarchical model parameters and applied it to land coverage segmentation on satellite images. Related publications: [25,32, 36-38].
2. Probabilistic models for multi-cue segmentation and the 'gas of circles' shape prior.

Besides gray-levels, there are many cues that one can take as observation for the segmentation process: color, motion, different texture features, etc. Moreover, many application-specific restrictions may apply to the shape of extracted regions. To deal with segmentation problems where coherent regions are defined in terms of such complex features, I have proposed new probabilistic data models and shape priors as well as associated parameter estimation methods.
(i) One way to combine various features is to design a joint probability distribution which is able to represent the union of the complex observation. I have shown that this approach works well when the combined features are of similar nature (e.g. define a multivariate Gaussian density). I have developed a monogrid MRF model which is able to combine color and texture features in order to improve the quality of unsupervised segmentations. I have introduced a novel Reversible Jump Markov Chain Monte Carlo sampling method which is able to identify multi-dimensional Gaussian mixtures. This technique has been successfully applied to fully automatic color image segmentation. See Chapter 2. Related publications: [15, 16, 26, 28, 32].
(ii) I have proposed a new multilayer MRF model which is able to segment an image based on multiple cues (e.g. color, texture, or motion), which are not necessarily representable as a simple joint distribution. The method has been successfully applied to motion segmentation (a crucial step in e.g. MPEG coding) as well as change detection in aerial images. See Chapter 2. Related publications: [1,2,27, 29-32].
(iii) Higher order active contour (HOAC) models integrate shape knowledge via the inclusion of explicit long-range dependencies between region boundary points. It is possible to set the parameters of the HOAC model to favor regions consisting of any number of approximately circular connected components with some specified radius. This yields the 'gas of circles' HOACs. Starting from the equivalent phase field formulation of the model, I have developed a probabilistic Markov model: the 'gas of circles' MRF. The proposed methods has been successfully applied to extract tree crowns in aerial images for forestry resource management. See Chapter 3. Related publications: [5, 13].
(iv) In biomedical image interpretation, a major limitation of the 'gas of circles' model is that touching or overlapping objects cannot be represented. To overcomes these limitations, I have proposed an alternative representation while maintaining computational efficiency: the multi-layer 'gas of circles' model. Both continuous phase-field and discrete MRF models have been developed and successfully applied to various segmentation tasks in microscope image analysis. See Chapter 4. Related publications: [42,45]

## 3. Correspondence-less alignment of 2D and 3D visual objects.

I have proposed a general framework for recovering diffeomorphic deformations of 2D and 3D shapes. The fundamental difference compared to classical image registration algorithms is that this model works without any landmark, feature detection, or correspondences by adopting a novel idea where the transformation is obtained as a solution of a system of non-linear equations.
(i) I have developed a generic framework for recovering linear deformations of 2D and 3D binary objects without correspondences. The basic idea is to set up a system of nonlinear equations whose solution directly provides the parameters of the aligning transformation. Each equation is generated by integrating a nonlinear function over the object's domains. Thus the number of equations is determined by the number of adopted nonlinear functions yielding a flexible mechanism to generate sufficiently many equations. I have shown that power functions always yield a polynomial system. I have given an alternative formulation of the method yielding a linear system of equations constructed by fitting Gaussian densities to the shapes which preserve the effect of the unknown transformation. The method has many applications in medical image analysis. See Chapter 5. Related publications: [6-11, 17,49-51].
(ii) I have developed a substantial extension of the affine registration framework to solve the estimation of a broad range of nonlinear diffeomorphic transformations without establishing correspondences or restricting the strength of the deformation. In particular, I have explicitly shown how to construct a system of equations to recover deformations like planar homography, polynomial and thin plate splines, but other diffeomorphic transformations are also relatively easy to adopt. I have formulated a theorem stating that using power functions and a parametric transformation model in the form of a linear combination of some basis functions, then the resulting system consists of plain non-linear equations. Using the proposed method, numerous registration problems have been solved in many important application areas ranging from medical image analysis to industrial inspection. See Chapter 6. Related publications: [12, 18, 19, 39-41, 43, 44, 46-48]

Demo implementations of some of my methods are also available from http://www. inf.u-szeged.hu/~kato/software/ as follows:

- Supervised Image Segmentation Using Markov Random Fields: This is the sample implementation of a Markov random field based supervised image segmentation algorithm for simple gray-level imagery.
- Supervised Color Image Segmentation in a Markovian Framework: Implementation of a supervised Markov random field based color image segmentation algorithm.
- Affine Registration of Planar Shapes: JAVA code with a direct solver (only runs under Windows).
- Affine Registration of $3 D$ Objects: JAVA code with multi-threading ( $\approx 0.2 \mathrm{sec}$. CPU time for megavoxel volumes).
- Nonlinear Shape Registration without Correspondences: Implements planar homography, extension to other nonlinear deformations is relatively easy.
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## Prooi oifthedrems

The appendix contains the technical details of the proofs of various theoretical contributions appearing in this dissertation. The first such result is the convergence of the multi-temperature anneal-
ing algorithm (Theorem 1.2.1). The next two results related to affine and elastic registrations are Theorem 5.3.1 and Theorem 6.3.1, which state the conditions for reducing the system of integral equations to a system of plain polynomial equations.

## A. 1 Proof of the multi-temperature annealing theorem

We follow the proof of the annealing theorem given by Geman and Geman in [97]. Essentially, we can apply the same proof, only a slight modification is needed [24].

## A.1.1 Notations

We recall a few notations: $\mathcal{S}=\left\{s_{1}, \ldots, s_{N}\right\}$ denotes the set of sites, $\Lambda=\{0,1, \ldots, L-1\}$ is a common state space and $\omega, \eta, \eta^{\prime} \ldots \in \Omega$ denote configurations, where $\Omega=\Lambda^{N}$ is finite. The sites are updated in the order $\left\{n_{1}, n_{2}, \ldots\right\} \subset \mathcal{S}$. The generated configurations constitute an inhomogeneous Markov chain $\{X(k), k=0,1,2, \ldots\}$, where $X(0)$ is the initial configuration. The transition $X(k-1) \rightarrow X(k)$ is controlled by the Gibbs distribution $\pi_{T(k, C)}$ according to the transition matrix at time $k$ :

$$
P_{\omega, \eta}(k)== \begin{cases}\pi_{T(k, C)}\left(X_{n_{k}}=\eta_{n_{k}} \mid X_{s}=\eta_{s}, s \neq n_{k}\right), & \text { if } \eta=\left.\omega\right|_{\omega_{n_{k}}=\lambda} \text { for some } \lambda \in \Lambda  \tag{A.1}\\ 0, & \text { otherwise }\end{cases}
$$

$\pi_{T(k, C)}(\omega)$ denotes the Gibbs distribution at iteration $k$

$$
\begin{align*}
\pi_{T(k, C)}(\omega) & =\frac{\exp (-U(\omega) \oslash T(k, C))}{Z}  \tag{A.2}\\
\text { with } U(\omega) \oslash T(k, C) & =\sum_{C \in \mathcal{C}} \frac{V_{C}(\omega)}{T(k, C)} \tag{A.3}
\end{align*}
$$

The local characteristics of the above distribution are denoted by:

$$
\begin{align*}
\pi_{T(k, C)}\left(X_{s}=\omega_{s} \mid X_{r}=\omega_{r}, s \neq r\right) & =\frac{1}{Z_{s}} \exp \left(-\sum_{C \in \mathcal{C}: s \in C} \frac{V_{C}(\omega)}{T(k, C)}\right)  \tag{A.4}\\
\text { with } Z_{s} & =\sum_{\lambda \in \Lambda} \exp \left(-\sum_{C \in \mathcal{C}: s \in C} \frac{V_{C}\left(\left.\omega\right|_{\omega_{s}=\lambda}\right)}{T(k, C)}\right) \tag{A.5}
\end{align*}
$$

The decomposition of $U(\omega)-U(\eta)$ for arbitrary $\omega$ and $\eta, \omega \neq \eta$ is given by:

$$
\begin{equation*}
U(\omega)-U(\eta)=\sum_{C \in \mathcal{C}}\left(V_{C}(\omega)-V_{C}(\eta)\right) . \tag{A.6}
\end{equation*}
$$

Denoting respectively by $\Sigma^{+}(\omega, \eta)$ and $\Sigma^{-}(\omega, \eta)$ the sum over the positive and negative cliques, we get:

$$
=\underbrace{\sum_{C \in \mathcal{C}}\left(V_{C}(\omega)-V_{C}(\eta)\right)}_{\Sigma^{-}(\omega, \eta)} \begin{align*}
& \sum_{\Sigma^{+}(\omega, \eta)}\left(V_{C}(\omega)-V_{C}(\eta)\right)
\end{align*} \underbrace{\sum_{C \in \mathcal{C}:\left(V_{C}(\omega)-V_{C}(\eta)\right) \geq 0}\left(V_{C}(\omega)-V_{C}(\eta)\right)} .
$$

Furthermore, let

$$
\begin{align*}
U^{\text {sup }} & =\max _{\omega \in \Omega} U(\omega),  \tag{A.8}\\
U^{\text {inf }} & =\min _{\omega \in \Omega} U(\omega),  \tag{A.9}\\
\text { and } \Delta & =U^{\text {sup }}-U^{\text {inf }} . \tag{A.10}
\end{align*}
$$

and define $\Sigma_{\Delta}^{+}$as the minimum of positive sums:

$$
\begin{equation*}
\Sigma_{\Delta}^{+}=\min _{\substack{\omega^{\prime} \in \Omega_{\text {sup }} \\ \omega^{\prime \prime} \in \Omega_{\text {opt }}}} \Sigma^{+}\left(\omega^{\prime}, \omega^{\prime \prime}\right) \tag{A.11}
\end{equation*}
$$

Obviously $\Delta \leq \Sigma_{\Delta}^{+}$.
Given any starting distribution $\mu_{0}$, the distribution of $X(k)$ is given by the vector $\mu_{0} \prod_{i=1}^{k} P(i)$ :

$$
\begin{align*}
P_{\mu_{0}}(X(k)=\omega) & =\left.\left(\mu_{0} \prod_{i=1}^{k} P(i)\right)\right|_{\omega}  \tag{A.12}\\
& =\sum_{\eta} P(X(k)=\omega \mid X(0)=\eta) \mu_{0}(\eta) \tag{A.13}
\end{align*}
$$

We use the following notation for transitions: $\forall l<k$ and $\omega, \eta \in \Omega$ :

$$
P(k, \omega \mid l, \eta)=P(X(k)=\omega \mid X(l)=\eta)
$$

and for any distribution $\mu$ on $\Omega$ :

$$
P(k, \omega \mid l, \mu)=\sum_{\eta} P(X(k)=\omega \mid X(l)=\eta) \mu(\eta) .
$$

Sometimes, we use this notation as $P(k, \cdot \mid l, \mu)$, where "." means any configuration from $\Omega$. Finally, let $\|\mu-\nu\|$ denotes the following distance between two distributions on $\Omega$ :

$$
\|\mu-\nu\|=\sum_{\omega}|\mu(\omega)-\nu(\omega)| .
$$

It is clear, that $\lim _{n \rightarrow \infty} \mu_{n}=\mu$ in distribution (i.e. $\left.\forall \omega: \mu_{n}(\omega) \rightarrow \mu(\omega)\right)$ if and only if $\left\|\mu_{n}-\mu\right\| \rightarrow 0$.

## A.1.2 Proof of the theorem

First, we state two lemmas which imply Theorem 1.2.1:

Lemma A.1. 1 For every $k_{0}=0,1,2 \ldots$ :

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{\omega, \eta^{\prime}, \eta^{\prime \prime}}\left|P\left(X(k)=\omega \mid X\left(k_{0}\right)=\eta^{\prime}\right)-P\left(X(k)=\omega \mid X\left(k_{0}\right)=\eta^{\prime \prime}\right)\right|=0 . \tag{A.14}
\end{equation*}
$$

## Proof:

Fix $k_{0}=0,1,2, \ldots$, define $K_{l}=k_{0}+l \kappa, l=0,1,2, \ldots$, where $\kappa$ is the number of transitions necessary for a full sweep of $\mathcal{S}$ (for every $k=0,1,2, \ldots: \mathcal{S} \subseteq\left\{n_{k+1}, n_{k+2}, \ldots, n_{k+\kappa}\right\}$ ). Let $\delta(k)$ be the smallest probability among the local characteristics:

$$
\delta(k)=\inf _{\substack{1 \leq i \leq N \\ \omega \in \Omega}} \pi_{T(k, C)}\left(X_{s_{i}}=\omega_{s_{i}} \mid X_{s_{j}}=\omega_{s_{j}}, j \neq i\right) .
$$

A lower bound for $\delta(k)$ is given by:

$$
\begin{gathered}
\delta(k) \geq \frac{\exp \left(-U^{\text {sup }} \oslash T(k, C)\right)}{L \exp \left(-U^{\text {inf }} \oslash T(k, C)\right)}=\frac{\exp (-\Delta \oslash T(k, C))}{L} \geq \frac{1}{L} \exp \left(-\Sigma_{\Delta}^{+} \oslash T(k, C)\right. \\
\geq \frac{1}{L} \exp \left(-\Sigma_{\Delta}^{+} / T_{k}^{\text {inf }}\right)
\end{gathered}
$$

where $L=|\Lambda|$ is the number of possible states at a site. Now fix $l$ and define $m_{i}$ as the time of the last replacement of site $s_{i}$ before $K_{l}+1$ (that is before the $l^{\text {th }}$ full sweep):

$$
\forall i: 1 \leq i \leq N: m_{i}=\sup \left\{k: k \leq K_{l}, n_{k}=s_{i}\right\} .
$$

Without loss of generality, we can assume that $m_{1}>m_{2} \cdots>m_{N}$ (otherwise relabel the sites). Then:

$$
\begin{gather*}
P\left(X\left(K_{l}\right)=\omega \mid X\left(K_{l-1}\right)=\omega^{\prime}\right) \\
=P\left(X_{s_{1}}\left(m_{1}\right)=\omega_{s_{1}}, X_{s_{2}}\left(m_{2}\right)=\omega_{s_{2}}, \ldots, X_{s_{N}}\left(m_{N}\right)=\omega_{s_{N}} \mid X\left(K_{l-1}\right)=\omega^{\prime}\right) \\
=\prod_{i=1}^{N-1} P\left(X_{s_{i}}\left(m_{i}\right)=\omega_{s_{i}} \mid X_{s_{i+1}}\left(m_{i+1}\right)=\omega_{s_{i+1}}, \ldots, X_{s_{N}}\left(m_{N}\right)=\omega_{s_{N}}, X\left(K_{l-1}\right)=\omega^{\prime}\right) \\
\geq \prod_{i=1}^{N} \delta\left(m_{i}\right) \geq L^{-N} \prod_{i=1}^{N} \exp \left(-\Delta / T_{m_{i}}^{i n f}\right) \geq L^{-N} \exp \left(-\frac{\Sigma_{\Delta}^{+} N}{T_{k_{0}+l \kappa}^{i n f}}\right) \tag{A.15}
\end{gather*}
$$

since $m_{i} \leq K_{l}=k_{0}+l \kappa, i=1,2 \ldots, N$ and $T_{k}^{\text {inf }}$ is decreasing. If $k_{0}+l \kappa$ is sufficiently large then $T_{k_{0}+l \kappa}^{i n f} \geq N \Sigma_{\Delta}^{+} / \ln \left(k_{0}+l \kappa\right)$ according to condition 1.2.1/ii and Eq. (A.15) can be continued as:

$$
P\left(X\left(K_{l}\right)=\omega \mid X\left(K_{l-1}\right)=\omega^{\prime}\right) \geq L^{-N} \exp \left(-\frac{\Sigma_{\Delta}^{+} N}{N \Sigma_{\Delta}^{+} / \ln \left(k_{0}+l \kappa\right)}\right)=L^{-N}\left(k_{0}+l \kappa\right)^{-1}
$$

Hence, for a sufficiently small constant $\Gamma(0<\Gamma \leq 1)$, we can assume that

$$
\begin{equation*}
\inf _{\omega, \omega^{\prime}} P\left(X\left(K_{l}\right)=\omega \mid X\left(K_{l-1}\right)=\omega^{\prime}\right) \geq \frac{\Gamma L^{-N}}{k_{0}+l \kappa} \tag{A.16}
\end{equation*}
$$

## Zoltan Kato

for every $k_{0}=0,1,2, \ldots$ and $l=1,2, \ldots$, keeping in mind that $K_{l}$ depends on $k_{0}$.
Consider now the limit given in Eq. (A.14) and for each $k>k_{0}$, define $K^{\text {sup }}(k)=$ $\sup \left\{l: K_{l}<k\right\}$ (the last sweep before the $k^{\text {th }}$ transition) so that $\lim _{k \rightarrow \infty} K^{\text {sup }}(k)=\infty$. Fix $k>K_{1}$ :

$$
\begin{gathered}
\sup _{\omega, \eta^{\prime}, \eta^{\prime \prime}}\left|P\left(X(k)=\omega \mid X(0)=\eta^{\prime}\right)-P\left(X(k)=\omega \mid X(0)=\eta^{\prime \prime}\right)\right| \\
=\sup _{\omega}\left(\sup _{\eta} P(X(k)=\omega \mid X(0)=\eta)-\inf _{\eta} P(X(k)=\omega \mid X(0)=\eta)\right) \\
=\sup _{\omega}\left(\sup _{\eta} \sum_{\omega^{\prime}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right) P\left(X\left(K_{1}\right)=\omega^{\prime} \mid X(0)=\eta\right)\right. \\
\left.-\inf _{\eta} \sum_{\omega^{\prime}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right) P\left(X\left(K_{1}\right)=\omega^{\prime} \mid X(0)=\eta\right)\right) \\
\doteq \sup _{\omega} Q(k, \omega) .
\end{gathered}
$$

Furthermore, for each $\omega \in \Omega$ :

$$
\begin{gathered}
\sup _{\eta} \sum_{\omega^{\prime}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right) P\left(X\left(K_{1}\right)=\omega^{\prime} \mid X(0)=\eta\right) \\
\leq \sup _{\mu} \sum_{\omega^{\prime}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right) \mu\left(\omega^{\prime}\right)
\end{gathered}
$$

where $\mu$ is any probability measure on $\Omega$. Using Eq. (A.16), we get:

$$
\mu\left(\omega^{\prime}\right) \geq \frac{\Gamma L^{-N}}{k_{0}+l \kappa} .
$$

Suppose that $P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right)$ is maximized at $\omega^{\prime}=\omega^{\text {sup }}$ and minimized at $\omega^{\prime}=\omega^{\text {inf }}$. Then we get:

$$
\begin{gathered}
\sup _{\mu} \sum_{\omega^{\prime}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right) \mu\left(\omega^{\prime}\right) \leq \\
\left(1-\left(L^{N}-1\right) \frac{\Gamma L^{-N}}{k_{0}+l \kappa}\right) P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{s u p}\right) \\
+\frac{\Gamma L^{-N}}{k_{0}+l \kappa} \underbrace{\sum_{\omega^{\prime} \neq \omega^{s u p}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right)}_{P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{i n f}\right)+\sum_{\omega^{\prime} \neq \omega^{s u p}, \omega^{i n f}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right)}
\end{gathered}
$$

and in a similar way:

$$
\inf _{\mu} \sum_{\omega^{\prime}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right) \mu\left(\omega^{\prime}\right) \geq
$$

$$
\begin{aligned}
& \quad\left(1-\left(L^{N}-1\right) \frac{\Gamma L^{-N}}{k_{0}+l \kappa}\right) P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{i n f}\right) \\
& +\frac{\Gamma L^{-N}}{k_{0}+l \kappa} \underbrace{\sum_{\omega^{\prime} \neq \omega^{i n f}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right)}_{P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{s u p}\right)+\sum_{\omega^{\prime} \neq \omega^{s u p}, \omega^{\text {inf }}} P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{\prime}\right)} .
\end{aligned}
$$

Then, it is clear that
$Q(k, \omega) \leq\left(1-\frac{\Gamma}{k_{0}+l \kappa}\right)\left(P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{s u p}\right)-P\left(X(k)=\omega \mid X\left(K_{1}\right)=\omega^{i n f}\right)\right)$, hence:

$$
\begin{gathered}
\sup _{\omega, \eta^{\prime}, \eta^{\prime \prime}}\left|P\left(X(k)=\omega \mid X(0)=\eta^{\prime}\right)-P\left(X(k)=\omega \mid X(0)=\eta^{\prime \prime}\right)\right| \leq \\
\left(1-\frac{\Gamma}{k_{0}+l \kappa}\right) \sup _{\omega, \eta^{\prime}, \eta^{\prime \prime}}\left|P\left(X(k)=\omega \mid X\left(K_{1}\right)=\eta^{\prime}\right)-P\left(X(k)=\omega \mid X\left(K_{1}\right)=\eta^{\prime \prime}\right)\right| \leq \\
\left(1-\frac{\Gamma}{k_{0}+l \kappa}\right)\left(\left(1-\frac{\Gamma}{k_{0}+l \kappa}\right) \sup _{\omega, \eta^{\prime}, \eta^{\prime \prime}}\left|P\left(X(k)=\omega \mid X\left(K_{2}\right)=\eta^{\prime}\right)-P\left(X(k)=\omega \mid X\left(K_{2}\right)=\eta^{\prime \prime}\right)\right|\right)
\end{gathered}
$$

Proceeding this way, we have the following bound:

$$
\begin{gathered}
\left.\leq \prod_{k=1}^{K^{s u p}(k)}\left(1-\frac{\Gamma}{k_{0}+l \kappa}\right) \sup _{\omega, \eta^{\prime}, \eta^{\prime \prime}} \right\rvert\, P\left(X(k)=\omega \mid X\left(K_{K^{s u p}(k)}\right)=\eta^{\prime}\right) \\
-P\left(X(k)=\omega \mid X\left(K_{K^{s u p}(k)}\right)=\eta^{\prime \prime}\right) \mid
\end{gathered}
$$

and finally, since the the possible maximal value of the supremum is 1 :

$$
\sup _{\omega, \eta^{\prime}, \eta^{\prime \prime}}\left|P\left(X(k)=\omega \mid X(0)=\eta^{\prime}\right)-P\left(X(k)=\omega \mid X(0)=\eta^{\prime \prime}\right)\right| \leq \prod_{k=1}^{K^{s u p}(k)}\left(1-\frac{\Gamma}{k_{0}+l \kappa}\right)
$$

It is then sufficient to show that

$$
\lim _{m \rightarrow \infty} \prod_{k=1}^{m}\left(1-\frac{\Gamma}{k_{0}+l \kappa}\right)=0
$$

which is a well known consequence of the divergence of the series

$$
\sum_{l}\left(k_{0}+l k\right)^{-1}
$$

for all $k_{0}$ and $\kappa$. This completes the proof.
Q.E.D.

## Lemma A.1.2

$$
\begin{equation*}
\lim _{k_{0} \rightarrow \infty} \sup _{k \geq k_{0}}\left\|P\left(k, \cdot \mid k_{0}, \pi_{0}\right)-\pi_{0}\right\|=0 . \tag{A.17}
\end{equation*}
$$

## Proof:

In the following, let $P_{k_{0}, k}(\cdot)$ stand for $P\left(k, \cdot \mid k_{0}, \pi_{0}\right)$, so that for any $k \geq k_{0}>0$ :

$$
P_{k_{0}, k}(\omega)=\sum_{\eta} P\left(X(k)=\omega \mid X\left(k_{0}\right)=\eta\right) \pi_{0}(\eta) .
$$

First, we show that for any $k>k_{0} \geq 0$ :

$$
\begin{equation*}
\left\|P_{k_{0}, k}-\pi_{T(k, C)}\right\| \leq\left\|P_{k_{0}, k-1}-\pi_{T(k, C)}\right\| . \tag{A.18}
\end{equation*}
$$

We can assume for convenience that $n_{k}=s_{1}$. Then

$$
\begin{gathered}
\left\|P_{k_{0}, k}-\pi_{T(k, C)}\right\|= \\
\sum_{\left(\omega_{s_{1}}, \ldots \omega_{s_{N}}\right)} \mid \pi_{T(k, C)}\left(X_{s_{1}}=\omega_{s_{1}} \mid X_{s}=\omega_{s}, s \neq s_{1}\right) P_{k_{0}, k-1}\left(X_{s}=\omega_{s}, s \neq s_{1}\right) \\
-\pi_{T(k, C)}\left(X_{s}=\omega_{s}, s \in \mathcal{S}\right) \mid \\
=\sum_{\left(\omega_{s_{2}}, \ldots \omega_{s_{N}}\right)}\left(\sum_{\omega_{s_{1} \in \Lambda}} \pi_{T(k, C)}\left(X_{s_{1}}=\omega_{s_{1}} \mid X_{s}=\omega_{s}, s \neq s_{1}\right) \mid P_{k_{0}, k-1}\left(X_{s}=\omega_{s}, s \neq s_{1}\right)\right. \\
=\sum_{\left(\omega_{s_{2}}, \ldots \omega_{s_{N}}\right)}\left|P_{k_{0}, k-1}\left(X_{s}=\omega_{s}, s \neq s_{1}\right)-\pi_{T(k, C)}\left(X_{s}=\omega_{s}, s \neq s_{1}\right)\right| \\
=\sum_{\left(\omega_{s_{2}}, \ldots \omega_{s_{N}}\right)}\left|\sum_{\omega_{s_{1}}}\left(P_{k_{0}, k-1}\left(X_{s}=\omega_{s}, s \in \mathcal{S}\right)-\pi_{T(k, C)}\left(X_{s}=\omega_{s}, s \in \mathcal{S}\right)\right)\right| \\
\leq \sum_{\left(\omega_{s_{1}}, \ldots \omega_{s_{N}}\right)}\left|P_{k_{0}, k-1}\left(X_{s}=\omega_{s}, s \in \mathcal{S}\right)-\pi_{T(k, C)}\left(X_{s}=\omega_{s}, s \in \mathcal{S}\right)\right| \\
=\left\|P_{k_{0}, k-1}-\pi_{T(k, C)}\right\| .
\end{gathered}
$$

Second, we prove that $\pi_{T(k, C)}$ converges to $\pi_{0}$ (the uniform distribution on $\Omega_{o p t}$ ):

$$
\lim _{k \rightarrow \infty}\left\|\pi_{0}-\pi_{T(k, C)}\right\|=0
$$

To see this, let $\left|\Omega_{\text {opt }}\right|$ be the number of globally optimal configurations. Then

$$
\lim _{k \rightarrow \infty} \pi_{T(k, C)}(\omega)
$$

$$
\begin{align*}
& =\lim _{k \rightarrow \infty} \frac{\exp (-U(\omega) \oslash T(k, C))}{\sum_{\omega^{\prime} \in \Omega_{o p t}} \exp \left(-U\left(\omega^{\prime}\right) \oslash T(k, C)\right)+\sum_{\omega^{\prime} \notin \Omega_{o p t}} \exp \left(-U\left(\omega^{\prime}\right) \oslash T(k, C)\right)} \\
= & \lim _{k \rightarrow \infty} \frac{\exp \left(-\left(U(\omega)-U^{\text {inf }}\right) \oslash T(k, C)\right)}{\left|\Omega_{o p t}\right|+\sum_{\omega^{\prime} \notin \Omega_{o p t}} \exp \left(-\left(U(\omega)-U^{\text {inf }}\right) \oslash T(k, C)\right)}=\left\{\begin{array}{cc}
0 & \omega \notin \Omega_{o p t} \\
\frac{1}{\Omega_{o p t} \mid} & \omega \in \Omega_{o p t}
\end{array}\right. \tag{A.19}
\end{align*}
$$

The above equation is true if $\left(U(\omega)-U^{\text {inf }}\right) \oslash T(k, C) \geq 0$. Let us rewrite this inequality as

$$
\begin{equation*}
\sum_{C \in \mathcal{C}} \frac{V_{C}(\omega)-V_{C}\left(\omega^{\prime}\right)}{T(k, C)} \geq 0 \tag{A.20}
\end{equation*}
$$

where $\omega^{\prime}$ is any globally optimal configuration (i.e. $\omega^{\prime} \in \Omega_{\text {opt }}$ ). While $V_{C}(\omega)-V_{C}\left(\omega^{\prime}\right)$ may be negative, $U(\omega)-U^{\text {inff }}$ is always positive or zero. We denote by $\Sigma(\omega)$ the energy difference in Eq. (A.20) without the temperature. Obviously, it is non-negative:

$$
\Sigma(\omega)=\sum_{C \in \mathcal{C}} V_{C}(\omega)-V_{C}\left(\omega^{\prime}\right)=U(\omega)-U^{i n f} \geq 0
$$

Then, let us decompose $\Sigma(\omega)$ according to Eq. (1.14):

$$
\Sigma(\omega)=\Sigma^{+}\left(\omega, \omega^{\prime}\right)+\Sigma^{-}\left(\omega, \omega^{\prime}\right) .
$$

From which:

$$
\Sigma^{+}\left(\omega, \omega^{\prime}\right)=\Sigma(\omega)-\Sigma^{-}\left(\omega, \omega^{\prime}\right)
$$

Now, we consider Eq. (A.20):

$$
\begin{gathered}
\sum_{C \in \mathcal{C}} \frac{V_{C}(\omega)-V_{C}\left(\omega^{\prime}\right)}{T(k, C)}=\Sigma^{-}\left(\omega, \omega^{\prime}\right) \oslash T(k, C)+\Sigma^{+}\left(\omega, \omega^{\prime}\right) \oslash T(k, C) \\
\geq \Sigma^{-}\left(\omega, \omega^{\prime}\right) / T_{k}^{\text {inf }}+\Sigma^{+}\left(\omega, \omega^{\prime}\right) / T_{k}^{s u p}=\frac{\Sigma^{-}\left(\omega, \omega^{\prime}\right) \cdot T_{k}^{\text {sup }}+\Sigma^{+}\left(\omega, \omega^{\prime}\right) \cdot T_{k}^{\text {inf }}}{T_{k}^{\text {inf }} T_{k}^{\text {sup }}} \geq 0
\end{gathered}
$$

Furthermore:

$$
\Sigma^{-}\left(\omega, \omega^{\prime}\right) \cdot T_{k}^{\text {sup }}+\Sigma^{+}\left(\omega, \omega^{\prime}\right) \cdot T_{k}^{\text {inf }}=\Sigma^{-}\left(\omega, \omega^{\prime}\right) \cdot T_{k}^{s u p}+\left(\Sigma(\omega)-\Sigma^{-}\left(\omega, \omega^{\prime}\right)\right) T_{k}^{\text {inf }}
$$

Therefore:

$$
\Sigma^{-}\left(\omega, \omega^{\prime}\right)\left(T_{k}^{s u p}-T_{k}^{i n f}\right)-\Sigma(\omega) \cdot T_{k}^{i n f} \geq 0
$$

Dividing by $\Sigma^{-}\left(\omega, \omega^{\prime}\right)$ which is negative, we get:

$$
T_{k}^{s u p}-T_{k}^{i n f} \leq \frac{\Sigma(\omega)}{\left|\Sigma^{-}\left(\omega, \omega^{\prime}\right)\right|} T_{k}^{i n f}
$$

Which is true due to condition 1.2.1/iii of the theorem.

## Zoltan Kato

Finally, we can prove that

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left\|\pi_{T(k, C)}-\pi_{T(k+1, C)}\right\|<\infty \tag{A.21}
\end{equation*}
$$

since

$$
\sum_{k=1}^{\infty}\left\|\pi_{T(k, C)}-\pi_{T(k+1, C)}\right\|=\sum_{\omega} \sum_{k=1}^{\infty}\left|\pi_{T(k, C)}(\omega)-\pi_{T(k+1, C)}(\omega)\right|
$$

and since

$$
\forall \omega: \pi_{T(k, C)}(\omega) \longrightarrow \pi_{0}(\omega)
$$

it is enough to show that $\pi_{T}(\omega)$ is monotonous for every $\omega$. However it is clear from Eq. (A.19) that

- if $\omega \notin \Omega_{\text {opt }}$ then $\pi_{T}(\omega)$ is strictly increasing for $0<T \leq \epsilon$ for some sufficiently small $\epsilon$,
- if $\omega \in \Omega_{\text {opt }}$ then $\pi_{T}(\omega)$ is strictly decreasing for all $T>0$.

Fix $k>k_{0} \geq 0$. From Eq. (A.18) and Eq. (A.21), we obtain:

$$
\begin{gathered}
\left\|P_{k_{0}, k}-\pi_{0}\right\| \leq\left\|P_{k_{0}, k}-\pi_{T(k, C)}\right\|+\left\|\pi_{T(k, C)}-\pi_{0}\right\| \\
\leq\left\|P_{k_{0}, k-1}-\pi_{T(k, C)}\right\|+\left\|\pi_{T(k, C)}-\pi_{0}\right\| \text { by Eq. (A.18) } \\
\leq\left\|P_{k_{0}, k-1}-\pi_{T(k-1, C)}\right\|+\left\|\pi_{T(k-1, C)}-\pi_{T(k, C)}\right\|+\left\|\pi_{T(k, C)}-\pi_{0}\right\| \\
\leq\left\|P_{k_{0}, k-2}-\pi_{T(k-2, C)}\right\|+\left\|\pi_{T(k-2, C)}-\pi_{T(k-1, C)}\right\|+\left\|\pi_{T(k-1, C)}-\pi_{T(k, C)}\right\|+\left\|\pi_{T(k, C)}-\pi_{0}\right\| \\
\leq \cdots \leq\left\|P_{k_{0}, k_{0}}-\pi_{T\left(k_{0}, C\right)}\right\|+\sum_{l=k_{0}}^{k-1}\left\|\pi_{T(l, C)}-\pi_{T(l+1, C)}\right\|+\left\|\pi_{T(k, C)}-\pi_{0}\right\| .
\end{gathered}
$$

On the other hand,

$$
P_{k_{0}, k_{0}}=\pi_{0}
$$

and

$$
\lim _{k \rightarrow \infty}\left\|\pi_{T(k, C)}-\pi_{0}\right\|=0
$$

Then we have

$$
\begin{gathered}
\limsup _{k_{0} \rightarrow \infty} \sup _{k \geq k_{0}}\left\|P_{k_{0}, k}-\pi_{0}\right\| \leq \limsup _{k_{0} \rightarrow \infty} \sup _{k>k_{0}} \sum_{l=k_{0}}^{k-1}\left\|\pi_{T(l, C)}-\pi_{T(l+1, C)}\right\| \\
=\limsup _{k_{0} \rightarrow \infty} \sum_{l=k_{0}}^{\infty}\left\|\pi_{T(l, C)}-\pi_{T(l+1, C)}\right\|=0
\end{gathered}
$$

The last term is 0 by (A.21) which completes the proof.
Q.E.D.

Theorem 1.2.1 (Multi-Temperature Annealing) Assume that there exists an integer $\kappa \geq N$ such that for every $k=0,1,2, \ldots, \mathcal{S} \subseteq\left\{n_{k+1}, n_{k+2}, \ldots, n_{k+\kappa}\right\}$. For all $C \in \mathcal{C}$, let $T(k, C)$ be any decreasing sequence of temperatures in $k$ for which
(i) $\lim _{k \rightarrow \infty} T(k, C)=0$.

Let us denote respectively by $T_{k}^{\text {inf }}$ and $T_{k}^{\text {sup }}$ the maximum and minimum of the temperature function at $k\left(\forall C \in \mathcal{C}: T_{k}^{\text {inf }} \leq T(k, C) \leq T_{k}^{s u p}\right)$.
(ii) For all $k \geq k_{0}$, for some integer $k_{0} \geq 2: T_{k}^{\text {inf }} \geq N \Sigma_{\Delta}^{+} / \ln (k)$.
(iii) If $\Sigma^{-}\left(\omega, \omega^{\prime}\right) \neq 0$ for some $\omega \in \Omega \backslash \Omega_{o p t}$, $\omega^{\prime} \in \Omega_{\text {opt }}$ then a further condition must be imposed:
For all $k: \frac{T_{k}^{\text {sup }}-T_{k}^{i n f}}{T_{k}^{i n f}} \leq R$ with

$$
R=\min _{\substack{\omega \in \Omega \backslash \Omega_{o p t} \\ \omega^{\prime} \in \Omega_{o p t} \\ \Sigma^{-}\left(\omega, \omega^{\prime}\right) \neq 0}} \frac{U(\omega)-U^{\inf }}{\left|\Sigma^{-}\left(\omega, \omega^{\prime}\right)\right|}
$$

Then for any starting configuration $\eta \in \Omega$ and for every $\omega \in \Omega$ :

$$
\begin{equation*}
\lim _{k \rightarrow \infty} P(X(k)=\omega \mid X(0)=\eta)=\pi_{0}(\omega) . \tag{A.22}
\end{equation*}
$$

## Proof:

Using the above mentioned lemmas, we can easily prove the annealing theorem:

$$
\begin{gathered}
\limsup _{k \rightarrow \infty}\left\|P(X(k)=\cdot \mid X(0)=\eta)-\pi_{0}\right\|=\limsup _{k_{0} \rightarrow \infty} \limsup _{\substack{k \rightarrow \infty \\
k \geq k_{0}}}\left\|\sum_{\eta^{\prime}} P\left(k, \cdot \mid k_{0}, \eta^{\prime}\right) P\left(k_{0}, \eta^{\prime} \mid 0, \eta\right)-\pi_{0}\right\| \\
\leq \limsup _{k_{0} \rightarrow \infty} \limsup _{\substack{k \rightarrow \infty \\
k \geq k_{0}}}\left\|\sum_{\eta^{\prime}} P\left(k, \cdot \mid k_{0}, \eta^{\prime}\right) P\left(k_{0}, \eta^{\prime} \mid 0, \eta\right)-P\left(k, \cdot \mid k_{0}, \pi_{0}\right)\right\| \\
\quad+\limsup _{k_{0} \rightarrow \infty} \limsup _{\substack{k \rightarrow \infty \\
k \geq k_{0}}}\left\|P\left(k, \cdot \mid k_{0}, \pi_{0}\right)-\pi_{0}\right\|
\end{gathered}
$$

The last term is 0 by Lemma A.1.2. Moreover, $P\left(k_{0}, \cdot \mid 0, \eta\right)$ and $\pi_{0}$ have total mass 1, thus:

$$
\begin{gathered}
\left\|\sum_{\eta^{\prime}} P\left(k, \cdot \mid k_{0}, \eta^{\prime}\right) P\left(k_{0}, \eta^{\prime} \mid 0, \eta\right)-P\left(k, \cdot \mid k_{0}, \pi_{0}\right)\right\| \\
=\sum_{\omega} \sup _{\eta^{\prime \prime}}\left|\sum_{\eta^{\prime}}\left(P\left(k, \omega \mid k_{0}, \eta^{\prime}\right)-P\left(k, \omega \mid k_{0}, \eta^{\prime \prime}\right)\right)\left(P\left(k_{0}, \eta^{\prime} \mid 0, \eta\right)-\pi_{0}\left(\eta^{\prime}\right)\right)\right|
\end{gathered}
$$

$$
\leq 2 \sum_{\omega} \sup _{\eta^{\prime}, \eta^{\prime \prime}}\left|P\left(k, \omega \mid k_{0}, \eta^{\prime}\right)-P\left(k, \omega \mid k_{0}, \eta^{\prime \prime}\right)\right| .
$$

Finally,

$$
\begin{gathered}
\limsup _{k \rightarrow \infty}\left\|P(X(k)=\cdot \mid X(0)=\eta)-\pi_{0}\right\| \\
\leq 2 \sum_{\omega} \limsup _{k_{0} \rightarrow \infty} \limsup _{\substack{k \rightarrow \infty \\
k \geq k_{0}}} \sup _{\eta^{\prime}, \eta^{\prime \prime}}\left|P\left(k, \omega \mid k_{0}, \eta^{\prime}\right)-P\left(k, \omega \mid k_{0}, \eta^{\prime \prime}\right)\right|=0
\end{gathered}
$$

The last term is 0 by Lemma A.1.1 which completes the proof of the annealing theorem. Q.E.D.

## A. 2 Proof of Theorem 5.3.1

Let $1 \leq k \leq n$ arbitrary and fixed. We assume that $\omega^{k}(\mathbf{x})$ is polynomial, i.e. there exists an $n$-variate real polynome $p_{k}$ with $\operatorname{deg}\left(p_{k}\right) \geq 1$, such that

$$
\begin{equation*}
\omega^{k}(\mathbf{x})=p_{k}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{u_{k}} s_{i}\left(\mathbf{A}_{1}^{-1} \mathbf{y}\right)^{\alpha_{i 1}} \ldots\left(\mathbf{A}_{n}^{-1} \mathbf{y}\right)^{\alpha_{i n}} \tag{A.23}
\end{equation*}
$$

where $u_{k}=\binom{\operatorname{deg}\left(p_{k}\right)+n}{\operatorname{deg}\left(p_{k}\right)}$, and $\mathbf{A}_{j}^{-1}$ denotes the $j$ th row of $\mathbf{A}^{-1}$. One term of Eq. (A.23) can be expanded by making use of the Multinomial theorem [151]. For a given $i$ and for all $1 \leq j \leq n$, we get

$$
\begin{gathered}
\left(\mathbf{A}_{j}^{-1} \mathbf{y}\right)^{\alpha_{i j}}=\left(q_{j 1} y_{1}+\ldots+q_{j n} y_{n}+q_{j(n+1)}\right)^{\alpha_{i j}} \\
=\sum_{\substack{\beta_{i j 1}, \ldots, \beta_{i j(n+1)} \in \mathbb{N}_{0} \\
\beta_{i j 1}+\ldots+\beta_{i j(n+1)}=\alpha_{i j}}} \frac{\alpha_{i j}!}{\beta_{i j 1}!\ldots \beta_{i j(n+1)}!} q_{j 1}^{\beta_{i j 1}} \ldots q_{j n}^{\beta_{i j n}} q_{j(n+1)}^{\beta_{i j(n+1)}} y_{1}^{\beta_{i j 1}} \ldots y_{n}^{\beta_{i j n}},
\end{gathered}
$$

hence we get an $(n+1)$-variate real polynome. In fact, we should compute the sum of the product of $n$ pieces of $(n+1)$ - variate polynoms in Eq. (A.23). Let $m=n(n+1)$ and consider these products as $m$-variate polynoms. Furthermore, the sum of $m$-variate polynoms is also an $m$-variate polynome. Integrating and using this observation we can rewrite Eq. (A.23) as

$$
\int \sum_{i=1}^{u_{k}} s_{i}\left(\mathbf{A}_{1}^{-1} \mathbf{y}\right)^{\alpha_{i 1}} \ldots\left(\mathbf{A}_{n}^{-1} \mathbf{y}\right)^{\alpha_{i n}} \equiv \int \sum_{i=1}^{v_{k}} t_{i} q_{1}^{\gamma_{i 1}} \ldots q_{m}^{\gamma_{i m}} y_{1}^{\delta_{i 1}} \ldots y_{n}^{\delta_{i n}}
$$

where $v_{k}=\binom{\operatorname{deg}\left(p_{k}\right)+m}{\operatorname{deg}\left(p_{k}\right)}$. It is obvious from the above equation that the system of equation has a degree of up to $\operatorname{deg}\left(p_{k}\right)$. Furthermore, by making use of the basic properties of the Lebesgue integral, we get

$$
\begin{gathered}
\int \sum_{i=1}^{v_{k}} t_{i} q_{1}^{\gamma_{i 1}} \ldots q_{m}^{\gamma_{i m}} y_{1}^{\delta_{i 1}} \ldots y_{n}^{\delta_{i n}}=\sum_{i=1}^{v_{k}} \int t_{i} q_{1}^{\gamma_{i 1}} \ldots q_{m}^{\gamma_{i m}} y_{1}^{\delta_{i 1}} \ldots y_{n}^{\delta_{i n}} \\
\quad=\sum_{i=1}^{v_{k}} t_{i} q_{1}^{\gamma_{i 1}} \ldots q_{m}^{\gamma_{i m}} \int y_{1}^{\delta_{i 1}} \ldots y_{n}^{\delta_{i n}}=\sum_{i=1}^{v_{k}} w_{i} q_{1}^{\gamma_{i 1}} \ldots q_{m}^{\gamma_{i m}} .
\end{gathered}
$$

The last term is indeed a real polynome $r_{k}$ with variables $q_{1}, \ldots, q_{m}$ yielding

$$
\int \omega^{k}(\mathbf{x}) \equiv r_{k}\left(q_{1}, \ldots, q_{m}\right)
$$

Hence the system of equations is polynomial which completes the proof.

## A. 3 Proof of Theorem 6.3.1

The statement of Theorem 6.3.1 follows from the next three lemmas [12].
Lemma A.3.1 If $f_{1}$ and $f_{2}$ are separable with respect to $(\mathbf{a}, \phi(\mathbf{x})$ ), then the function $F(\mathbf{x})=f_{1}(\mathbf{x}) f_{2}(\mathbf{x})$ is also separable.

## Proof:

Since both $f_{1}$ and $f_{2}$ are separable, there exist two sets of functions $g_{i}^{(1)}, g_{j}^{(2)}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $h_{i}^{(1)}, h_{j}^{(2)}: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{2}$ for $1 \leq i \leq s$ and $1 \leq j \leq t$ such that

$$
\begin{aligned}
F(\mathbf{x}) & =\sum_{i=1}^{s} g_{i}^{(1)}(\mathbf{a}) h_{i}^{(1)}(\phi(\mathbf{x})) \sum_{j=1}^{t} g_{j}^{(2)}(\mathbf{a}) h_{j}^{(2)}(\phi(\mathbf{x})) \\
& =\sum_{i=1}^{s} \sum_{j=1}^{t} g_{i}^{(1)}(\mathbf{a}) g_{j}^{(2)}(\mathbf{a}) h_{i}^{(1)}(\phi(\mathbf{x})) h_{j}^{(2)}(\phi(\mathbf{x})) .
\end{aligned}
$$

Making use of the notations $g_{l}=g_{i}^{(1)} g_{j}^{(2)}$ and $h_{l}=h_{i}^{(1)} h_{j}^{(2)}$ with $l=(i-1) t+j$, we get

$$
F(\mathbf{x})=\sum_{l=1}^{s t} g_{l}(\mathbf{a}) h_{l}(\phi(\mathbf{x}))
$$

which completes the proof.
Q.E.D.

Lemma A.3.2 If $\varphi(\mathbf{x})=\sum_{i=1}^{n} a_{i} \phi_{i}(\mathbf{x})$, then $\left|J_{\varphi}(\mathbf{x})\right|$ is separable with respect to $(\mathbf{a}, \phi(\mathrm{x}))$.

## Proof:

Let us denote the components of the basis functions as $\phi_{i}(\mathbf{x})=\left[\phi_{i 1}(\mathbf{x}), \phi_{i 2}(\mathbf{x})\right]$. The partial derivatives $\partial_{l} \varphi_{k}(k, l=1,2)$ of $\varphi(\mathbf{x})$ are then given by

$$
\frac{\partial \varphi_{k}}{\partial x_{l}}=\sum_{i=1}^{n} a_{i} \partial_{l} \phi_{i k}(\mathbf{x}), \quad k, l=1,2
$$

from which the Jacobian determinant of Eq. (6.4) can be written as

$$
\begin{aligned}
\left|J_{\varphi}(\mathbf{x})\right|= & \left(\sum_{i=1}^{n} a_{i} \partial_{1} \phi_{i 1}(\mathbf{x})\right)\left(\sum_{j=1}^{n} a_{j} \partial_{2} \phi_{j 2}(\mathbf{x})\right) \\
& -\left(\sum_{i=1}^{n} a_{i} \partial_{2} \phi_{i 1}(\mathbf{x})\right)\left(\sum_{j=1}^{n} a_{j} \partial_{1} \phi_{j 2}(\mathbf{x})\right) \\
= & \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j}\left(\partial_{1} \phi_{i 1}(\mathbf{x}) \partial_{2} \phi_{j 2}(\mathbf{x})\right. \\
& \left.-\partial_{2} \phi_{i 1}(\mathbf{x}) \partial_{1} \phi_{j 2}(\mathbf{x})\right) .
\end{aligned}
$$

Setting $g_{l}(\mathbf{a})=a_{i} a_{j}$ and $h_{l}(\phi(\mathbf{x}))=\partial_{1} \phi_{i 1}(\mathbf{x}) \partial_{2} \phi_{j 2}(\mathbf{x})-\partial_{2} \phi_{i 1}(\mathbf{x}) \partial_{1} \phi_{j 2}(\mathbf{x})$ with $l=(i-$ 1) $n+j$, we get

$$
\left|J_{\varphi}(\mathbf{x})\right|=\sum_{l=1}^{n^{2}} g_{l}(\mathbf{a}) h_{l}(\phi(\mathbf{x})) .
$$

The Jacobian is thus separable, which completes the proof.
Q.E.D.

Lemma A.3.3 If $\varphi(\mathbf{x})=\sum_{i=1}^{n} a_{i} \phi_{i}(\mathbf{x})$ and $p(\mathbf{x})=\left[p_{1}\left(x_{1}, x_{2}\right), p_{2}\left(x_{1}, x_{2}\right)\right]$, where $p_{1}, p_{2} \in \mathbb{R}\left[x_{1}, x_{2}\right]$ are polynomials with $\operatorname{deg}\left(p_{1}\right)=d_{1}$ and $\operatorname{deg}\left(p_{2}\right)=d_{2}$, then $p(\varphi(\mathbf{x}))$ is separable with respect to $(\mathbf{a}, \phi(\mathbf{x}))$.

## Proof:

Let us consider the first component $p_{1}$ of

$$
p\left(\sum_{i=1}^{n} a_{i} \phi_{i}(\mathbf{x})\right)=\left[p_{1}\left(\sum_{i=1}^{n} a_{i} \phi_{i}(\mathbf{x})\right), p_{2}\left(\sum_{i=1}^{n} a_{i} \phi_{i}(\mathbf{x})\right)\right] .
$$

Since $p_{1}\left(x_{1}, x_{2}\right)=\sum_{j} c_{j} x_{1}^{q_{j}} x_{2}^{r_{j}}$ is polynomial,

$$
\begin{gathered}
p_{1}\left(\sum_{i=1}^{n} a_{i} \phi_{i 1}(\mathbf{x}), \sum_{i=1}^{n} a_{i} \phi_{i 2}(\mathbf{x})\right)= \\
\sum_{j} c_{j}\left(\sum_{i=1}^{n} a_{i} \phi_{i 1}(\mathbf{x})\right)^{q_{j}}\left(\sum_{i=1}^{n} a_{i} \phi_{i 2}(\mathbf{x})\right)^{r_{j}} .
\end{gathered}
$$

$\left(\sum_{i=1}^{n} a_{i} \phi_{i 1}(\mathbf{x})\right)^{q_{j}}$ can be further expanded by making use of the Multinomial theorem [151] as

$$
\sum \frac{q_{j}!}{s_{1}!\ldots s_{n}!}{ }_{1}^{s_{1}} \ldots a_{n}^{s_{n}} \phi_{11}(\mathbf{x})^{s_{1}} \ldots \phi_{n 1}(\mathbf{x})^{s_{n}}
$$

where $s_{1}, \ldots, s_{n} \in \mathbb{N}_{0}$ and $\sum_{i=1}^{n} s_{i}=d_{1}$. For the $l^{\text {th }}$ term of the above sum, let us define $g_{l 1}(\mathbf{a})=\frac{q_{q}!}{s_{1}!\ldots s_{n}!} a_{1}^{s_{1}} \ldots a_{n}^{s_{n}}$ and $h_{l 1}(\phi(\mathbf{x}))=\prod_{i=1}^{n} \phi_{i 1}(\mathbf{x})^{s_{i}}$, yielding

$$
\left(\sum_{i=1}^{n} a_{i} \phi_{i 1}(\mathbf{x})\right)^{q_{j}}=\sum_{l} g_{l 1}(\mathbf{a}) h_{l 1}(\phi(\mathbf{x}))
$$

$$
\begin{aligned}
\chi_{1}^{-1}(\mathbf{y}) & =x_{1}=\frac{\left(H_{22}-H_{32} H_{23}\right) y_{1}-\left(H_{12}-H_{32} H_{13}\right) y_{2}+H_{23} H_{12}-H_{22} H_{13}}{\left(H_{32} H_{21}-H_{31} H_{22}\right) y_{1}-\left(H_{32} H_{11}-H_{31} H_{12}\right) y_{2}+H_{22} H_{11}-H_{21} H_{12}} \\
\chi_{2}^{-1}(\mathbf{y}) & =x_{2}=\frac{-\left(H_{21}-H_{31} H_{23}\right) y_{1}+\left(H_{11}-H_{31} H_{13}\right) y_{2}-\left(H_{23} H_{11}-H_{21} H_{13} \wedge_{2}\right)}{\left(H_{32} H_{21}-H_{31} H_{22}\right) y_{1}-\left(H_{32} H_{11}-H_{31} H_{12}\right) y_{2}+H_{22} H_{11}-H_{21}^{2} H_{12}} \\
\left|J_{\chi^{-1}}(\mathbf{y})\right| & =\frac{|\mathbf{H}|^{2}}{\left(\left(H_{32} H_{21}-H_{31} H_{22}\right) y_{1}-\left(H_{32} H_{11}-H_{31} H_{12}\right) y_{2}+H_{22} H_{11}-H_{21} H_{12}\right)^{3}}
\end{aligned}
$$

Hence $\left(\sum_{i=1}^{n} a_{i} \phi_{i 1}(\mathbf{x})\right)^{q_{j}}$ is separable and similarly $\left(\sum_{i=1}^{n} a_{i} \phi_{i 2}(\mathbf{x})\right)^{r_{j}}$ is also separable. Furthermore, their product is also separable by Lemma A.3.1, thus we proved that $p_{1}$ is separable. Similarly, it is easy to see that $p_{2}$ is also separable, which completes the proof. Q.E.D.

Now the statement of Theorem 6.3.1 is easily seen: $f(\varphi(\mathbf{x}))$ and $\left|J_{\varphi}(\mathbf{x})\right|$ are separable by Lemma A.3.3 and Lemma A.3.2, respectively. Hence their product $f(\varphi(\mathbf{x}))\left|J_{\varphi}(\mathbf{x})\right|$ is also separable by Lemma A.3.1 and using the basic properties of integral calculus, we get Eq. (6.14).
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[^1]:    ${ }^{1}$ Notice that $\tilde{U}$ is invariant to permutations of the layers. This will remain true even after we add a likelihood energy. Thus all configurations, and in particular minimum energy configurations, are $\ell$ ! times degenerate. In practice, this degeneracy will be spontaneously broken by the optimization algorithm.

[^2]:    ${ }^{1}$ Although we write these integrals in $\mathbb{P}^{2}$, they are equivalent to the corresponding Lebesgue integrals in $\mathbb{R}^{2}$ (i.e. integration is actually performed in the corresponding Cartesian coordinate system). This is because by using homogeneous coordinates, the real plane $\mathbb{R}^{2}$ is mapped to the $w=1$ plane in real projective space $\mathbb{P}^{2}$ and affine transformations will never alter the homogeneous component $w$. One can therefore safely assume that it is always 1 and ignore it.
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