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Chapter 1

Introduction

Dynamical systems described with di�erential equations often come up in di�erent �eld

of science and engineering. A di�erential equation can serve as a model for how the

rate of change of state depends on the present state of a system. However, the rate

of change of state may depend on past states, too. It has been known for a long time

that several problems can be described by models including past e�ects. One of the

classical examples is the predator�prey model of Volterra [230], where the growth rate

of predators depends not only on the present quality of food (say, prey), but also on

past quantities (in the period of gestation, say). The �rst delay models in engineering

appeared for wheel shimmy [190] and for ship stabilization [157] in the early 1940s.

There are several other engineering applications in which time delay plays a crucial

role. As recognized in the late 1940s with the development of control theory, time

delay typically arises in feedback control systems due to the �nite speed of information

transmission and data processing [228, 204]. Another typical application is the stability

of machining processes, where time delay appears due to the surface regeneration by

the cutting edge [223, 226, 209, 5]. Similar equations describe the car-following tra�c

models involving the reaction time of drivers [173], or the active suspension of cars with

a time delay in driver's response [176, 177, 68]. Time delay also plays important role in

neural networks [35, 174], in human motion control [213, 155, 10] and in epidemiology

models [186, 2].

Systems whose rate of change of state depends on states at deviating arguments are

generally described by functional di�erential equations (FDEs). According to Myshkis

[164], FDEs are equations involving the function x(t) of one scalar argument t (called

time) and its derivatives for several values of argument t. The literature on FDEs

is quite extensive. Several books have appeared summarizing the most important

theorems; see, for instance, the books by Myshkis [164], Bellman and Cooke [19],

Èl'sgol'c [54], Halanay [77], Hale [78], Driver [51], Kolmanovskii and Nosov [127], Hale

and Lunel [79], Diekmann et al. [44], just to mention a few. There are also several
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CHAPTER 1. INTRODUCTION 2

books dealing with di�erent applications and numerical techniques; see for instance,

Stépán [206], Niculescu [168], Bellen and Zennaro [18], Gu et al. [71], Zhong [243],

Michiels and Niculescu [152], Erneux [58], Balachandran et al. [15], Yi et al. [239], and

Insperger and Stépán [115].

RFDE is a mathematical terminology. In the engineering literature, RFDEs are

referred to as delay-di�erential equations (DDEs), or simply delay equations. In this

dissertation, we follow the latter terminology, and use the term DDE rather than

RFDE.

In this dissertation, di�erent engineering problems are considered that are all de-

scribed with DDEs with varying time delays. Chapter 2 gives a brief overview on

some special cases of linear DDEs with time-periodic coe�cients. Then each chapter

is related to a thesis of the dissertation.

Chapter 3 presents an e�cient numerical method, the so-called �rst-order semi-

discretization, for the stability analysis of linear time-periodic DDEs. A basic version of

the semi-discretization method (called zeroth-order semi-discretization) was presented

by Insperger and Stépán [100, 104]. The point of the method is that the time-delayed

terms are discretized, the time-periodic coe�cients are approximated by piecewise con-

stant ones, while the actual time-domain terms are left in their original form during the

discretization process. The new result given in Thesis 1 is related to the convergence

of the discretization method with respect to the order of the approximation of the de-

layed term. It is shown that if the periodic coe�cients are approximated by piecewise

constant ones then the zeroth-order approximation gives a discretization error propor-

tional to the square of the discretization step, while the �rst- and any higher-order

approximation gives a discretization error proportional to the cube of the discretiza-

tion step. This result was published in Insperger et al. [110] and was also included into

the book Insperger and Stépán [115].

In Chapter 4, a two-degrees-of-freedom model of turning processes is presented,

where state-dependent regenerative delays arise in the model equations. DDEs with

state-dependent delays are strongly nonlinear, since the state appears in its own ar-

gument through the time delay, i.e., the nonlinearity in the systems is de�ned by the

solution. The new result given in Thesis 2 is the application of the linearization tech-

nique of Hartung and Turi [82] to the model equations. It is shown that the linear

stability boundaries are slightly di�erent from that of the constant delay model due

to the dependence of the instantaneous chip thickness on the regenerative delay. This

result was published by Insperger et al. [108].

Chapter 5 presents a single-degree-of-freedom model of milling processes with vary-

ing spindle speed. The corresponding mechanical model is a DDE with time-periodic

delay. As a new result, the stability charts are determined for the model in the plane
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CHAPTER 1. INTRODUCTION 3

of the spindle speed and the axial depth of cut using the �rst-order semi-discretization

method. It is shown that multiple lobes appears at the location of the �ip lobes of

the constant-spindle-speed milling. These results are composed in Thesis 3, and were

also published in the book Insperger and Stépán [115]. Experimental veri�cation of

suppressing period doubling chatter by spindle speed variation is also presented ac-

cording to the joint papers Seguy et al. [193, 194] that were made in collaboration

with French partners. The experiments were performed by Sebastien Seguy (École

Nationale d'Ingénieurs de Tarbes, France), who made his PhD on this topic in 2008

[192]. The experimental results are not included into Thesis 3, but they are presented

for the sake of completeness.

Chapter 6 presents the so called act-and-wait control technique for systems with

feedback delays. The act-and-wait controller is a special case of periodic controllers

where the feedback is periodically switched o� and on. Control systems with feedback

delays are described by DDEs associated with in�nite-dimensional state spaces. Conse-

quently, the stability of the control process is determined by in�nitely many eigenvalues

(poles) that all should be monitored during the adjustment of the control parameters.

It is shown that if the act-and-wait control technique is applied such that the waiting

(switch-o�) period is larger than the feedback delay, then the system can be described

by a �nite-dimensional discrete map, and only �nite number of eigenvalues should be

considered during the stabilization process. This result is composed in Thesis 4 and

was published in Insperger [106] and also in the book Insperger and Stépán [115].

Chapter 7 deals with a force control process in the presence of feedback delay.

Here, the goal is to reduce the error of the contact force between the actuator and

the environment. In order to achieve this goal, the proportional gain in the controller

should be increased, but on the other hand, for large proportional gains, the system

looses stability due to the feedback delay. It is shown that the proportional gain and,

consequently, the accuracy of the contact force can be increased by the application of

the act-and-wait control concept without loosing stability. The results are composed

in Thesis 5 and were published in Insperger et al. [111] and also in the book Insperger

and Stépán [115].
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Chapter 2

Mathematical background

Since most of the theses in this dissertation are related to time-periodic DDEs, an

overview is given in this chapter on the related mathematical theory. In the next

sections, some basic properties of some special classes of di�erential equations, namely,

linear autonomous ordinary di�erential equations (ODEs), linear time-periodic ODEs,

linear autonomous DDEs, linear time-periodic DDEs and DDEs with state-dependent

delays are summarized brie�y.

2.1 Linear Autonomous ODEs

Linear autonomous ordinary di�erential equations (ODEs) have the general form

ẋ(t) = Ax(t) , (2.1)

where x(t) ∈ Rn, A is an n× n matrix, and

ẋ =
dx

dt
= col

(
dx1

dt

dx2

dt
· · · dxn

dt

)
with x1, x2, . . . , xn being the elements of vector x. For a given initial value x(0), the

solution of (2.1) can be written in the form

x(t) = eAtx(0) , (2.2)

where eAt is the exponential of matrix At, de�ned by the Taylor series of the expo-

nential function (see Appendix A). For a general overview on matrix exponentials, see

the book of Hirsch and Smale [90], or the book of Perko [179].

The stability of the trivial solution x(t) ≡ 0 is determined by the eigenvalues λj,

j = 1, 2, . . . , n, of the coe�cient matrix A. These eigenvalues are the characteristic

exponents of (2.1), but they are often called characteristic roots or poles, too. If each
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CHAPTER 2. MATHEMATICAL BACKGROUND 5

λj is unique in the minimal polynomial of A, then each solution of (2.1) can be written

in the form

x(t) =
n∑

j=1

Cj e
λjt , (2.3)

with Cj ∈ Cn being appropriate vectors depending on the initial condition. If the

characteristic exponents have negative real parts, i.e., Re λj < 0 for all j = 1, 2, . . . , n,

then the trivial solution of (2.1) is asymptotically stable. In the general case, the

characteristic exponents can be determined by solving the characteristic equation

det (λI−A) = 0 , (2.4)

where I stands for the n × n identity matrix. Development of (2.4) results in an

nth-degree polynomial of λ, whose roots (i.e., the characteristic exponents) can be

determined by a number of numerical methods. Stability analysis, however, does not

require the exact calculation of the characteristic exponents; only the sign of the real

part of the critical (i.e., rightmost) exponent must be determined. This analysis can

be performed by the celebrated Routh�Hurwitz criterion [187, 95], which gives a neces-

sary and su�cient condition for stability based on the coe�cients of the characteristic

polynomial.

Depending on the location of the critical characteristic exponents, there are two

typical mechanisms for loss of stability of linear autonomous systems [72]:

1. The critical characteristic exponents form a complex conjugate pair moving from

the left-hand side of the complex plane to the right-hand side; they cross the

imaginary axis, as shown by case (a) in Figure 2.1. This case is an essential neces-

sary condition for the so-called Hopf (or Andronov�Hopf or Poincaré�Andronov�

Hopf ) bifurcation of the corresponding nonlinear system, for which the equation

under analysis is the variational system. The systematic study of the conditions

and a proof of the corresponding bifurcation theorem have been done by An-

dronov and Leontovich [8] for the two-dimensional case, and by Hopf [92] for the

n-dimensional case. According to the theory of nonlinear systems, either stable or

unstable periodic motion may exist around the equilibrium of the corresponding

nonlinear system, called supercritical and subcritical bifurcation, respectively.

2. The critical characteristic exponent is a real one moving from the left-hand side

of the complex plane to the right-hand side through the origin, as shown by case

(b) in Figure 2.1. This case is called saddle-node bifurcation of the corresponding

nonlinear system.
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CHAPTER 2. MATHEMATICAL BACKGROUND 6

Figure 2.1: Critical characteristic exponents for linear autonomous ODEs: (a) Hopf

bifurcation, (b) and saddle-node bifurcation.

2.2 Linear Periodic ODEs

The general form of linear periodic ODEs reads

ẋ(t) = A(t)x(t) , A(t) = A(t+ T ) , (2.5)

with x(t) ∈ Rn. Here, the n × n coe�cient matrix A(t) is time-periodic at period

T , called the principal period in contrast to the constant-coe�cient matrix of the

autonomous system (2.1). The main theorems on general periodic systems are sum-

marized in the book of Farkas [60].

For periodic ODEs, a stability condition is provided by the Floquet theory [61]. The

solution of (2.5) with the initial condition x(0) is given by x(t) = Φ(t)x(0), where Φ(t)

is a fundamental matrix of (2.5). According to the Floquet theory, the fundamental

matrix can be written in the form Φ(t) = P(t) eBt, where P(t) = P(t + T ) is a

periodic matrix with initial value P(0) = I, and B is a constant matrix. The matrix

Φ(T ) = eBT is called the monodromy matrix (or principal matrix or Floquet transition

matrix ) of (2.5). This matrix gives the connection between the initial state and the

state one principal period later: x(T ) = Φ(T )x(0).

The eigenvalues of Φ(T ) are the characteristic multipliers (µj, j = 1, 2, . . . , n) (also

called Floquet multipliers or the poles of Φ(T )) calculated from

det(µI−Φ(T )) = 0 . (2.6)

The eigenvalues of matrix B are the characteristic exponents (λj, j = 1, 2, . . . , n) given

by

det(λI−B) = 0 . (2.7)

If µ is a characteristic multiplier, then there are characteristic exponents λ such that

µ = exp(λT ), and vice versa. Due to the periodicity of the complex exponential

function, each characteristic multiplier is associated with in�nitely many characteristic

exponents of the form λk = γ+i (ω+k2π/T ), where γ, ω ∈ R, k ∈ Z, and Tω ∈ (−π, π].
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CHAPTER 2. MATHEMATICAL BACKGROUND 7

Figure 2.2: Critical characteristic multipliers for periodic systems: (a) secondary Hopf

bifurcation, (b) cyclic-fold bifurcation, and (c) period-doubling bifurcation.

The trivial solution x(t) ≡ 0 of (2.5) is asymptotically stable if and only if all the

characteristic multipliers have modulus less than one, that is, all the characteristic

exponents have negative real parts.

Similarly to autonomous systems, the basic types of loss of stability can be classi�ed

according to the location of the critical characteristic multipliers [72]. For periodic

systems, there are three typical cases:

1. The critical characteristic multipliers form a complex conjugate pair crossing the

unit circle, i.e., |µ| = 1 and |µ̄| = 1, as shown by case (a) in Figure 2.2. This case

is topologically equivalent to the Hopf bifurcation of autonomous systems and is

called secondary Hopf (or Neimark�Sacker) bifurcation.

2. The critical characteristic multiplier is real and crosses the unit circle at +1,

as shown by case (b) in Figure 2.2. The bifurcation that arises is topologically

equivalent to the saddle-node bifurcation of autonomous systems and is called

cyclic-fold (or period-one) bifurcation.

3. The critical characteristic multiplier is real and crosses the unit circle at −1,

as shown by case (c) in Figure 2.2. There is no topologically equivalent type

of bifurcation for autonomous systems. This case is called period-doubling (or

period-two or �ip) bifurcation.

Generally, the monodromy matrix cannot be determined in closed form, but there

exist several numerical and semi-analytical techniques to approximate it, such as Hill's

in�nite determinant method and its generalizations [89, 215, 22, 166], the method of

strained parameters [166], the method of multiple scales [166], and the Chebyshev

polynomial approach [201, 202]. A simple numerical method is the piecewise constant

approximation of the periodic matrix A(t) in the form

A(t) ≈ Ai :=

∫ ih

(i−1)h

A(s) ds , t ∈ [ti, ti+1) , (2.8)
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CHAPTER 2. MATHEMATICAL BACKGROUND 8

where ti = ih is the discrete time with i ∈ Z, h = T/p is the length of the discretization

step, and p is an integer [94, 60]. The original system can be approximated by

ẏ(t) = Aiy(t) , t ∈ [ti, ti+1) , (2.9)

for which the solution over a discretization interval is

y(ti+1) = eAihy(ti) . (2.10)

Application of (2.10) over p repeated discretization steps with initial state y(0) results

in

y(T ) = Φ̃(T )y(0) , (2.11)

where

Φ̃(T ) = eAp−1h eAp−2h · · · eA0h (2.12)

is an approximation for the monodromy matrix Φ(T ). Eigenvalue analysis of Φ̃(T )

gives then an approximate description of the stability properties of (2.5). A higher-

order generalization of this piecewise constant approximation technique is the method

of Magnus expansion, which involves higher-order terms of the so-called Magnus se-

ries of the logarithm of the fundamental matrix Φ(h) (see, e.g., [145, 116, 117, 32]).

Approximation (2.8) corresponds to the �rst-order Magnus expansion of ln
(
Φ(h)

)
.

2.3 Linear Autonomous DDEs

The general form of linear autonomous DDEs is

ẋ(t) = L(xt) , (2.13)

where L : C → Rn is a continuous linear functional (C is the Banach space of continuous

functions) and the continuous function xt is de�ned by the shift

xt(ϑ) = x(t+ ϑ) , ϑ ∈ [−σ, 0] . (2.14)

According to the Riesz representation theorem (see [78]), the linear functional L can

be represented in the matrix form

L(xt) =

∫ 0

−σ

dη(ϑ)x(t+ ϑ) , (2.15)

where η : [−σ, 0] → Rn×n is a matrix function of bounded variation, and the integral

is a Stieltjes one, i.e., (2.15) contains both point delays and distributed delays.
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CHAPTER 2. MATHEMATICAL BACKGROUND 9

The characteristic equation can be obtained by substituting the nontrivial solution

x(t) = C eλt, C ∈ Cn, into (2.13), which gives

det

(
λI−

∫ 0

−σ

eλϑ dη(ϑ)

)
︸ ︷︷ ︸

:= D(λ)

= 0 . (2.16)

The left-hand side of this equation de�nes the characteristic function D(λ) of (2.13).

The characteristic exponents are the zeros of the characteristic function. As opposed

to the characteristic polynomial of autonomous ODEs, the characteristic function D(λ)

has, in general, an in�nite number of zeros in the complex plane, all of which should

be considered during the stability analysis. Stability charts that present the stability

properties as a function of the system parameters have therefore a rich and intricate

structure even for the simplest DDEs.

Linear autonomous DDEs containing only point/discrete delays can be given in the

form

ẋ(t) = Ax(t) +

g∑
j=1

Bj x(t− τj) , (2.17)

where A and the Bj's are n × n matrices, τj > 0 for all j, and g ∈ Z+. In this case,

only discrete values of the past have in�uence on the present rate of change of state.

An example of a DDE with distributed delay is

ẋ(t) = Ax(t) +

∫ −σ2

−σ1

K(ϑ)x(t+ ϑ) dϑ , (2.18)

where K(ϑ) is an n × n measurable kernel function, σ1, σ2 ∈ R, and σ1 > σ2 ≥ 0.

The kernel function K(ϑ) describes the weight of the past e�ects over the interval

[t− σ1, t− σ2]. If the kernel is a constant matrix multiplied by the shifted Dirac delta

distribution, i.e., K(ϑ) = K0 δ(ϑ + τ) with σ1 ≤ τ ≤ σ2, then the integral in (2.18)

gives the point delay K0 x(t− τ).

Linear autonomous DDEs with distributed delay and with a �nite number of point

delays can be given in the general form

ẋ(t) =

∫ 0

−σ

K(ϑ)x(t+ ϑ) dϑ , (2.19)

where K(ϑ) is an n × n measurable kernel function that may comprise a measurable

distribution and �nitely many shifted Dirac delta distributions. That is, K(ϑ) can also

be given in the form

K(ϑ) = W(ϑ) +

g∑
j=1

Bjδ(ϑ+ τj) , (2.20)
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where W(ϑ) is an n × n measurable function (a weight function), the Bj's are n × n

constant matrices, δ(ϑ) denotes the Dirac delta distribution, τj ≥ 0 for all j, and g ∈ N.
Thus, (2.19) can be written as

ẋ(t) =

∫ 0

−σ

W(ϑ)x(t+ ϑ)dϑ+

g∑
j=1

Bjx(t− τj) . (2.21)

A necessary and su�cient condition for the asymptotic stability of DDE (2.13) with

(2.15) is that all the in�nite number of characteristic exponents have negative real parts

and there exist a scalar ν > 0 such that∫ 0

−∞
e−νϑ |dηjk(ϑ)| < ∞ , j, k = 1, 2, . . . , n , (2.22)

where ηjk(ϑ) are the elements of η(ϑ). Condition (2.22) means that the past e�ect

decays exponentially in the past. Obviously, this condition holds if σ in the lower limit

of the integral in (2.15) is �nite.

Although there are in�nitely many characteristic exponents, it is not necessary to

compute all of them, since stability analysis requires only the sign of the real part

of the rightmost one(s). There exist several analytical and semi-analytical methods

to derive the stability conditions for the system parameters. The �rst attempts for

determining stability criteria for �rst- and second-order scalar DDEs were made by

Bellmann and Cooke [19] and by Bhatt and Hsu [20]. They used the D-subdivision

method of Neimark [167] combined with a theorem of Pontryagin [181]. The book

of Kolmanovskii and Nosov [127] summarizes the main theorems on the stability of

DDEs, and contains several examples as well. A sophisticated method was developed

by Stépán [206] (generalized also by Hassard [86]) that can be applied even for a combi-

nation of multiple point delays and for distributed delays. There exist several e�cient

numerical methods to determine the rightmost exponents for a delayed system; see,

for instance, the celebrated DDE-BIFTOOL developed by Engelborghs et al. [56, 57],

the pseudospectral di�erencing method by Breda et al. [23, 24], the cluster treatment

method by Olgac and Sipahi [171, 172], the Galerkin projection by Wahi and Chat-

terjee [231, 232], the mapping algorithm by Vyhlídal and Zítek [229], the harmonic

balance by Liu and Kalmár-Nagy [143], or the Lambert W function approach by Ulsoy

et al. [11, 238].

The stability properties of DDEs are often represented in the form of stability

charts that show the stable and unstable domains, or alternatively, the number of

unstable characteristic exponents (also called instability degree) in the space of system

parameters. Stability charts for autonomous DDEs can be constructed by the D-

subdivision method. The curves where changes in the number of unstable exponents
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happen are given by the so-called D-curves (also called exponent-crossing curves or

transition curves) given by

R(ω) = 0 , S(ω) = 0 , ω ∈ [0,∞) , (2.23)

where

R(ω) := ReD(iω) , S(ω) := ImD(iω) , (2.24)

with D(λ) being the characteristic function de�ned in (2.16) and ω the parameter of

the curves [209]. Due to the continuity of the characteristic exponents with respect to

changes in the system parameters (see, for instance, [152]), the D-curves separate the

parameter space into domains where the numbers of unstable characteristic exponents

are constant. The determination of these numbers for the individual domains is not a

trivial task. One technique is to calculate the exponent-crossing direction (also called

root-crossing direction or root tendency) along the D-curves, which is the sign of the

partial derivative of the real part of the characteristic exponent with respect to one of

the system parameters. If the number of unstable exponents is known for at least one

point in one domain, then it can be determined for all the other domains by considering

the exponent-crossing direction along the D-curves. The stability boundaries are the

D-curves bounded the domains with zero unstable characteristic exponent.

Alternatively, Stépán's formulas [206] can also be used to determine the number

of unstable characteristic exponents in a simple and elegant way. This technique re-

quires the analysis of the functions R(ω) and S(ω) de�ned in (2.24) only, without the

analysis of the exponent-crossing direction. Assume that the characteristic function

D(λ) associated with (2.13) has no zeros on the imaginary axis and (2.22) holds. If the

dimension n of (2.13) is even, i.e., n = 2m with m being an integer, then the number

of unstable exponents is

N = m+ (−1)m
r∑

k=1

(−1)k+1sgnS(ρk) , (2.25)

where ρ1 ≥ · · · ≥ ρr > 0 are the positive real zeros of R(ω). If the dimension n of

(2.13) is odd, i.e., n = 2m + 1 with m being an integer, then the number of unstable

exponents is

N = m+
1

2
+ (−1)m

(
1

2
(−1)ssgnR(0) +

s−1∑
k=1

(−1)ksgnR(σk)

)
, (2.26)

where σ1 ≥ · · · ≥ σs = 0 are the nonnegative real zeros of S(ω). For further details

and for an exact proof, see Theorems 2.15 and 2.16 in [206].
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2.4 Linear Time-Periodic DDEs

Linear time-periodic DDEs have the general form

ẋ(t) = L(t,xt) , L(t+ T ) = L(t) , (2.27)

where xt is a continuous function de�ned by (2.14), L : R×C → Rn is continuous and

linear in xt. According to the Riesz representation theorem, the functional L can be

written in the Stieltjes integral form

L(t,xt) =

∫ 0

−σ

dϑη(t, ϑ)x(t+ ϑ) , (2.28)

where η : R× [−σ, 0] → Rn×n is a matrix function of bounded variation in ϑ ∈ [−σ, 0].

Linear time-periodic DDEs with constant point delays can be de�ned as

ẋ(t) = A(t)x(t) +

g∑
j=1

Bj(t)x(t− τj) , (2.29)

A(t+ T ) = A(t) , Bj(t+ T ) = Bj(t) ,

where A(t) and the Bj(t)'s are n × n matrices, τj > 0 for all j, and g ∈ Z+. Linear

time-periodic DDEs with distributed delay read

ẋ(t) = A(t)x(t) +

∫ −σ2

−σ1

K(ϑ, t)x(t+ ϑ) dϑ , (2.30)

A(t+ T ) = A(t) , K(ϑ, t+ T ) = K(ϑ, t) ,

whereK(ϑ, t) is the time-periodic n×n kernel function, σ1, σ2 ∈ R, and σ1 > σ2 ≥ 0. A

special case of (2.30) occurs when the kernel function is a constant matrix multiplied by

a time-periodic Dirac delta distribution, i.e., K(ϑ, t) = K0δ(ϑ− τ(t)) with σ1 ≤ τ(t) ≤
σ2 and τ(t+T ) = τ(t). In this case, the integral in (2.30) gives the time-periodic point

delay K0x(t−τ(t)). The general form of linear time-periodic DDEs with time-periodic

point delays is

ẋ(t) = A(t)x(t) +

g∑
j=1

Bj(t)x(t− τj(t)) , (2.31)

A(t+ T ) = A(t) , Bj(t+ T ) = Bj(t) , τj(t+ T ) = τj(t) .

Linear time-periodic DDEs with distributed delay and with a �nite number of point

delays can be given in the general form

ẋ(t) =

∫ 0

−σ

K(ϑ, t)x(t+ ϑ) dϑ , (2.32)
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where K(ϑ, t) is an n× n measurable kernel function that can be written in the form

K(ϑ, t) = W(ϑ, t) +

g∑
j=1

Bj(t)δ(ϑ+ τj(t)) . (2.33)

Here W(ϑ, t + T ) = W(ϑ, t) is a time-periodic n × n measurable function (a time-

periodic weight function), Bj(t + T ) = Bj(t) are n × n time-periodic matrices, δ(ϑ)

denotes the Dirac delta distribution, τj(t) ≥ 0 for all j, and g ∈ N. Thus, (2.32) can

be written as

ẋ(t) =

∫ 0

−σ

W(ϑ, t)x(t+ ϑ)dϑ+

g∑
j=1

Bj(t)x(t− τj(t)) . (2.34)

According to the Floquet theory of DDEs [76, 79], the solution segment xt for (2.27)

associated with the initial function x0 can be given as xt = U(t)x0, where U(t) is the
solution operator (in�nitesimal generator). The stability of the system is determined by

the spectrum of the corresponding monodromy operator U(T ). The nonzero elements

of the spectrum of U(T ) are called characteristic multipliers (also referred to as Floquet

multipliers or poles) and are de�ned by

Ker(µI − U(T )) \ {0} ≠ ∅ , µ ̸= 0 , (2.35)

or

Ker(µI − U(T )) ̸= {0} , µ ̸= 0 , (2.36)

with I denoting the identity operator. Generally, time-periodic DDEs have in�nitely

many characteristic multipliers. If µ is a characteristic multiplier, and µ = eλT , then

λ is called the characteristic exponent. Similarly to linear periodic ODEs, each char-

acteristic multiplier is associated with in�nitely many characteristic exponents of the

form λk = γ + i (ω + k2π/T ), where γ, ω ∈ R, k ∈ Z, and Tω ∈ (−π, π].

A necessary and su�cient condition for the asymptotic stability of the time-periodic

DDE (2.27) with (2.28) is that all the characteristic multipliers have modulus less than

one (that is, all the characteristic exponents have negative real parts) and there exist

a scalar ν > 0 such that∫ 0

−∞
e−νϑ |dϑηjk(t, ϑ)| < ∞ , j, k = 1, 2, . . . , n , (2.37)

for all t ∈ R, where ηjk(t, ϑ) are the elements of η(t, ϑ). Similarly to autonomous

DDEs, condition (2.37) trivially holds if σ in the lower limit of the integral in (2.28) is

�nite. The di�culty in the stability analysis of periodic DDEs is that the monodromy

operator U(T ) has generally no closed form; consequently, the stability conditions

cannot be derived in an analytic form.

               dc_852_14



CHAPTER 2. MATHEMATICAL BACKGROUND 14

There exist several numerical and semi-analytical techniques to determine the sta-

bility conditions for periodic DDEs. Most of them were developed with the aim of

constructing stability charts for milling processes. Insperger and Stépán [100] intro-

duced the semi-discretization method that is based on a special discretization of the

individual terms in the DDE. Budak and Altintas [26, 27] and Merdol and Altintas

[150] developed the multi-frequency solution method, which is a kind of alternative

application of Hill's in�nite determinant method. Butcher et al. [30, 33] used an ex-

pansion of the solution in terms of Chebyshev polynomials to obtain an approximate

monodromy matrix. A temporal �nite element method using Hermite polynomials was

developed by Bayly et al. [17] for interrupted turning, and formulated to general peri-

odic DDEs by Mann and Patel [147]. Szalai et al. [219] used the characteristic matrices

of the system to derive stability charts (see also [200]). Recently, Khasawneh and Mann

presented an e�ective numerical algorithm called the spectral element method that is

a temporal �nite element method involving highly accurate numerical quadratures for

the integral terms [121, 122].

2.5 DDEs with state-dependent delays

If the delay depends not only on the time but also on the state, then the corresponding

equation is called a DDE with state-dependent delay (SD-DDE). A simple example for

SD-DDEs is

ẋ(t) = Ax(t) +Bx(t− τ(t,x(t))) (2.38)

with τ(t,x(t)) ≥ 0. Here, the delay depends on the actual time t and on the actual

state x(t). If the delay depends also on delayed values of the state, then it is usually

written in the form τ(t,xt) ≥ 0, where xt is de�ned as in equation (2.14).

State-dependent delays arose �rst in the two-body problem of classical electrody-

namics [50], but they appear in many other �elds, such as population models [169, 135],

automatic position control [233], neural networks models [16], and machine tool vibra-

tion theory [108]. There are several papers dealing with some special classes of systems

with state-dependent delays [80, 133, 134]. A survey about DDEs with state-dependent

delays is given in [85].

SD-DDEs are always nonlinear, since the state appears in its own argument. Thus,

the nonlinearity is de�ned by the solution of the system. The corresponding linear

system is, however, a DDE with constant (or time-dependent) delay. Linearization of

SD-DDEs is complicated by the fact that the solution of the system is not di�erentiable

with respect to the state-dependent delay (see, e.g., [81] and the references therein).

Consequently, �true� linearization is not possible, rather we are looking for a linear
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DDE, which is associated to the original system in the sense that they have the same

local stability properties. For example, consider the autonomous scalar SD-DDE

ẋ(t) = x(t− (τ0 + x(t))) . (2.39)

This is a nonlinear equation due to the state-dependent time delay τ(x(t)) = τ0+x(t).

The DDE

ẏ(t) = y(t− τ0) (2.40)

with constant time delay is a linear system that can be considered as a linear varia-

tional system corresponding to (2.39) around the equilibrium x = 0. In our terminol-

ogy, linearization means that the trivial solutions y(t) ≡ 0 of (2.40) and x(t) ≡ 0 of

(2.39) are asymptotically stable at the same time. Linearization techniques for gen-

eral autonomous SD-DDEs were given by Hartung and Turi [82] and for time-periodic

SD-DDEs by Hartung [83]. The mathematical background for the full-discretization of

DDEs with state-dependent delays was presented by Gy®ri et al. [73, 74].

In engineering practice, DDEs with state-dependent delay are rarely used since the

appropriate mathematical tools, like linearization techniques, have just been developed

recently (see [82, 83]), and these new results have not been adopted in engineering

problems yet. Still, the e�ect of state-dependent delay becomes important in rotary

cutting processes (e.g., in milling, or drilling) where the torsional vibrations of the

tool are signi�cant in the system's dynamics. Richard et al. [184] and Germay et al.

[67] investigated drilling with drag bits and showed that state-dependent regenerative

delay arises due to the torsional vibration of the tool. They investigated self-excited

vibrations and periodic orbits of the tool numerically. Insperger et al. [105] showed

that state-dependent delay arises in the governing equation of the milling process even

when only the bending oscillation of the tool is considered and its torsional compliance

is neglected. The stability analysis for the same system was performed by Bachrathy et

al. [14]. The state-dependency of the regenerative delay due to the bending compliance

of the milling tool was also derived by Long et al. [144].
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Chapter 3

Higher-order semi-discretization

method

The semi-discretization method was introduced by Insperger and Stepan [100] for gen-

eral time-periodic DDEs. This method was later referred to as zeroth-order semi-

discretization. Elbeyli and Sun [53] generalized the method to the so-called improved

zeroth-order (see also [104]) and the �rst-order semi-discretization for second-order

scalar systems. The general higher-order formalism was presented in [110]. The con-

vergence of the method was established by Hartung et al. [84] for a large class of DDEs

appearing in engineering applications. It was shown that semi-discretization preserves

asymptotic stability of the original equation; therefore it can be used to construct

approximate stability charts.

The merit of the semi-discretization method is that it can be used e�ectively to

determine stability charts for time-periodic DDEs arising in di�erent engineering prob-

lems while the numerical scheme itself is relatively simple. One of the main �elds of

application of semi-discretization is the stability prediction for machining processes.

Di�erent milling models were analyzed by Gradi²ek et al. [70], Henninger and Eber-

hard [87, 88], Sims et al. [203], Dombovari et al. [48], Bachrathy et al. [13], and Wan

et al. [234] using the semi-discretization method. Ding et al. [45, 46] applied an al-

ternative semi-discretization method for the milling problem using a slightly di�erent

concept in the discretization scheme (see also [112]). Sellmeier and Denkena [195] ap-

plied the method to milling processes with uneven tooth pitches and pointed out that

the method can be considered an extension of the theory of sampled control systems

with feedback delay according to Ackermann [1] (see also [137, 12, 170]).

A continuous-time approximation technique was introduced by Sun and Song [216,

217] based on the concept of semi-discretization that can handle multiple time delays

for both linear and nonlinear dynamical systems. Models with time-periodic delays

16
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were considered by Insperger and Stépán [103], Long et al. [144], Faassen et al. [59],

Zatarain et al. [241], and Seguy et al. [193]. The method can also be used for other

models, for instance, for the stability analysis of periodic control systems with delayed

feedback, as was shown by Sheng et al. [197] and by Konishi and Hara [128].

In this chapter, �rst, the general formulas for the higher-order semi-discretization

method are presented. Then the zeroth- and the �rst-order techniques are described

in detail. After that, rate of convergence estimates are given. The new results are

composed in Thesis 1 at the end of the chapter. The results presented here were

published in Insperger et al. [110] and was also included into the book Insperger and

Stépán [115].

3.1 General formulas

Consider the time-periodic DDE with multiple time-periodic point delays of the form

ẋ(t) = A(t)x(t) +

g∑
j=1

Bj(t)u(t− τj(t)) , (3.1)

u(t) = Dx(t) , (3.2)

where x(t) ∈ Rn is the state, u(t) ∈ Rm is the input, A(t+T ) = A(t) and Bj(t+T ) =

Bj(t), j = 1, 2, . . . , g, are n × n and n ×m time-periodic matrices, respectively, D is

an m × n constant matrix, and τj(t + T ) = τj(t) > 0, j = 1, 2, . . . , g. The principal

period of the system is T . Note that (3.1)�(3.2) can also be written in the form

ẋ(t) = A(t)x(t) +

g∑
j=1

Bj(t)Dx(t− τj(t)) . (3.3)

The main point of higher-order semi-discretization methods is that the time-periodic

coe�cients and the time-periodic delays are approximated by piecewise constant func-

tions, the delayed terms are approximated by linear combinations of some discrete

delayed values of the state variable x, while the nondelayed terms are left in their

original form. Consider the discrete time scale ti = ih, i ∈ Z, such that the time

step is h = T/p with p being an integer approximation parameter. The approximating

semi-discrete system is formulated as

ẏ(t) = Aiy(t) +

g∑
j=1

Bj,iΓ
(q)
j,i (t− τj,i) , t ∈ [ti, ti+1) , (3.4)

Γ
(q)
j,i (t− τj,i) =

q∑
k=0

(
q∏

l=0, l ̸=k

t− τj,i − (i+ l − rj,i)h

(k − l)h

)
v(ti+k−rj,i) , (3.5)

v(ti) = Dy(ti), (3.6)
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Figure 3.1: Approximation of the delayed term Dy(t − τj,i) by the polynomial

Γ
(q)
j,i (t− τj,i), shown by a dashed line (in the depicted case, q = 2).

where

Ai =
1

h

∫ ti+1

ti

A(t) dt , (3.7)

Bj,i =
1

h

∫ ti+1

ti

Bj(t) dt , j = 1, 2, . . . , g , (3.8)

τj,i =
1

h

∫ ti+1

ti

τj(t) dt , j = 1, 2, . . . , g , (3.9)

are the piecewise constant approximations of A(t), Bj(t), and τj(t), j = 1, 2, . . . , g,

over the discretization interval [ti, ti+1). Use again the notation yi := y(ti) and

vi := v(ti) for all i ∈ Z. The delayed term Γ
(q)
j,i (t − τj,i) is a qth-order Lagrange

polynomial interpolation of D(t)y(t) in t ∈ [ti−rj,i , ti−rj,i+q] using the discrete values

vi−rj,i ,vi−rj,i+1, . . . ,vi−rj,i+q. The integer rj,i is de�ned by

rj,i = int
(τj,i

h
+

q

2

)
, j = 1, 2, . . . , g , i = 1, 2, . . . , p , (3.10)

where int denotes the integer-part function. The concept of the approximation scheme

is illustrated in Figure 3.1, where the dashed curve indicates the approximating poly-

nomial Γ(q)
j,i (t− τj,i).

The key feature of the semi-discretization method is that the approximate system

(3.4)�(3.6) can be solved analytically over the discretization interval t ∈ [ti, ti+1) for

given initial values yi and vi+k−rj,i , k = 0, 1, . . . , q, j = 1, 2, . . . , g, in the form

yi+1 = Piyi +

g∑
j=1

q∑
k=0

Rj,i,kvi+k−rj,i , (3.11)
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where

Pi = eAih , (3.12)

Rj,i,k =

∫ ti+1

ti

eAi(ti+1−s)

(
q∏

l=0, l ̸=k

s− τj,i − (i+ l − rj,i)h

(k − l)h

)
Bj,i ds

=

∫ h

0

eAi(h−s)

(
q∏

l=0, l ̸=k

s− τj,i − (l − rj,i)h

(k − l)h

)
Bj,i ds (3.13)

(see the variation of constants formula (A.15) in Appendix A). Equations (3.11) and

(3.6) imply the discrete map

zi+1 = Gizi, (3.14)

where

zi =
(
yi vi−1 vi−2 . . . vi−r

)T
(3.15)

is an augmented state vector and the coe�cient matrix reads

Gi =



Pi 0 · · · 0 0

D 0 · · · 0 0

0 I · · · 0 0
...

. . .
...

0 0 · · · I 0


(3.16)

+

g∑
j=1



0 0 · · · 0 Rj,i,q · · · Rj,i,0 0 · · · 0

0 0 · · · 0 0 · · · 0 0 · · · 0

0 0 · · · 0 0 · · · 0 0 · · · 0
...

...
...

...
...

...
...

0 0 · · · 0 0 · · · 0 0 · · · 0


.

1 rj,i − q rj,i r

This is an (n+rm)× (n+rm) matrix, where r = max
(
rj,i
)
. Matrix Gi can be divided

into four blocks, as shown by the lines in (3.16). The left upper block is the n × n

matrix Pi. The right upper block consists of r pieces of n ×m matrices numbered in

(3.16). Matrices Rj,i,k, k = 0, 1, . . . , q, are located at the (rj,i − k)th place within this

block. The left lower block of Gi consists of r pieces of m × n matrices (D and zero

matrices). The right lower block is an rm × rm block containing zero matrices and

identity matrices I of size m×m.

Utilizing that T = ph, p repeated applications of (3.14) with initial state z0 gives

the monodromy mapping

zp = Φz0 , (3.17)
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where

Φ = Gp−1Gp−2 · · ·G0 (3.18)

is an (n+ rm)-dimensional matrix representation of the monodromy operator of (3.4)�

(3.6), which is at the same time a �nite-dimensional approximation of the in�nite-

dimensional monodromy operator of the original system (3.1)�(3.2). If all the eigen-

values of Φ are inside the unit circle of the complex plane, then the approximate

system (3.4)�(3.6) is asymptotically stable. Since discretization techniques preserve

asymptotic stability for DDEs (see [75, 63, 84]), the stability charts of the approxi-

mate system (3.4)�(3.6) give an approximation for the stability charts of the original

time-periodic DDE (3.1)�(3.2).

The approximation parameter p is related to the resolution of the principal period

such that T = ph; therefore, the integer p is called the period resolution. The integer r

is related to the discretization of the state xt over the delay interval [−τmax, 0], where

τmax = max
(
τj,i
)
, such that τmax ≈ (r − q/2)h. Therefore, the integer r is called the

delay resolution. The number of matricesGi to be multiplied to obtain the monodromy

matrix Φ in (3.18) is equal to the period resolution p. The size of the matrices Gi (and

the size of the monodromy matrix Φ) is equal to (n+ rm). Recall that r = max
(
rj,i
)
,

j = 1, 2, . . . , g, i = 1, 2, . . . , p, and rj,i = int
(
τj,i/h + q/2

)
= int

(
pτj,i/T + q/2

)
. Here,

rj,i is the particular delay resolution associated with the particular delay τj,i. Thus,

the larger the period resolution p, the larger the size of the approximate monodromy

matrix. If p tends to in�nity, then Φ converges to the in�nite-dimensional monodromy

operator of the original system (3.1)�(3.2).

The convergence of the semi-discretization method can be visualized by plotting

the characteristic multipliers in the complex plane. Let us denote the characteristic

multipliers of the original system (3.1)�(3.2) by µk, k = 1, 2, . . . , and the characteristic

multipliers of the approximate semi-discrete system (3.4)�(3.6) by µ̃k, k = 1, 2, . . . , (n+

rm). Let the circles of center µ̃k and radius ε be denoted by Sµ̃k,ε. For any small

ε > 0, there exists an integer M(ε) such that for every p > M(ε), the set
∪n+rm

k=1 Sµ̃k,ε

contains exactly n + rm characteristic multipliers µk of (3.1)�(3.2), and all the other

characteristic multipliers have modulus less than ε.

Thus, if all the characteristic multipliers of (3.4)�(3.6) have modulus less than 1,

then by choosing ε = 1
2

(
1 −maxj |µ̃j|

)
, the �nite approximation number M(ε) exists,

and if p > M(ε), then the discretized system and the original system have the same

stability properties (see Figure 3.2 with n+ rm = 5).

During the construction of stability charts, the numerical e�ciency of the method

depends, of course, on the choice of the period resolution p. A lower estimate can be

given based on the above derivation of M(ε), but in practice, it is easier to use a trial-

and-error technique and to check how the stability boundaries converge for increasing
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Figure 3.2: Locations of the exact (µ) and the approximate (µ̃) characteristic multi-

pliers.

p. The value of the required p depends on the system's parameters, which means that

the construction of the stability charts can be optimized by choosing di�erent values

in di�erent domains of the charts.

The formulas presented in this section give the steps of the semi-discretization

method for arbitrary approximation order q. For the sake of completeness, some special

cases of these formulas are presented for the zeroth- and the �rst-order approximations

in the next sections.

3.2 Zeroth-Order Semi-Discretization

For the zeroth-order case (q = 0), (3.5) and (3.10) give Γ
(q)
j,i (t − τj,i) ≡ v(ti−rj,i) and

rj,i = int
(
τj,i/h

)
, and the approximate system reads

ẏ(t) = Aiy(t) +

g∑
j=1

Bj,iv(ti−rj,i) , t ∈ [ti, ti+1) , (3.19)

v(ti) = Dy(ti) . (3.20)

This corresponds to a piecewise constant approximation of the delayed term according

to Figure 3.3.

Using the notation yi := y(ti) and vi := v(ti), i ∈ Z, the solution over one discrete
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Figure 3.3: Zeroth-order approximation of the delayed term Dy(t − τj,i) by

Γ
(0)
j,i (t− τj,i) ≡ vi−rj,i , shown by the dashed line.

step can be formulated as

yi+1 = Piyi +

g∑
j=1

Rj,i,0vi−rj,i , (3.21)

where Pi is given by (3.12) and

Rj,i,0 =

∫ h

0

eAi(h−s) ds Bj,i . (3.22)

If A−1
i exists, then integration gives

Rj,i,0 =
(
eAih − I

)
A−1

i Bj,i , (3.23)

where I is the n × n identity matrix. In this case, the coe�cient matrix Gi in (3.14)

reads

Gi =



Pi 0 · · · 0 0

D 0 · · · 0 0

0 I · · · 0 0
...

. . .
...

0 0 · · · I 0


+

g∑
j=1



0 0 · · · 0 Rj,i,0 0 · · · 0

0 0 · · · 0 0 0 · · · 0

0 0 · · · 0 0 0 · · · 0
...

...
...

...
...

...

0 0 · · · 0 0 0 · · · 0


.

(3.24)

1 rj,i r

Here, matrix Rj,i,0 is located at the rj,ith place within the right upper block of Gi.

The approximate monodromy matrix is given by (3.18).
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3.3 First-Order Semi-Discretization

For the �rst-order case (q = 1), (3.5) and (3.10) give

Γ
(1)
j,i (t− τj,i) = βj,i,0(t)v(ti−rj,i) + βj,i,1(t)v(ti−rj,i+1) (3.25)

with

βj,i,0(t) =
τj,i + (i− rj,i + 1)h− t

h
, βj,i,1(t) =

t− (i− rj,i)h− τj,i
h

, (3.26)

and rj,i = int
(
τj,i/h+ 1/2

)
. In this case, the approximate system reads

ẏ(t) = Aiy(t) +

g∑
j=1

Bj,i

(
βj,i,0(t)v(ti−rj,i) + βj,i,1(t)v(ti−rj,i+1)

)
, t ∈ [ti, ti+1) ,

(3.27)

v(ti) = Dy(ti) . (3.28)

The scheme of the �rst-order approximation is shown in Figure 3.4. Using the notation

yi := y(ti) and vi := v(ti), i ∈ Z, the solution over one discrete step can be formulated

as

yi+1 = Piyi +

g∑
j=1

(
Rj,i,0vi−rj,i +Rj,i,1vi−rj,i+1

)
, (3.29)

where Pi is given by (3.12) and

Rj,i,0 =

∫ h

0

τj,i − (rj,i − 1)h− s

h
eAi(h−s) ds Bj,i , (3.30)

Rj,i,1 =

∫ h

0

s− τj,i + rj,ih

h
eAi(h−s) ds Bj,i . (3.31)

Figure 3.4: First-order approximation of the delayed term Dy(t− τj,i) by Γ
(1)
j,i (t− τj,i),

shown by the dashed line.
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If A−1
i exists, then integration gives

Rj,i,0 =

(
A−1

i +
1

h

(
A−2

i − (τj,i − (rj,i − 1)h)A−1
i

) (
I− eAih

))
Bj,i , (3.32)

Rj,i,1 =

(
−A−1

i +
1

h

(
−A−2

i + (τj,i − rj,ih)A
−1
i

) (
I− eAih

))
Bj,i . (3.33)

In this case, the coe�cient matrix Gi in (3.14) reads

Gi =



Pi 0 · · · 0 0

D 0 · · · 0 0

0 I · · · 0 0
...

. . .
...

0 0 · · · I 0


(3.34)

+

g∑
j=1



0 0 · · · 0 Rj,i,1 Rj,i,0 0 · · · 0

0 0 · · · 0 0 0 0 · · · 0

0 0 · · · 0 0 0 0 · · · 0
...

...
...

...
...

...
...

0 0 · · · 0 0 0 0 · · · 0


.

1 rj,i − 1 rj,i r

Here, matrices Rj,i,1 and Rj,i,0 are located at the (rj,i − 1)th and rj,ith places within

the right upper block of Gi, respectively. The approximate monodromy matrix is given

by (3.18).

3.4 Rate of Convergence Estimates

In this section, rate of convergence estimates are given for the zeroth- and the �rst-

order semi-discretization methods. A system with multiple point delays is considered

in the form given by (3.1) and (3.2). The corresponding semi-discrete system is given

by (3.4) and (3.6) with (3.5). In order to compare the methods of di�erent order, local

discretization errors are determined as a function of the discretization step h.

The state spaces of (3.1)�(3.2) and (3.4)�(3.6) are described by the functions xt(ϑ)

and yt(ϑ), respectively, where ϑ ∈ [−σ, 0] with σ = max
(
τj(s)

)
, j = 1, 2, . . . , g,

s ∈ [0, T ]. The local discretization error over the discretization interval [0, h] is de�ned

as

Elocal = ||xt(h)− yt(h)|| , (3.35)
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where it is assumed that the initial conditions satisfy xt(0) ≡ yt(0). Here, || · || denotes
the supremum norm, i.e.,

Elocal = sup
t∈[−σ,0]

|xt(h)− yt(h)| , (3.36)

where | · | denotes the Euclidean norm on Rn. Assume that h < σ (note that this is

usually the case in practical problems). Utilizing that xt(ϑ) = x(t+ϑ), yt(ϑ) = y(t+ϑ)

and xt(0) ≡ yt(0), one obtains

Elocal = sup
t∈(0,h]

|x(t)− y(t)| . (3.37)

For 0 < t ≤ h, the di�erence x(t)− y(t) can be expanded as

x(t)− y(t) =

∫ t

0

A(s)x(s)−A0y(s) ds (3.38)

+

g∑
j=1

∫ t

0

Bj(s)u(s− τj(s))−Bj,0Γ
(q)
j,0(s− τj,0) ds

=

∫ t

0

A(s)x(s)−A0x(s) ds︸ ︷︷ ︸
=: J0(t)

+

∫ t

0

A0x(s)−A0y(s) ds

+

g∑
j=1

(∫ t

0

Bj(s)u(s− τj(s))−Bj,0u(s− τj(s)) ds︸ ︷︷ ︸
=: Jj,1(t)

+

∫ t

0

Bj,0u(s− τj(s))−Bj,0u(s− τj,0) ds︸ ︷︷ ︸
=: Jj,2(t)

+

∫ t

0

Bj,0Dx(s− τj,0)−Bj,0Dy(s− τj,0) ds︸ ︷︷ ︸
=: Jj,3(t)

+

∫ t

0

Bj,0Dy(s− τj,0)−Bj,0Γ
(q)
j,0(s− τj,0) ds︸ ︷︷ ︸

=: Jj,4(t)

)
.

A measure for the di�erence x(t)− y(t) can be given as

E(t) = ||x(t)− y(t)|| ≤

∣∣∣∣∣
∣∣∣∣∣J0(t) +

g∑
j=1

4∑
k=1

Jj,k(t)

∣∣∣∣∣
∣∣∣∣∣+
∫ t

0

K||x(s)− y(s)|| ds , (3.39)

where K = ||A0||. Due to the Gronwall inequality, (3.39) yields

E(t) = ||x(t)− y(t)|| ≤

∣∣∣∣∣
∣∣∣∣∣J0(t) +

g∑
j=1

4∑
k=1

Jj,k(t)

∣∣∣∣∣
∣∣∣∣∣ eKt . (3.40)
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If h < τj,i, then, due to the initial assumption xt(0) ≡ yt(0), the term Jj,3(t) is equal

to 0. For the analysis of the other terms J0(t), Jj,1(t), Jj,2(t) and Jj,4(t), j = 1, 2, . . . , g,

the Taylor expansion of x(t), y(t),A(t), B(t) and τj(t) over the interval t ∈ [0, h] should

be analyzed.

A long but straightforward calculation (see Appendix B) gives that J0(h) = O(h3),

J1(h) = O(h3) and J2(h) = O(h3) and these terms do not depend on q. The term

J4(h), however, do depend on q, such that

if q = 0 then Jj,4(h) = O(h2) ;

if q = 1 then Jj,4(h) = O(h3) .

Using (3.40) and (3.37), the local discretization error can be given as

if q = 0 then Elocal = E(h) = O(h2) ,

if q = 1 then Elocal = E(h) = O(h3) .

If q > 1, then the order of the term Jj,4(h) increases, but the terms J0(h), Jj,1(h),

and Jj,2(h) remain of order 3. Consequently, Elocal = O(h3) for all q > 1. In order

to achieve higher-order convergence for q > 1, the approximation of the time-periodic

terms should be improved. For this purpose, a higher-order Magnus expansion should

be used for the approximation of the periodic termsA(t), Bj(t), and τj(t) instead of the

piecewise constant approximations (3.7), (3.8), (3.9) (see, e.g., [145, 116, 117, 32]). Note

that approximations (3.7), (3.8), (3.9) correspond to the �rst-order Magnus expansion.

3.5 Application to the delayed Mathieu equation

As an application, the stability diagrams for the delayed Mathieu equation are de-

termined using both the �rst- and the second-order semi-discretization method. The

delayed Mathieu equation reads

ẍ(t) + (δ + ε cos(ωt))x(t) = b0x(t− τ) . (3.41)

Here, the special case will be considered, when the principal period T = 2π/ω and

the time delay τ are equal. For this special case, the stability boundaries are known

in closed form (see [101]) and can be compared to the ones obtained by the semi-

discretization method.

First, the system is transformed into the form

ẋ(t) = A(t)x(t) +Bu(t− τ) , (3.42)

u(t) = Dx(t) , (3.43)
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Figure 3.5: Exact and approximate stability charts for (3.41) with ε = 2, τ = T = 2π

and for di�erent period resolutions p. Stable domains are indicated by gray shading.

where

x(t) =

(
x(t)

ẋ(t)

)
, u(t) =

(
x(t)

)
, (3.44)

A(t) =

(
0 1

− (δ + ε cos(ωt)) 0

)
, B =

(
0

b0

)
, D =

(
1 0

)
. (3.45)

Then, the system can be analyzed by the semi-discretization method as was shown in

the previous sections.

Figure 3.5 presents the stability charts for (3.41) with ε = 2 and τ = T = 2π

obtained by the zeroth-, the improved zeroth-, and the �rst-order semi-discretization

methods with di�erent period resolutions p. The diagrams were constructed by point-

by-point numerical evaluation of the critical eigenvalues over a 400 × 200 grid of pa-

rameters δ and b0. Stable domains associated with di�erent approximation types are

indicated by di�erent shades of gray. The exact stability boundaries (see [101]) are

also given for reference. The �gure shows how the boundaries for the di�erent approx-

imations approach the exact boundaries as the period resolution p is increasing. It can

be seen that the stability boundaries obtained by the �rst-order semi-discretization
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method practically coincide with the exact boundaries already for period resolution

p = 20. Note that in this example, the principal period T is equal to the time delay

τ ; consequently, the delay resolution is r = int (τ/h) = p for the zeroth-order method

and r = int (τ/h+ 1/2) = p for the �rst-order method.

3.6 New results

Thesis 1 Higher-order versions of the semi-discretization method was developed to the

stability analysis of linear periodic delay-di�erential equations such that the periodic co-

e�cients and the periodic time delays are approximated by piecewise constant functions,

the delayed terms are approximated by higher-order polynomials while the other terms

are unchanged.

It was shown that the rate of convergence of the approximation error over a single

discretization step is proportional to the square of the discretization step for the zeroth-

order approximation, and it is proportional to the cube of the discretization step for

the �rst-order method. For any higher-order approximations, the rate of convergence

is proportional to the cube of the discretization step if the periodic coe�cients and the

periodic time delays are approximated by piecewise constant functions.

The results composed in the thesis were published in Insperger et al. [110] and

Insperger and Stépán [115] for general systems, and in Insperger [112] for an application

to the computation of the stability chart of milling processes.
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Chapter 4

State-dependent delay model for

turning processes

One of the most important �elds of engineering where time delays appear in the model

equations is the theory of regenerative machine tool vibrations. The history of machine

tool chatter goes back to a century, when Taylor [222] described machine tool chatter

as the �most obscure and delicate of all problems facing the machinist.� After the ex-

tensive work of Tobias [225, 226], Tlusty et al. [223], and Kudinov [136], the so-called

regenerative e�ect became the most commonly accepted explanation for machine tool

chatter [5, 224, 191]. This e�ect is related to the cutting-force variation due to the

wavy workpiece surface cut one revolution ago. The phenomenon can be described

by involving time delay in the model equations. Stability properties of the machining

process are depicted by the so-called stability lobe diagrams, which plot the maximum

stable axial depths of cut versus the spindle speed. These diagrams provide a guide

to the machinist to select the optimal technological parameters in order to achieve

maximum material removal rate without chatter. Although there exist many sophis-

ticated methods to optimize manufacturing processes [93, 160, 52, 161, 138], machine

tool chatter is still an existing problem in manufacturing centers [6, 182].

The basis of regenerative cutting model is that either the tool, or the workpiece

or both are �exible and the chip thickness varies due the relative vibrations of the

tool and the workpiece. The tool cuts the surface that was formed in the precious

cut, and the chip thickness is determined by the current and a previous position of

the tool/workpiece. In standard models appearing in the literature, the time delay

between two succeeding cuts is considered to be constant, which is equal to the period

of the workpiece rotation for turning or the tooth-passing period for milling. The

corresponding mathematical model of the turning process in that case is an autonomous

DDE.

29
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Models with constant time delay capture the main character of regenerative dy-

namics, and can be used to describe linear stability properties in good agreement with

experiments. However, some phenomena can only be explained using more sophis-

ticated models that incorporate varying time delays. If the regeneration process is

modeled accurately, then the vibrations of the tool should also be included in the re-

generation model. In turning processes, the time delay is basically determined by the

rotation of the workpiece but it is also a�ected by the current and the delayed position

of the tool. This results in a DDE with state-dependent delay (SD-DDE), where the

delay depends on the present state and also on a delayed state.

In this chapter, a two-degrees-of-freedom model of turning process is considered.

First, it is shown that an accurate modeling of the regenerative e�ect results in a

state-dependent delay, and the governing equation is an SD-DDE. Then, the linearized

equation corresponding to the steady state motion of the tool is determined using the

technique of Hartung and Turi [82]. It is shown that the associated linear equation

di�ers from the DDE with constant delay used in the standard turning models. After

that, the stability analysis of the constant-delay model and the state-dependent-delay

model is performed. It is shown that the incorporation of the state-dependent delay

into the model slightly a�ects linear stability properties of the system. The new results

are composed in Thesis 2 at the end of the chapter. The results presented here were

published in Insperger et al. [108].

4.1 Mechanical model

Figure 4.1 shows the chip removal process in an orthogonal turning operation for an

ideally rigid tool and for a compliant tool. In the latter case, the tool experiences

bending vibrations in directions x and y and leaves a wavy surface behind. The system

can be modeled as a two-degrees-of-freedom oscillator excited by the cutting force, as

shown in Figure 4.2. If there is no dynamic coupling between the x and y directions,

then the governing equation can be given as

mẍ(t) + cxẋ(t) + kxx(t) = Fx(t) , (4.1)

mÿ(t) + cyẏ(t) + kyy(t) = Fy(t) , (4.2)

where m, cx, cy, kx, and ky are the modal mass and the damping and sti�ness pa-

rameters in the x and y directions, respectively. The cutting force is given in the

form

Fx(t) = Kx w hq(t) , (4.3)

Fy(t) = Ky w hq(t) , (4.4)
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Figure 4.1: Chip removal in orthogonal turning processes in the case of an ideally rigid

tool and real compliant tool.

Figure 4.2: Surface regeneration in an orthogonal turning process.

where Kx and Ky are the cutting-force coe�cients in the tangential (x) and the normal

(y) directions, w is the depth of cut (also known as the width of cut or the chip width

in cases of orthogonal cutting), h(t) is the instantaneous chip thickness, and q is the

cutting-force exponent. Note that other formulas for the cutting force are also used in

the literature; see, e.g., [125, 198, 47]. In this model, it is assumed that the tool never

leaves the workpiece, that is, h(t) > 0 during the cutting process.
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If the tool were rigid, then the chip thickness would be constant h(t) ≡ h0, which is

just equal to the feed per revolution. However, in reality, the tool experiences vibrations

that are recorded on the workpiece, and after one revolution, the tool cuts this wavy

surface. The chip thickness h is determined by the feed motion, by the current tool

position and by an earlier position of the tool. The time delay τ between the present

and the previous cut is determined by the equation

R2πΩτ

60
= 2Rπ + x(t)− x(t− τ) , (4.5)

where Ω is the spindle speed given in [rpm] and R is the radius of the workpiece.

Equation (4.5) is in fact an implicit equation for the time delay. It can be seen that

the delay actually depends on the current state x(t) and on a delayed state x(t − τ),

that is, the time delay is state-dependent: τ(xt), where xt(ϑ) = x(t + ϑ), ϑ ∈ [−σ, 0],

with σ ∈ R+ describing the maximum length of the past e�ect.

The chip thickness can be given as the combination of the feed and the present and

the delayed positions of the tool in the form

h(t) = vfτ(xt) + y(t− τ(xt))− y(t) , (4.6)

where vf is the feed velocity.

Thus, the governing equation can be written as

mẍ(t) + cxẋ(t) + kxx(t) = Kxw
(
vfτ(xt) + y(t− τ(xt))− y(t)

)q
, (4.7)

mÿ(t) + cyẏ(t) + kyy(t) = Kyw
(
vfτ(xt) + y(t− τ(xt))− y(t)

)q
. (4.8)

This is a system of SD-DDEs, where the state-dependent delay τ(xt) is given by the

implicit equation (4.5).

Equations (4.7) and (4.8) can be written in the compact form

ż(t) = f(z(t), z(t− τ(zt)), τ(zt)) , (4.9)

where

z =


x

y

ẋ

ẏ

 , f =


ẋ

ẏ

− cx
m
ẋ− kx

m
x+ Kxw

m

(
vfτ(xt) + y(t− τ(xt))− y(t)

)q
− cy

m
ẏ − ky

m
y + Kyw

m

(
vfτ(xt) + y(t− τ(xt))− y(t)

)q

 (4.10)

and zt(s) = z(t + s), s ∈ [−r, 0], r ∈ R+. Note that f depends also explicitly on the

delay τ(zt) = τ(xt).
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4.2 Construction of the associated linear system

For nonlinear systems, a standard way for stability analysis consists of two steps:

linearization of the nonlinear system and investigation of the characteristic exponents

or characteristic multipliers of the linearized system.

In Hartung and Turi [82] (see Theorem 3.3 on page 423), under very non-restrictive

conditions on the SD-DDE, it was shown that the asymptotic stability of the trivial

solution of the associated linearized equation implies the asymptotic stability of a

constant steady-state solution of the original equation. In particular, the linearized

system associated to the constant solution z(t) ≡ z̄ of SD-DDE (4.9) is given as

u̇ = d1f(z̄, z̄, τ(z̄t))u(t)+d2f(z̄, z̄, τ(z̄t))u(t−τ(z̄))+d3f(z̄, z̄, τ(z̄t))dτ(z̄t)ut , (4.11)

where d1f , d2f , d3f denotes the derivatives with respect to the 1st, 2nd and 3rd argu-

ment of f , respectively, and dτ denotes the Frechét derivative (the in�nite dimensional

gradient) of the time delay τ with respect to zt. The vector u reads

u = (ξ η ξ̇ η̇)T , (4.12)

where ξ and η denote the perturbations around the constant solution x(t) ≡ x̄ and

y(t) ≡ ȳ.

First, the constant solution

z̄ = (x̄ ȳ 0 0)T (4.13)

of the SD-DDE (4.9) is determined. This solution corresponds to the stationary cutting

process with a constant de�ection of the tool. Substitution of x(t) ≡ x̄ into (4.5) gives

the constant delay

τ(x̄t) = τ̄ =
60

Ω
+

60(x̄− x̄)

R2πΩ
=

60

Ω
. (4.14)

This constant time delay is used by the standard models of turning processes where

the delay is assumed to be determined only by the workpiece rotation.

The substitution of x(t) ≡ x̄ and y(t) ≡ ȳ into (4.7) and (4.8) (or the substitution

of z(t) ≡ z̄ into (4.9)) gives the solution

x̄ =
Kxw(vf τ̄)

q

kx
, (4.15)

ȳ =
Kyw(vf τ̄)

q

ky
. (4.16)

This constant steady-state solution is equal to the de�ection of the tool for a stationary

case, when the tool does not vibrate during the cutting process, but it has a constant

de�ection.
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Now, the terms in (4.11) are given as

d1f(z̄, z̄, τ(z̄t)) =


0 0 1 0

0 0 0 1

−kx
m

−Kxw
m

q(vf τ̄)
q−1 − cx

m
0

0 −ky
m

− Kyw

m
q(vf τ̄)

q−1 0 − cy
m

 , (4.17)

d2f(z̄, z̄, τ(z̄t)) =


0 0 0 0

0 0 0 0

0 Kxw
m

q(vf τ̄)
q−1 0 0

0 Kyw

m
q(vf τ̄)

q−1 0 0

 (4.18)

and

d3f(z̄, z̄, τ(z̄t)) =


0

0
Kxw
m

q(vf τ̄)
q−1vf

Kyw

m
q(vf τ̄)

q−1vf

 . (4.19)

The term dτ(z̄t)ut is determined in the following way:

dτ(z̄t)ut =


dxtτ(z̄t)

dytτ(z̄t)

dẋtτ(z̄t)

dẏtτ(z̄t)


T

ξt

ηt

ξ̇t

η̇t

 = dxtτ(z̄t)ξt + dytτ(z̄t)ηt + dẋtτ(z̄t)ξ̇t + dẏtτ(z̄t)η̇t ,

(4.20)

where dxtτ , dytτ , dẋtτ and dẏtτ denote the Frechét derivatives of τ with respect to the

1st, 2nd, 3rd and 4th elements of vector zt. As it can be seen in equation (4.5), the

time delay depends only on the �rst element xt of vector zt, consequently, dytτ = 0,

dẋtτ = 0, dẏtτ = 0 and

dτ(z̄t)ut = dxtτ(z̄t)ξt . (4.21)

Take the Frechét derivative of both sides of equation (4.5) with respect to xt:

2π

60
RΩ dτ(x̄t)ξt = ξ(t)− ξ(t− τ(x̄t)) . (4.22)

From here, using the notation τ̄ = τ(x̄t), we get

dτ(x̄t)ξt =
60(ξ(t)− ξ(t− τ̄))

2πRΩ
. (4.23)

Substitution of equations (4.17), (4.18), (4.19), (4.21) and (4.23) into equation

(4.11) gives the linearized equation

d

dt


ξ

η

ξ̇

η̇

 =


ξ̇

η̇

−kx
m
ξ − cx

m
ξ̇ + Kxw

m
q(vf τ̄)

q−1
(
∆η − 60vf

2πRΩ
∆ξ
)

−kx
m
η − cx

m
η̇ + Kyw

m
q(vf τ̄)

q−1
(
∆η − 60vf

2πRΩ
∆ξ
)

 , (4.24)
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where ∆η = η(t− τ̄)− η(t) and ∆ξ = ξ(t− τ̄)− ξ(t).

Transformation of equation (4.24) results in the linear system of DDEs

mξ̈(t) + cxξ̇(t) + kxξ(t)

= Kxwq(vf τ̄)
q−1
(
(η(t− τ̄)− η(t))− 60vf

2πRΩ
(ξ(t− τ̄)− ξ(t))

)
, (4.25)

mη̈(t) + cyη̇(t) + kyη(t)

= Kywq(vf τ̄)
q−1
(
(η(t− τ̄)− η(t))− 60vf

2πRΩ
(ξ(t− τ̄)− ξ(t))

)
, (4.26)

with constant time delay τ̄ = 60/Ω.

It can easily be seen that if the state-dependency of the delay is not modeled, i.e.,

τ ≡ τ̄ is used in the model, then the linearized equations of motion read

mξ̈(t) + cxξ̇(t) + kxξ(t) =Kxwq(vf τ̄)
q−1(η(t− τ̄)− η(t)) , (4.27)

mη̈(t) + cyη̇(t) + kyη(t) =Kywq(vf τ̄)
q−1(η(t− τ̄)− η(t)) . (4.28)

Note that equation (4.27) is an ordinary di�erential equation forced by η, while equation

(4.28) is identical to the standard linear single-degree-of-freedom model of turning

processes with constant regenerative delay. Consequently, the stability of the constant-

delay model is determined only by equation (4.28).

Comparison of equations (4.25)�(4.26) and (4.27)�(4.28) shows that the only di�er-

ence between the state-dependent-delay model and the standard constant-delay model

is the term − 60vf
2πRΩ

(ξ(t− τ̄)− ξ(t)). Actually, the appearance of this additional term is

related to the fact that the chip thickness and, consequently, the cutting force explicitly

depend on the state-dependent time delay as it can be seen in equation (4.6) and as it

was noted after equation (4.10).

4.3 Stability analysis for the constant-delay model

If the state-dependency of the delay is not modeled then the regenerative delay reads

τ ≡ τ̄ = 60/Ω and the stability of the process is determined by equation (4.28). In

this case, equation (4.28) can be written in the form

η̈(t) + 2ζωnη̇(t) + ω2
nη(t) = H (η(t− τ̄)− η(t)) , (4.29)

where ωn =
√
ky/m is the natural angular frequency, ζ = cy/(2mωn) is the damping

ratio of the tool in the y direction, and H = Kywq(vf τ̄)
q−1/m is the speci�c cutting-

force coe�cient. Note that H is linearly proportional to the depth of cut w, which is an

important technological parameter for the machinist. Equation (4.29) is the simplest

mathematical model that describes regenerative machine tool chatter.
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Figure 4.3: Stability chart and the number of unstable characteristic exponents for

(4.29) with ζ = 0.05.

The stability of the system can be determined by the D-subdivision method (see

[167], [206]). The characteristic equation reads

λ2 + 2ζωnλ+ ω2
n +H

(
1− e−λτ̄

)
= 0 . (4.30)

Substitution of λ = ±iω and decomposition into real and imaginary parts gives

Re : − ω2 + ω2
n +H −H cos(ωτ̄) = 0 , (4.31)

Im : 2ζωnω +H sin(ωτ̄) = 0 . (4.32)

Solving this system of equations for H and Ω = 60/τ̄ gives the D-curves in the para-

metric form

Ω =
30ω

jπ − arctan

(
ω2 − ω2

n

2ζωnω

) , j = 1, 2, . . . , (4.33)

H =
(ω2 − ω2

n)
2
+ 4ζ2ω2

nω
2

2 (ω2 − ω2
n)

, (4.34)

where the parameter ω is the frequency of the arising vibrations in [rad/s].

Figure 4.3 shows the D-curves and the number of unstable characteristic exponents

in the plane of the dimensionless speci�c cutting-force coe�cient

H

ω2
n

=

((
ω
ωn

)2
− 1

)2

+ 4ζ2
(

ω
ωn

)2
2

((
ω
ωn

)2
− 1

) (4.35)

and the dimensionless spindle speed Ω/(60fn), where fn = ωn/2π is the natural fre-

quency of the tool in [Hz]. As can be seen, (4.33) and (4.34) give a pair of D-curves
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for each integer j, one in the domain H > 0 associated with ω > ωn and one in the

domain H < 0 associated with ω < ωn. In the literature, these D-curves are called

lobes or stability lobes. The lobes of index j = 1 are the rightmost ones; all the other

lobes with j ≥ 2 are located at lower spindle speeds. Each pair of lobes has a vertical

asymptote at Ω = 60fn/j indicated by dotted lines in Figure 4.3. The limits for the

frequency parameter ω along the stability lobes are also presented. Frequency param-

eters ω < 0 give D-curves in the negative spindle speed domain (not presented here).

The number of unstable characteristic exponents can be determined by the analysis of

the exponent-crossing direction along the D-curves (see [115]). The domain indicated

by 0 in Figure 4.3 corresponds to asymptotic stability. Note that from a practical point

of view, only the domains H > 0 are relevant, since these correspond to positive depth

of cut values.

The stability boundaries in Figure 4.3 represent Hopf bifurcation, since the charac-

teristic exponents cross the imaginary axis with a nonzero imaginary part (i.e. ω ̸= 0)

as we cross the stability boundaries. If the state-dependency of the system is ne-

glected, and the cutting forces are described by equations (4.3) and (4.4), then the

stability boundaries represent subcritical Hopf bifurcations, as was shown by Stépán

and Kalmár-Nagy [208, 120]. In case of subcritical Hopf bifurcation, an attractor (ei-

ther a stable periodic or quasi-periodic orbit, or a chaotic attractor) coexists with the

stable stationary cutting state that may lead to chatter even within the linear stability

boundaries.

Figure 4.4 shows the practical region of the stability chart (i.e., for positive depths

of cut) and the associated frequency ratio diagram, where f = ω/2π is the frequency

of the arising self-excited vibrations at the stability boundaries in [Hz]. The stability

lobes are usually characterized by their index: the lobe of index j is called the jth

lobe. The minimum points of the lobes can be determined by di�erentiating (4.34)

with respect to ω, giving

dH

dω
(ω∗) = 0 ⇒ ω∗ = ωn

√
2ζ + 1 , Hmin = H(ω∗) = 2ζω2

n(1 + ζ) . (4.36)

For ζ = 0.05 in Figure 4.4, (4.36) gives Hmin/ω
2
n = 2ζ(1 + ζ) = 0.105.

In the above model, machine tool chatter is related directly to the regenerative

e�ect. It should be mentioned, however, that other types of self-excited vibrations

may also occur in machining operations. For instance, the chip formation itself can

produce oscillations in the cutting force for certain cutting speeds, as was shown by

Burns and Davies [28, 29] and by Csernák and Pálmai [41, 178] for di�erent models.
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Figure 4.4: Stability lobe diagram and frequency diagram for (4.29) with ζ = 0.05.

4.4 Stability analysis for the state-dependent-delay

model

In the following investigations, it is assumed that the tool is symmetric: cx = cy = c,

kx = ky = k. The corresponding natural angular frequency is ωn =
√
k/m and the

damping ratio is ζ = c/(2mωn). The equations of motion (4.25) and (4.26) can be

written in the form

ξ̈(t) + 2ζωnξ̇(t) + ω2
nξ(t) =

1

rc
H∗ρq−1

(
η(t− τ̄)− η(t)

)
− 1

rc
H∗ρq

(
ξ(t− τ̄)− ξ(t)

)
,

(4.37)

η̈(t) + 2ζωnη̇(t) + ω2
nη(t) =H∗ρq−1

(
η(t− τ̄)− η(t)

)
−H∗ρq

(
ξ(t− τ̄)− ξ(t)

)
,

(4.38)

where rc = Ky/Kx is the cutting force ratio, ρ = 60vf/(2πRΩ) is the dimensionless

feed per revolution. Here, H∗ = (Kywq(2πR)q−1)/m is used as a dimensionless depth

of cut (or chip width) instead of H de�ned in equation (4.29) for the constant-speed

turning. Note that H = H∗ρq−1. The reason for using H∗ instead of H is that while

H depends on the feed velocity vf , H∗ is independent of vf . This feature will be useful

in later comparisons. Note that the dimensionless feed can be given as ρ = fz/(2πR),

where fz = vf τ̄ is the feed per revolution and 2πR is the circumference of the workpiece.

Since typically fz ≪ 2πR, practically, ρ ≪ 1.

Stability analysis of the linear autonomous system of DDEs (4.37)�(4.38) is per-

formed following the developments in Stépán [206]. First, the characteristic equation

is determined, then the stability boundaries in the parameter plane (Ω/(60fn), H
∗) are

given, where Ω/(60fn) is the dimensionless spindle speed.
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Equation (4.37) and (4.38) can be written in the form(
1 0

0 1

)
︸ ︷︷ ︸
:= A1

(
ξ̈(t)

η̈(t)

)
+

(
2ζωn 0

0 2ζωn

)
︸ ︷︷ ︸

:= A2

(
ξ̇(t)

η̇(t)

)
+

(
ω2
n − 1

rc
H∗ρq 1

rc
H∗ρq−1

−H∗ρq ω2
n +H∗ρq−1

)
︸ ︷︷ ︸

:= A3

(
ξ(t)

η(t)

)

+

(
1
rc
H∗ρq − 1

rc
H∗ρq−1

H∗ρq −H∗ρq−1

)
︸ ︷︷ ︸

:= A4

(
ξ(t− τ̄)

η(t− τ̄)

)
=

(
0

0

)
. (4.39)

According to the D-subdivision method, the characteristic equation is given by the

determinant

det
(
A1λ

2 +A2λ+A3 +A4 e
−λτ̄
)
= 0 , (4.40)

which gives

det

(
λ2 + 2ζωnλ+ ω2

n − 1
rc
H∗ρq(1− e−λτ̄ ) 1

rc
H∗ρq−1(1− e−λτ̄ )

−H∗ρq(1− e−λτ̄ ) λ2 + 2ζωnλ+ ω2
n +H∗ρq−1(1− e−λτ̄ )

)
= 0 .

(4.41)

Expanding the determinant gives the characteristic equation in the form(
λ2 + 2ζωnλ+ ω2

n

)(
λ2 + 2ζωnλ+ ω2

n +H∗ρq−1

(
1− ρ

rc

)(
1− e−λτ̄

))
= 0 . (4.42)

There are two roots with negative real parts determined by λ2 + 2ζωnλ+ ω2
n = 0, and

the remaining roots are determined by the transcendental equation

λ2 + 2ζωnλ+ ω2
n +H∗ρq−1

(
1− ρ

rc

)(
1− e−λτ̄

)
= 0 . (4.43)

This equation is very similar to (4.30), the only di�erence is the appearance of the

multiplicative term (1− ρ/rc). (Note that H∗ was introduced such that H = H∗ρq−1.)

Substitution of λ = ±iω and decomposition into real and imaginary parts gives

Ω =
30ω

jπ − arctan

(
ω2 − ω2

n

2ζωnω

) , j = 1, 2, . . . , (4.44)

H∗
SDD =

rc
rc − ρ

ρ1−q (ω2 − ω2
n)

2
+ 4ζ2ω2

nω
2

2 (ω2 − ω2
n)

, (4.45)

where the parameter ω is the angular frequency of the arising vibrations in [rad/s] and

the subscript SDD refers to state-dependent delay.

The stability boundaries corresponding to the model with constant delay is deter-

mined by

H∗
CD = ρ1−q (ω2 − ω2

n)
2
+ 4ζ2ω2

nω
2

2 (ω2 − ω2
n)

, (4.46)
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Figure 4.5: Stability charts for di�erent dimensionless feeds ρ per revolution. Continu-

ous and dashed lines correspond to state-dependent-delay and constant-delay models,

respectively. The parameters are ζ = 0.02, q = 0.75 and rc = 0.3.

while the expression for Ω is identical to equation (4.44). Here, the subscript CD refers

to constant delay.

It can be seen that if the state dependency of the time delay is included into the

model, then the resulting stability boundaries are shifted upwards by the ratio

H∗
SDD

H∗
CD

=
rc

rc − ρ
. (4.47)

Practically, this ratio is close to 1, since ρ ≪ 1 as it was noted after equation (4.38),

and a typical value of the cutting force ratio is rc = 0.3. This shows that the state-

dependency of the time delay is important if ρ is large, i.e, large feed is applied for a

workpiece with small diameter.

Figure 4.5 shows the stability diagrams in the space of the dimensionless spindle

speed Ω/(60fn) and the dimensionless speci�c cutting-force coe�cient H∗/ω2
n. Here,

again, fn = ωn/2π is the natural frequency of the tool in [Hz]. The stability lobes
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Figure 4.6: Ratio of the critical depths of cut for state-dependent-delay and constant-

delay models as the function of the dimensionless feed ρ per revolution (rc = 0.3).

are presented for di�erent dimensionless feeds ρ per revolution both for the state-

dependent-delay and for the constant-delay models. It can be seen that stability bound-

aries are higher for the state-dependent-delay model than those of the constant-delay

model. This can also be seen from equation (4.47), since H∗
SDD/H

∗
CD > 1 for positive

rc and ρ. The di�erence between the two models increases with increasing ρ.

In Figure 4.6, the ratio H∗
SDD/H

∗
CD is shown as a function of ρ. The case ρ = 0.01

can be considered as a limit case in practice for turning: when a 6.4 mm diameter

workpiece is cut with 0.2 mm feed per revolution, the stability boundary is shifted

upwards by 3.45% relative to the constant delay model.

In this chapter, only the linear behavior of the turning process was analyzed, but it

should be mentioned that the state-dependency of the regenerative delay also a�ects

the nonlinear behavior of the system. While the constant-delay model is associated

with subcritical Hopf bifurcation, the state-dependent-delay model is associated with

supercritical Hopf bifurcation for large feed rates (see Insperger et al. [109]). In the

case of supercritical Hopf bifurcation, stable periodic orbits coexist with the linearly

unstable stationary cutting state, and no attractors coexist with the stable stationary

cutting state. This means that the system cannot experience chatter within the linear

stability boundaries (as opposed to the subcritical Hopf bifurcation). From practical

point of view, the supercritical Hopf bifurcation is more favorable than the subcritical

one.
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4.5 New results

Thesis 2 The equations of motion for a two-degrees-of-freedom model of orthogonal

turning process were analyzed. It was shown that if the relative vibrations between the

tool and the workpiece are included into the model then the governing equation is a

delay-di�erential equation with state-dependent delay.

The linear equation corresponding to the stationary cutting with constant de�ection

of the tool was derived. It was shown that the resulting linearized equation is di�erent

from the delay-di�erential equation with constant time delay used in standard turning

models: an additional term arises due to the explicit dependence of the cutting force on

the state-dependent delay.

The stability chart for the state-dependent-delay model was determined in the plane

of the spindle speed and the depth of cut. It was shown that the stability boundaries for

the state-dependent-delay model are located slightly higher than those of the constant-

delay model.

The results composed in the thesis were published in Insperger et al. [108].
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Chapter 5

Milling processes with varying spindle

speed

As it was mentioned in Chapter 4, machine tool chatter is one of the most important

problems in machining operations. One technique to suppress machine tool chatter

is the application of varying spindle speeds. The main idea behind this technique is

that spindle speed variation disturbs the regenerative e�ect, which may reduce the

self-excited vibrations for certain spindle speeds. The idea of suppressing chatter by

spindle speed variation came up �rst in the 1970s, when a great deal of e�ort was

focused in this area [96, 221, 196].

For turning processes with varying spindle speed, the governing equation is a DDE

with time-varying delay. The variation of the spindle speed is typically periodic in

time, consequently, the governing equation for turning processes is a periodic DDE.

There are several approaches to determining the stability properties of these processes.

Sexton et al. [196] approximated the quasiperiodic solutions of the system by peri-

odic ones and applied the harmonic balance method to derive stability boundaries.

Pakdemirli and Ulsoy [175] used angle coordinate as an independent variable instead

of time, following Tsao et al. [227], and obtained a DDE with constant time delay and

with periodic coe�cients. They used the perturbation technique called the method of

strained parameters for stability analysis. Jayaram et al. [118] used quasiperiodic trial

solutions for the system, combined the Fourier expansion with an expansion with re-

spect to Bessel functions, and determined stability boundaries by the harmonic balance

method. Namachchivaya and Beddini [165] transformed the time dependency from the

delay term to the coe�cients, and also carried out some nonlinear analysis using the

small-perturbations technique. The full-discretization technique was used by Sastry et

al. [188] and by Wu et al. [237] for sinusoidal speed modulation and by Yilmaz et al.

[240] for random spindle speed modulation. The semi-discretization method was ap-

43
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plied to the problem by Insperger and Stépán [103] and by Insperger [99] for sinusoidal

and for piecewise linear (sawtooth-like) spindle speed modulations.

Regenerative machine tool chatter is a challenging problem for milling operations,

too. In the case of milling, surface regeneration is coupled with parametric excitation

of the cutting teeth, resulting in a DDE with time-periodic coe�cients. The �rst re-

sults regarding the stability properties of milling processes appeared in Tobias's and

Tlusty's works [225, 226, 223]. They considered the time-averaged cutting force in-

stead of the time-periodic one, and thus their models were equivalent to a DDE with

constant coe�cients. These models can be used for processes with large radial immer-

sion and large number of cutting teeth when the parametric excitation of the teeth is

negligible. For small radial immersion, however, the intermittent nature of the cutting

process cannot be neglected. Minis and Yanushevsky [156] applied a Fourier expansion

and Hill's in�nite determinant technique in the frequency domain to derive stability

charts for a two-degrees-of-freedom milling model. Budak and Altintas [4, 26, 27] used

a similar approach for a multiple-degrees-of-freedom milling model. Their methods

are often referred to as single-frequency (or zero-order) solution and multi-frequency

solution, depending on the number of harmonics taken into account during the Fourier

expansion. All these publications dealt with milling operations with large radial depth

of cut and multiple cutting teeth such that the time-periodicity of the cutting force was

not signi�cant. In these models, the loss of stability is represented by a Hopf bifurca-

tion similar to that of turning processes, i.e., a complex conjugate pair of characteristic

exponents crosses the imaginary axis from left to right.

In the last decade, extended investigation of the high-speed milling process and the

corresponding time-periodic DDE has led to the realization of a new bifurcation phe-

nomenon. In addition to the stability lobes associated with Hopf bifurcation, new sta-

bility boundaries may appear representing a period-doubling (�ip) bifurcation. Davies

et al. [42, 43] modeled small radial immersion milling as an impact-like cutting pro-

cess and obtained analytical formulas for the �ip stability boundaries. Insperger and

Stépán [97, 98] investigated a single-degree-of-freedom model of the milling process

and demonstrated the appearance of �ip stability lobes. They approximated the point

delay in the model equations by a distributed delay with kernel function the gamma

function. Zhao and Balachandran [242] determined stability charts by numerical simu-

lations and showed period-doubling behavior at the stability boundaries. These results

were con�rmed by several other techniques: Bayly et al. [17] used the temporal �nite

element method; Merdol and Altintas [150] used the multi-frequency solution; Szalai

and Stépán [218] determined the characteristic functions of the system and obtained

stability criteria using the argument principle; Corpus and Endres [38] reduced the

problem to the �ip boundaries where time-periodic ODEs describe the system instead
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of time-periodic DDEs; Butcher et al. [31] used an expansion of the solution in terms of

Chebyshev polynomials. The semi-discretization method itself was developed in order

to derive stability diagrams for the milling process [100, 102]. The existence of the

period-doubling phenomenon was also con�rmed by experiments in [42, 43, 17, 39, 70].

Varying spindle speeds are also applied in milling operations in order to avoid

chatter and thus to increase productivity. The idea behind is the same as for turning

processes: the regenerative e�ect is disturbed since each �ute experiences a di�erent

regenerative delay.

Mathematical models for milling processes with spindle speed variation are more

complex than those of turning operations, since the speed-variation frequency and

tooth-passing frequency interact and the resulting system is typically quasiperiodic.

However, if the ratio of the mean period of the spindle speed and the speed modulation

period is a rational number, then the system is purely time-periodic, and the Floquet

theory can be applied to determine stability properties. Sastry et al. [189] used Fourier

expansion and applied the Floquet theory to derive stability lobe diagrams for face

milling. They obtained some improvements for low spindle speeds. Zatarain et al. [241]

presented a general method in the frequency domain for the problem, and showed that

variable spindle speed can e�ectively be used for chatter suppression for low cutting

speeds. They validated their model using the semi-discretization method and time-

domain simulations, and con�rmed their results also by experiments. Seguy et al. [193,

194] used the semi-discretization method to analyze the stability properties around the

�rst �ip lobe.

In this chapter a single-degree-of-freedom model of milling process with varying

spindle speed is analyzed. First the governing equations are derived considering the

time-varying regenerative delay. Then, the stability analysis is performed for the

constant-speed model and the di�erences compared to the stability charts of turning

process are highlighted. After that, the stability charts for the varying-spindle-speed

case are presented and compared to that of constant-speed milling. Finally, experi-

mental veri�cation of suppressing period doubling chatter by spindle speed variation is

presented based on the joint papers Seguy et al. [193, 194] made in collaboration with

French partners. The new results, composed in Thesis 3 at the end of the chapter, are

related to the mechanical model and the computation of the stability charts. These

results were published in Insperger and Stépán [115]. The experimental veri�cation is

not included into the thesis, since all the experiments were performed by French part-

ners, namely, by Sebastien Seguy (École Nationale d'Ingénieurs de Tarbes, France) who

made his PhD about milling processes with varying spindle speed in 2008 [192]. The

results of the experiments are presented here for the sake of completeness.
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5.1 Mechanical model

A single-degree-of-freedom model of end milling is shown in Figure 5.1. The workpiece

is assumed to be �exible in the feed direction (direction x) with modal massm, damping

coe�cient c, and spring sti�ness k, while the tool is assumed to be rigid. The tool hasN

equally distributed cutting teeth with zero helix angles. The spindle speed is modulated

periodically in the form

Ω(t) = Ω0 +Ω1S(t) , S(t+ T ) = S(t) , (5.1)

where Ω0 is the mean value, Ω1 is the amplitude, and the time-periodic bounded

function S : R → [−1, 1] presents the shape of the variation. It is assumed that

Ω(t+ T ) = Ω(t) > 0.

According to Newton's law, the equation of motion reads

mẍ(t) + cẋ(t) + kx(t) = −Fx(t) , (5.2)

where Fx(t) is the x component of the cutting force vector acting on the tool. Let the

teeth of the tool be indexed by j = 1, 2, . . . , N . The geometry of the milling process

and the cutting forces are shown in Figure 5.2. The tangential and radial components

of the cutting force acting on tooth j read

Fj, t(t) = gj(t)Ktaph
q
j(t) , (5.3)

Fj, r(t) = gj(t)Kraph
q
j(t) , (5.4)

Figure 5.1: Single-degree-of-freedom mechanical model of end milling process with a

straight �uted tool.
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Figure 5.2: Cutting-force components and chip thickness model in the milling process.

where Kt and Kr are the tangential and radial cutting-force coe�cients, respectively,

ap is the axial depth of cut, hj(t) is the chip thickness cut by tooth j, and q is the

cutting-force exponent. Function gj(t) is a screen function; it is equal to 1 if tooth j

is in the cut, and 0 if it is not. If φen and φex denote the angular locations where the

cutting teeth enter and exit the cut, then the screen function reads

gj(t) =

 1 if φen < (φj(t) mod 2π) < φex ,

0 otherwise,
(5.5)

where

φj(t) =

∫ t

0

2π Ω(s)

60
ds+ j

2π

N
(5.6)

is the angular position of tooth j and mod is the modulo function. In the case of

up-milling,

φen = 0 , φex = arccos

(
1− 2ae

D

)
, (5.7)

while in the case of down-milling,

φen = arccos

(
2ae
D

− 1

)
, φex = π , (5.8)

where ae is the radial immersion and D is the diameter of the tool (see Figure 5.3).

Although a constant feed velocity vf is prescribed, the actual feed A(t) per tooth is

not constant, since it is a�ected by the spindle speed variation and by the present and

a delayed position of the workpiece in the form

A(t) = vfτ(t) + x(t)− x(t− τ(t)) , (5.9)
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Figure 5.3: Sketch of up-milling and down-milling operations.

where τ(t) [s] is the tooth-passing period, which coincides with the regenerative delay.

The variation of the regenerative delay τ(t) can approximately be given in the implicit

form ∫ t

t−τ(t)

Ω(s)

60
ds =

1

N
. (5.10)

In general, the time delay τ(t) cannot be expressed in closed form, however, if Ω1 is

small enough compared to Ω0, then it can be approximated by

τ(t) ≈ τ0 − τ1S(t) (5.11)

with τ0 = 60/(NΩ0) and τ1/τ0 = Ω1/Ω0.

The instantaneous chip thickness hj(t) is determined by the actual feed per tooth

and the angular position of the cutting teeth. A circular approximation of the tooth

path gives

hj(t) = A(t) sinφj(t) = (vfτ(t) + x(t)− x(t− τ(t))) sinφj(t) . (5.12)

Note that there exist more complex models for the chip thickness calculation, such

as the trochoidal tooth path model, which results in time-dependent delays [59, 144]

and models including the vibrations of the tool�workpiece system that results in state-

dependent delays in the model equations [105, 14].

The x component of the cutting force acting on tooth j is obtained as the projection

of Fj,t and Fj,r in the x direction, i.e.,

Fj, x(t) = Fj, t(t) cosφj(t) + Fj, r(t) sinφj(t) . (5.13)

The x component of the resultant cutting force acting on the tool reads

Fx(t) = Q(t) (vfτ(t) + x(t)− x(t− τ(t)))q , (5.14)
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where

Q(t) =
N∑
j=1

apgj(t) sin
q φj(t) (Kt cosφj(t) +Kr sinφj(t)) . (5.15)

Thus, the equation of motion is the following nonlinear DDE:

mẍ(t) + cẋ(t) + kx(t) = −Q(t) (vfτ(t) + x(t)− x(t− τ(t)))q . (5.16)

We assume that the ratio of the modulation period T and the mean time delay τ0 =

60/(NΩ0) is a rational number, i.e., q1T = q2τ0 with q1 and q2 being relatively prime.

In this case, equation (5.16) is a periodic DDE with principal period q1T . If the ratio

T/τ0 is not rational, then the system is quasiperiodic.

It is assumed that there is a periodic steady-state solution xp(t) = xp(t+ q1T ) that

satis�es (5.16). The general solution can be written as

x(t) = xp(t) + ξ(t) , (5.17)

where ξ(t) is the perturbation around xp(t). Substitution of (5.17) into (5.16) yields

mẍpp(t) + cẋp(t) + kxp(t) +mξ̈(t) + cξ̇(t) + kξ(t)

= −Q(t) (vfτ(t) + xp(t) + ξ(t)− xp(t− τ)− ξ(t− τ))q . (5.18)

Taylor expansion with respect to ξ and neglecting the higher-order terms gives the

variational system in the form

mξ̈(t)+cξ̇(t)+kξ(t) = −q(vfτ(t)+xp(t)−xp(t−τ)) q−1Q(t) (ξ(t)− ξ(t− τ)) . (5.19)

Now, we assume that the tool experiences only small forced oscillations such that the

term xp(t) can be neglected compared to the term vfτ(t). Utilizing this assumption,

the stability of the system is determined by the equation

mξ̈(t) + cξ̇(t) + kξ(t) = −q(vfτ(t))
q−1Q(t) (ξ(t)− ξ(t− τ)) . (5.20)

Introducing the natural angular frequency ωn =
√

k/m and the damping ratio

ζ = c/(2mωn), equation (5.20) can be written in the form

ξ̈(t) + 2ζωnξ̇(t) + ω2
nξ(t) = −G̃(t) (ξ(t)− ξ(t− τ(t))) , (5.21)

where

G̃(t) = ap
q(vfτ(t))

q−1

m

N∑
j=1

gj(t) sin
q φj(t) (Kt cosφj(t) +Kr sinφj(t)) (5.22)

is the speci�c directional dynamic cutting-force coe�cient, or simply the speci�c di-

rectional factor. Since q1T = q2τ0 with q1 and q2 being relatively prime, the speci�c
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directional factor G̃(t) is periodic with period q1T . Consequently, equation (5.21) is a

linear periodic DDE with principal period q1T , for which the Floquet theory of DDEs

applies. Note that if the ratio T/τ0 is not rational, then the system is quasiperiodic

and the Floquet theory does not apply. The system is written in the �rst-order form

ẋ(t) = A(t)x(t) +B(t)u(t− τ(t)) , (5.23)

u(t) = Dx(t) , (5.24)

with

x(t) =

(
ξ(t)

ξ̇(t)

)
, D =

(
1 0

)
, (5.25)

A(t) =

(
0 1

−
(
ω2
n + G̃(t)

)
−2ζωn

)
, B(t) =

(
0

G̃(t)

)
. (5.26)

This system is a special case of system (3.1)-(3.2) with a single delay. The stability

properties can be determined by the semi-discretization method, as shown in Chapter

3.

5.2 Stability charts for constant spindle speed

In order to give some insight into the structure of stability charts for milling processes,

�rst, the constant-spindle-speed case is considered when Ω1 = 0 and Ω(t) = Ω0. In

this case, the tooth passing period (i.e., the regenerative time delay) is constant and

can be given in the form τ(t) ≡ τ0 = 60/(NΩ0) [s], where the spindle speed Ω0 is given

in [rpm]. The linearized equation of motion (5.21) reads

ξ̈(t) + 2ζωnξ̇(t) + ω2
nξ(t) = −G̃(t) (ξ(t)− ξ(t− τ0)) , (5.27)

where the speci�c directional factor

G̃(t) = ap
q(vfτ0)

q−1

m

N∑
j=1

gj(t) sin
q φj(t) (Kt cosφj(t) +Kr sinφj(t)) (5.28)

is now a purely τ -periodic function, because the angular position of tooth j is now

given by

φj(t) =
2π Ω0

60
t+ j

2π

N
. (5.29)

Equation (5.27) can also be written in the form

ξ̈(t) + 2ζωnξ̇(t) + ω2
nξ(t) = −HG(t) (ξ(t)− ξ(t− τ0)) , (5.30)
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where H = apq(vfτ0)
q−1Kr/m is the speci�c cutting-force coe�cient and

G(t) =
N∑
j=1

gj(t) sin
q φj(t)

(
Kt

Kr

cosφj(t) + sinφj(t)

)
(5.31)

is a τ -periodic function called the directional dynamic cutting-force coe�cient, or sim-

ply the directional factor. If c = cx, k = kx, Kr = Ky, ap = w, vfτ0 = vf τ̂ , and

G(t) ≡ 1, then (5.30) gives the governing equation (4.29) of turning without state-

dependent delay.

The system can be written in the �rst-order form

ẋ(t) = A(t)x(t) +B(t)u(t− τ0) , (5.32)

u(t) = Dx(t) , (5.33)

where

x(t) =

(
ξ(t)

ξ̇(t)

)
, D =

(
1 0

)
, (5.34)

A(t) =

(
0 1

− (ω2
n +HG(t)) −2ζωn

)
, B(t) =

(
0

HG(t)

)
. (5.35)

Then, the stability analysis can be performed using the semi-discretization method as

shown in Chapter 3.

Figure 5.4 shows a series of stability lobe diagrams in the plane of the dimensionless

spindle speed NΩ/(60fn) and the dimensionless speci�c cutting-force coe�cient H/ω2
n

for di�erent milling operations. (Note that H is linearly proportional to the axial

depth of cut ap.) The diagrams were determined by the �rst-order semi-discretization

method with period resolution p = 50. The corresponding frequency diagrams and

the directional factor G(t) are also presented. The damping ratio is ζ = 0.02, the

cutting-force ratio is Kt/Kr = 0.3, and the cutting-force exponent is q = 0.75. The

same diagrams are also shown for turning as the special limiting case when G(t) ≡ 1.

The technological parameters for the milling operations were determined such that

the time-dependency of the directional factor G(t) becomes stronger and stronger.

The �rst case is a full-immersion milling with a 4-�uted tool. In this case the tool

is always in contact with the workpiece, since two of its cutting edges are always in

the cut, and the directional factor G(t) is a continuous function. The other cases are

all up-milling operations by a 4-�uted tool with smaller and smaller radial immersion,

resulting in more and more interrupted machining. As was shown by Davies et al. [42,

43], highly interrupted machining operations can be modeled approximately by a �nite-

dimensional discrete map instead of in�nite-dimensional DDEs such that the cutting

process is considered as an impact with the cutting force impulse being proportional
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Figure 5.4: Stability charts and frequency diagrams with the corresponding directional

factor G(t) for turning and di�erent milling operations.
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to the chip thickness. In this sense, Figure 5.4 presents a transition between two

special models of machining: the traditional time-independent DDE model of turning

operation and the discrete map model of highly interrupted machining. Figure 5.4

shows that a series of extra stability lobes arises in addition to the Hopf lobes of turning

as the process becomes more and more interrupted. Numerical calculation shows that

along these additional lobes, a single characteristic multiplier crosses the unit circle

at −1, i.e., these lobes are associated with period-doubling (�ip) bifurcation. As the

radial immersion decreases, the orientation of the �ip lobes become vertical, and the

stability diagrams tend to those of the highly interrupted model obtained by Davies et

al. [42, 43].

As was mentioned in Chapter 2, the critical characteristic multipliers can be located

in three ways:

1. |µ1,2| = 1 with Im µ1,2 ̸= 0 (secondary Hopf bifurcation);

2. µ1 = 1 (cyclic-fold bifurcation);

3. and µ1 = −1 (period-doubling or �ip bifurcation).

It can easily be seen that the case µ1 = 1 cannot occur for (5.30). It is known that in

the critical subspace, ξ(t+ τ) = µ1ξ(t) is satis�ed. If µ1 = 1, then ξ(t− τ) = ξ(t), and

substitution into (5.30) gives the damped oscillator

ξ̈(t) + 2ζωnξ̇(t) + ω2
nξ(t) = 0 . (5.36)

Since ζ and ωn are positive, (5.36) is asymptotically stable; consequently, it cannot have

a characteristic exponent equal to zero, i.e., it cannot have a characteristic multiplier

equal to 1. This proves that cyclic-fold bifurcation cannot arise for (5.30).

With a di�erent conclusion, the same idea can be applied in the case µ1 = −1.

Here, ξ(t− τ) = −ξ(t), and substitution into (5.30) gives

ξ̈(t) + 2ζωnξ̇(t) +
(
ω2
n + 2HG(t)

)
ξ(t) = 0 . (5.37)

This is an ODE with time-periodic coe�cient, for which the characteristic multiplier

µ1 = −1 typically arises for some parameter combination. As a matter of fact, the

stability boundaries of (5.37) give the �ip stability boundaries of the original equation

(5.30). This means that the �ip lobes can be determined by the analysis of the time-

periodic ODE (5.37) instead of the time-periodic DDE (5.30). This was the basic

idea of the analysis by Corpus and Endres [38] to determine the �ip lobes for milling

processes.

Figure 5.4 also shows the frequencies of the resulting vibrations in separate fre-

quency diagrams. These frequencies can be determined using the critical characteristic
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multipliers obtained by the semi-discretization method. Vibrations arise when the sys-

tem loses stability, i.e., when the critical characteristic multiplier satis�es |µ1| = 1.

Equation (5.30) is periodic at the tooth-passing period τ . According to the Floquet

theory, the solution corresponding to the critical characteristic multiplier µ1 reads

ξ(t) = a(t) eλ1t + ā(t) eλ̄1t , (5.38)

where a(t) is a τ -periodic function, bar denotes complex conjugate, and λ1 is the critical

characteristic exponent, i.e., µ1 = eλ1τ . Fourier expansion of a(t) and substitution of

λ1 = iω1 results in

ξ(t) =
∞∑

j=−∞

(
Cj e

i (ω1+j2π/τ)t + C̄j e
−i (ω1+j2π/τ)t

)
, (5.39)

where Cj and C̄j are some complex coe�cients. Note that ω1τ is equal to the phase

angle describing the direction of µ1 in the complex plane, so that −π < ω1τ ≤ π.

The exponents in (5.39) give the angular frequency content of the vibrations. The

corresponding vibration frequencies are

f = ±ω1

2π
+

j

τ
[Hz] , j = 0,±1,±2, . . . . (5.40)

Of course, only the positive frequencies have physical meaning.

For the secondary Hopf lobes, the critical characteristic multipliers are a complex

conjugate pair in the form µ = e±iωτ , and the chatter frequencies are given by

fH = ±ω1

2π
+ j

NΩ

60
[Hz] , j = 0,±1,±2, . . . . (5.41)

According to (5.38), the solution is given as the product of the τ -periodic function a(t)

and the (2π/ω1)-periodic function eλ1t = eiω1t. Consequently, the resulting vibrations

are quasiperiodic. In the literature, vibrations due to secondary Hopf bifurcations are

often referred to as quasiperiodic chatter.

For the �ip lobes, the critical characteristic multiplier is µ1 = −1, i.e., ω1τ = π.

The corresponding chatter frequencies are

fF =
NΩ

120
+ j

NΩ

60
[Hz] , j = 0,±1,±2, . . . . (5.42)

In this case, the period of the function eλ1t = eiω1t = eiπt/τ is 2τ . Consequently,

the solution according to (5.38) is a 2τ -periodic function that explains the terminology

period doubling: the period of the vibration is double the tooth-passing period.

The frequency diagrams in Figure 5.4 were obtained using (5.41) and (5.42). While

turning operations are characterized by a well-de�ned single chatter frequency accord-

ing to the Hopf bifurcation of autonomous systems, milling operations, being paramet-

rically excited systems, present multiple vibration frequencies. Along the �ip lobes, the
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basic frequency of the vibrations is equal to half of tooth-passing frequency. Along the

Hopf lobes, quasiperiodic vibrations arise. It should be mentioned that �ip instability

is directly related to the time-periodic nature of the milling process. It occurs mostly

for operations with small radial immersion when the directional factor G(t) is strongly

time-dependent.

Note that the frequency diagrams in Figure 5.4 do not distinguish the dominant

vibration frequencies. Generally, only one or two of these frequencies characterize

the chatter signal, and the other harmonics are associated with negligible amplitudes.

A technique to show the strength of the di�erent frequency components in complex

milling models using the semi-discretization method was presented by Dombovari et

al. [49].

5.3 Stability charts for varying spindle speed

In this section, system (5.23)-(5.24) is analyzed such that q1T = q2τ0 satis�es with q1

and q2 being relatively prime, i.e., the system is periodic with principal period q1T . The

variation of the spindle speed is described by the amplitude ratio RVA = Ω1/Ω0 and

the frequency ratio RVF = 60/(Ω0T ). Figure 5.5 shows some sample stability charts

for RVA = 0.1 and for di�erent RVF values in the high-speed domain. The parameters

are as follows. A half-immersion up-milling process is considered (i.e., ae/D = 0.5)

by a 4-�uted tool (N = 4) with zero helix angle. The cutting-force coe�cients are

Kt = 107 × 106N/m1+q and Kr = 40 × 106N/m1+q, the cutting-force exponent is

q = 0.75. The feed per tooth is fz = 0.1mm, for which the linearized cutting-force

coe�cients areKtqf
q−1
z = 800×106N/m2 andKrqf

q−1
z = 300×106N/m2. The sti�ness

is k = 20× 106N/m, the natural frequency is fn = ωn/2π = 400Hz, and the damping

ratio is ζ = 0.02. Using the assumption q1T = q2τ0, one obtains q1/q2 = RVF/N . For

the frequency ratios RVF = 0.5, 0.2, 0.1, and 0.05 in Figure 5.5, these relatively prime

numbers are q1 = 1 and q2 = 8, 20, 40, and 80, respectively. The corresponding principal

periods are q1T = 8τ0, 20τ0, 40τ0, and 80τ0. The diagrams were determined by the �rst-

order semi-discretization method such that the delay resolution was r = 44 for all cases.

The period resolutions corresponding to the frequency ratios RVF = 0.5, 0.2, 0.1, and

0.05 were p = 320, 800, 1600, and 3200, respectively. (Note that the principal period of

the system is q1T = q1Nτ0/RVF.)

In Figure 5.5, dashed lines indicate the stability boundaries corresponding to

constant-spindle-speed machining. As can be seen, spindle speed modulation results in

some improvements in the stability around the �rst �ip lobe ( 13-20 krpm). While for

constant-spindle-speed milling, a single �ip lobe appears at 13-20 krpm (the so-called

�rst �ip lobe), for varying-spindle-speed milling, a series of new lobes show up. As
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Figure 5.5: Stability charts for milling processes with sinusoidal spindle speed modu-

lation with RVA = 0.1 in the high-speed domain. Dashed lines indicate the stability

boundaries associated with constant-spindle-speed milling.
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lation with RVA = 0.1 in the low-speed domain. Dashed lines indicate the stability

boundaries associated with constant-spindle-speed milling.
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the frequency ratio RVF is decreased, more and more new lobes appear resulting in a

kind of serration on the stability boundary (see the case RVF = 0.05). Although these

new lobes are located around the �rst �ip lobe of constant-speed milling, they are not

associated to period doubling bifurcation in the strict mathematical sense, since the

principal period of the system is q1T = q2τ0 and not τ0.

Figure 5.6 shows the same stability charts for lower spindle speeds. Here, the �rst-

order semi-discretization method was used with delay resolution r = 110. The period

resolutions corresponding to the frequency ratios RVF = 0.5, 0.2, 0.1, and 0.05 were

p = 800, 2000, 4000, and 8000, respectively. In this case, spindle speed modulation

results in an increase of the stability lobes in general. For small RVF values (i.e., for

small modulation frequencies), the peaks of the stability boundaries are �attened, but

their minima become larger by 50�60% than those of constant-spindle-speed milling.

5.4 Experimental validation of chatter suppression by

spindle-speed variation

The possibility of suppressing period doubling chatter by spindle speed variation were

veri�ed experimentally in collaboration with French partners. The experiments were

performed by Sebastien Seguy at École Nationale d'Ingénieurs de Tarbes in France, who

made his PhD about milling processes with varying spindle speed in 2008 [192]. The

results presented in this section are based on the joint papers Seguy et al. [193, 194].

The machining tests were performed on a 3-axis high-speed milling center (Huron,

KX10). The tool was an inserted mill with three teeth, D = 25mm diameter without

helix angle. The average feed per tooth was vfτ0 = 0.1mm/tooth. Triangular spin-

dle speed variation was implemented by a subprogram using a synchronous function

(Siemens, 840D). Thus, the shape function in equation (5.1) is

S(t) =

 1− 4(t mod T )/T if 0 < (t mod T ) ≤ T/2 ,

−3 + 4(t mod T )/T if T/2 < (t mod T ) ≤ T ,
(5.43)

This gives a function varying linearly between -1 and 1 with period T . In compliance

with the dynamics of the spindle, the di�erence between the input and the measured

spindle speeds was less than 0.5% (see Figure 5.7).

The setup of the milling tests can be seen in Figure 5.8. A �exure was used to pro-

vide a single-degree-of-freedom system that is compliant in the x direction (perpendicu-

lar to the feed). The tool is considered to be rigid relative to the �exure. An aluminum

(2017A) part was down-milled with a radial depth of cut ae = 2mm, thus, the radial

immersion ratio was ae/D = 0.08. The length of the workpiece was 90mm, and the
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Figure 5.7: Comparison of the input and the measured spindle speeds for Ω0 =

9100 rpm, RVA = 0.08 and RVF = 0.0125 (T = 1.9 Hz).

Figure 5.8: Experimental setup (see [193]).

operation time was approximately 2 s at a spindle speed of Ω0 = 9100 rpm. The vibra-

tions of the part were measured by a laser velocimeter (Ometron, VH300+). Filtering

followed by a numerical integration was used to extract the displacement of the part.

The dynamic characteristics of the system were determined by hammer impact test.

The modal mass wasm = 1.637 kg, the natural frequency was fn = 222.5Hz, the damp-

ing ratio was ζ = 0.005. The linearized cutting force coe�cients in the tangential and

the radial directions were Ktqf
q−1
z = 700× 106N/m2 and Krqf

q−1
z = 140× 106N/m2,

respectively.

The corresponding mechanical model can be seen in Figure 5.9. The linearized

equation of motion reads

ξ̈(t) + 2ζωnξ̇(t) + ω2
nξ(t) = −G̃y(t) (ξ(t)− ξ(t− τ(t))) , (5.44)

where the angular natural frequency is ωn =
√
k/m = 2πfn = 1398 rad/s and the
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Figure 5.9: Mechanical model. The compliant direction of the workpiece is perpendic-

ular to the feed direction.

speci�c directional factor is

G̃y(t) = ap
q(vfτ(t))

q−1

m

N∑
j=1

gj(t) sin
q−1 φj(t) cosφj(t) (Kr cosφj(t)−Kt sinφj(t)) .

(5.45)

Note that here the compliant direction of the workpiece is perpendicular to the feed

direction, therefore G̃y(t) in equation (5.45) is not identical to G̃(t) in (5.28). As a

simpli�cation for the experiments, a linear cutting force characteristic was assumed,

i.e., q = 1, for which equation (5.45) gives

G̃y(t) =
ap
m

N∑
j=1

gj(t) cosφj(t) (Kr cosφj(t)−Kt sinφj(t)) . (5.46)

Stability analysis of equation (5.44) is performed using the �rst-order semi-discretization

method. Stability diagrams for constant-speed milling and for varying-speed milling

with amplitude ratio RVA = 0.2 and with frequency ratio RVF = 0.0046875 can be seen

in Figure 5.10. The parameter region under investigation is around the �rst �ip lobe.

For varying-speed milling, the stability boundary is strongly serrated by the small sta-

bility lobes that were also shown in Figure 5.5. Note that in Figure 5.5, the frequency

ratio was RVF = 0.5, 0.2, 0.1 and 0.05, while in Figure 5.10, it is RVF = 0.0046875.

It can be seen that for Ω0 > 9000 rpm, spindle speed variation has a stabilizing e�ect,

while for 8000 rpm< Ω0 < 9000 rpm, it has a destabilizing e�ect.

During the experiments, machining processes with spindle speed Ω0 = 9100 rpm

and depth of cut ap = 1mm were analyzed for constant and varying spindle speeds.

This machining operation is denoted by point B in Figure 5.10. The measured spindle
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Figure 5.10: Stability chart for constant-spindle-speed milling and for varying-spindle-

speed milling with RVA = 0.2 and RVF = 0.0046875.

Figure 5.11: Time history for for constant-spindle-speed and for varying-spindle-speed

machining for Ω0 = 9100 rpm and ap = 1mm.
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speed variation and the resulted displacement is presented in Figure 5.11. As can be

seen, for the constant-speed machining, chatter was clearly identi�ed with vibration

amplitude around 0.07mm. When varying-spindle-speed was applied, then no chatter

was observed. In this case the amplitude of the vibrations was less than 0.01mm. Thus,

the experiments con�rmed the theoretical predictions: spindle speed modulation can

be used to stabilize unstable machining processes.

5.5 New results

Thesis 3 The linearized equation of motion was determined for single-degree-of-freedom

model of milling processes with spindle speed modulation under the assumptions that

(1) the ratio of the spindle speed modulation period and the mean regenerative delay

is rational, and (2) the tool experiences only small forced oscillations relative to the

average feed per tooth.

The stability charts were determined by the �rst-order semi-discretization method

in the plane of the mean spindle speed and the axial depth of cut. It was shown that for

the high-speed domain, no signi�cant improvements can be obtained by spindle speed

variation except for the slight increase in the stability boundaries at the �rst �ip lobe,

where series of new stability lobes show up. For the low-speed domain, spindle speed

modulation results in an increase of the stability lobes in general.

The results composed in the thesis were published in the book Insperger and Stépán

[115].
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Chapter 6

The act-and-wait control concept for

continuous-time systems with

feedback delay

The main problem in the stabilization of control systems in the presence of feedback

delay is that in�nitely many characteristic exponents (poles) should be controlled,

while the number of control parameters is �nite. One technique to deal with the

problem is to assign the place of the rightmost poles only while monitoring the other

uncontrolled poles with large (negative) real part (see, e.g., Michiels et al. [151, 153]).

This technique requires the numerical calculation of some relevant poles for di�erent

control parameters. In this case, the in�nitely many poles are controlled by a �nite

number of control parameters.

An alternative approach is to increase the number of control parameters with the

application of distributed delays in the controller, where the kernel function of the dis-

tributed delay serves as a kind of in�nite-dimensional vector of control gains. Another

way is the application of time-periodic controllers, where the time-dependency of the

gains can be assumed to be a set of in�nitely many control parameters.

A special case for distributed-delay applications is that in which the feedback is

based on a prediction of the state. This method is called �nite spectrum assignment,

since the resulting closed-loop system has only a �nite number of poles that can be

assigned arbitrarily, provided that there is no uncertainty in the system and in the

control parameters (for details, see Manitius and Olbrot [146], Wang et al. [235]). If

the open-loop system is unstable, then prediction by means of the solution of the dif-

ferential equation cannot stabilize the system, since it involves an unstable pole�zero

cancellation even for high-accuracy solutions (see Engelborghs et al. [55]). The condi-

tions for stabilizing via distributed delays that approximates the solution of the system

62

               dc_852_14



CHAPTER 6. THE ACT-AND-WAIT CONTROL CONCEPT 63

were analyzed by Mondié et al. [158], and a safe implementation of �nite spectrum

assignment for unstable systems was provided in Mondié and Michiels [159].

For delay-free systems, stabilization by means of periodic control gains is a �eld of

intensive research (see, for instance, [25, 142, 162, 3, 21]). However, the combined e�ect

of feedback delay and time-periodic control gains results in time-periodic DDEs, for

which the stability analysis requires the use of the in�nite-dimensional Floquet theory.

Actually, sampling can also be considered a special case of periodic controllers, since

it corresponds to a periodic variation of the feedback delay in time. Other, generalized,

sampled-data hold functions can also e�ectively be used to improve control performance

(see, e.g,. Kabamba [119]). A special case of generalized hold discrete-time control is

the intermittent predictive control, where the sequence of open-loop trajectories is

punctuated by intermittent feedback. This concept was introduced by Ronco et al.

[185] and further developed by Gawthrop and Wang [64, 65].

In this chapter, a special case of periodic controllers, the act-and-wait controller,

is analyzed, where the feedback term is switched on and o� periodically in time. The

technique was introduced by Insperger and Stépán [106, 212, 107] for both continuous-

time and discrete-time systems. The merit of the technique is that if the switch-o�

(waiting) period is longer than the feedback delay, then the system can be transformed

to a discrete map of �nite dimension presenting a �nite spectrum assignment problem.

This feature may be useful during the controller design. Several examples show that a

stable control process can be attained by the application of the act-and-wait concept for

problems where the traditional controllers with continuous feedback cannot stabilize

the system. Furthermore, the act-and-wait controller typically can be tuned to have

dead-beat behavior (see, e.g., [106, 212, 129]). Due to its intermittent nature, the act-

and-wait concept is relevant in biomechanical applications such as controlling biological

networks [174] and human balancing [154, 10]. As was shown by Gawthrop [66], the

act-and-wait controller is related to the intermittent controller in the sense that both

techniques have a generalized hold interpretation.

In this chapter, �rst, some features of time-periodic controllers are summarized.

Then, the act-and-wait controller is introduced in detail. After that, the stick balancing

problem is presented with re�ex delay as a case study. The new results are composed

in Thesis 4 at the end of the chapter. The results presented here were published in

Insperger [106] and also in the book Insperger and Stépán [115].
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6.1 Time-invariant versus time-periodic controllers

Consider the linear multiple-input multiple-output system

ẋ(t) = Ax(t) +Bu(t) , (6.1)

y(t) = Cx(t) , (6.2)

with state x(t) ∈ Rn, input u(t) ∈ Rm, and output y(t) ∈ Rl. Consider the delayed

feedback controller

u(t) = Dy(t− τ) , (6.3)

with τ being the feedback delay. It is assumed that the delay is a �xed parameter of

the control system and cannot be eliminated or tuned during the control design. There

are several sources of such time delays, e.g., acquisition of response and excitation

data, information transmission, on-line data processing, computation and application

of control forces. It is assumed, furthermore, that the time delay is a known parameter

during the control design. Note, however, that the time delay is often an uncertain

parameter in feedback control processes that can lead to instabilities (see, e.g., [91, 124])

and a�ects also the robustness of the control process (see, e.g., [168, 123, 152]).

System (6.1)�(6.2) with (6.3) forms an autonomous DDE of the form

ẋ(t) = Ax(t) +BDCx(t− τ) . (6.4)

Stabilization of (6.4) brings the following pole placement problem: for given matrices

A, B, and C and for given feedback delay τ , matrix D should be determined such that

all the characteristic exponents (the poles) lie in the left half of the complex plane.

The di�culty in this problem is that in�nitely many characteristic exponents should

be controlled by a �nite number of control parameters, i.e., by the elements of matrix

D.

Consider now the periodic controller

u(t) = G(t)y(t− τ) , (6.5)

where G(t) is a T -periodic function. System (6.1)�(6.2) with (6.5) implies the time-

periodic DDE

ẋ(t) = Ax(t) +BG(t)Cx(t− τ) . (6.6)

As was mentioned in Section 2.4, the general solution of (6.6) for the initial function

x0 can be formulated as

xt = U(t)x0 , (6.7)

where U(t) is the solution operator (in�nitesimal generator) of the system, and the

function xt is de�ned as

xt(ϑ) = x(t+ ϑ) , ϑ ∈ [−τ, 0] . (6.8)
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The stability properties of the system are determined by the monodromy operator

U(T ). The nonzero elements of the spectrum of U(T ) are called characteristic multipli-

ers (or poles). The system is asymptotically stable if all the characteristic multipliers

have modulus less than one. Like the time-independent system (6.4), stabilization of

system (6.6) requires control over in�nitely many poles, but now the control gains

are functions of time over the period [0, T ], which corresponds to a kind of in�nite-

dimensional vector of control gains. The question is how to place all the in�nitely

many poles (i.e., in�nitely many characteristic multipliers in this case) of the system

inside the unit circle of the complex plane by tuning the control gain function G(t)

over [0, T ]. One possible approach to the problem is to decrease the dimension of the

system using the act-and-wait control technique.

6.2 The act-and-wait control concept

The act-and-wait controller is a special case of the periodic controller (6.5) with the

T -periodic matrix

G(t) =

 0 if 0 ≤ (t mod T ) < tw ,

Γ(t mod T ) if tw ≤ (t mod T ) < tw + ta = T ,
(6.9)

where Γ : [tw, T ] → Rm×l is an integrable matrix function. Here, ta and tw are the

lengths of the acting and the waiting periods, respectively, and ta+tw = T is the length

of one act-and-wait period.

In what follows, it will be shown that if the waiting period is larger than the feedback

delay (i.e., if tw ≥ τ), then the system can be described by an n×n monodromy matrix.

Consequently, only n poles determine the stability instead of in�nitely many.

Consider the general case (k − 1)τ < ta ≤ kτ , where k is an arbitrary positive

integer. According to the method of steps for DDEs, the solution can be constructed

piecewise over the consecutive intervals [0, tw], [tw, tw + τ ], . . . , [tw + (k − 1)τ, T ] step

by step (see Figure 6.1 for k = 3).

Since the delayed term is switched o� during the waiting period, the �rst section

of the solution can be given as

x(1)(t) = Φ(1)(t)x(0) , 0 ≤ t ≤ tw , (6.10)

with Φ(1)(t) = eAt. Here, superscript (1) refers to the number of the segment of the

solution.

Now we utilize the facts that the waiting period is larger than (or equal to) the

time delay and the solution over 0 ≤ t ≤ tw is already given by (6.10). Thus, in the
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Figure 6.1: Sketch of the piecewise solution of (6.6) with (6.9) according to the method

of steps for tw ≥ τ and 2τ < ta ≤ 3τ (k = 3).

interval tw < t ≤ tw + τ , (6.6) with (6.9) can be written as

ẋ(t) = Ax(t) +BΓ(t)CΦ(1)(t− τ)x(0) , tw < t ≤ tw + τ . (6.11)

The solution for the initial condition x(tw) = x(1)(tw) = Φ(1)(tw)x(0) can be given in

the form

x(2)(t) = Φ(2)(t)x(0) , tw < t ≤ tw + τ , (6.12)

with

Φ(2)(t) = eAt +

∫ t

tw

eA(t−s)BΓ(s)CΦ(1)(s− τ) ds (6.13)

(see the variation of constants formula (A.15) in Appendix A). Provided that the

solution in the hth interval is given as

x(h)(t) = Φ(h)(t)x(0) , tw + (h− 2)τ < t ≤ tw + (h− 1)τ , (6.14)

the solution in the next interval can be given by the recursive form

x(h+1)(t) = Φ(h+1)(t)x(0) , tw + (h− 1)τ < t ≤ tw + hτ , (6.15)

with

Φ(h+1)(t) = eAt +

∫ t

tw−(h−1)τ

eA(t−s)BΓ(s)CΦ(h)(s− τ) ds . (6.16)

Finally, the solution at t = T is given as

x(T ) = x(k+1)(T ) = Φ(k+1)(T )x(0) . (6.17)

As can be seen, the state x(T ) depends only on the initial state x(0), and it does

not depend on the initial function x0. Matrix Φ(k+1)(T ) therefore serves as an n × n

monodromy matrix for the system.
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As a consequence, the in�nite-dimensional monodromy mapping

xT = U(T )x0 (6.18)

can be written in the form(
x(T )

x̃T

)
=

(
Φ(k+1)(T ) O

f̃k+1 O

)(
x(0)

x̃0

)
, (6.19)

where the function x̃t is de�ned by the shift

x̃t(ϑ) = x(t+ ϑ) , ϑ ∈ [−τ, 0) . (6.20)

Note that ϑ = 0 is excluded here as opposed to xt in (6.8). In (6.19), O denotes the

zero functional, O denotes the zero operator, and f̃k+1 is the function

f̃k+1(ϑ) =

 Φ(k)(ϑ+ T ) if − τ ≤ ϑ < (k − 1)τ − ta ,

Φ(k+1)(ϑ+ T ) if (k − 1)τ − ta ≤ ϑ < 0 .
(6.21)

Equation (6.19) shows that the function xT can be determined using only the initial

state x(0) and does not depend on the initial function x̃0. The stability properties

are determined by the n × n matrix Φ(k+1)(T ). The system is asymptotically stable

if all the eigenvalues of Φ(k+1)(T ) have modulus less than 1. Therefore, in this case,

the stability analysis requires the calculation of the eigenvalues of the n × n matrix

Φ(k+1)(T ) only.

For instance, if k = 1, i.e., 0 < ta ≤ τ , then the monodromy matrix is given as

Φ(2)(T ) = eAT +

∫ T

tw

eA(T−s)BΓ(s)C eA(s−τ) ds . (6.22)

If k = 2, i.e., τ < ta ≤ 2τ , then

Φ(3)(T ) = eAT +

T∫
tw

eA(T−s)BΓ(s)C eA(s−τ) ds

+

T∫
tw+τ

eA(T−s1)BΓ(s1)C

s1−τ∫
tw

eA(s1−s2−τ)BΓ(s2)C eA(s2−τ) ds2 ds1 . (6.23)

Note that if the waiting period is less then the feedback delay, i.e., tw < τ , then the

above derivation is not valid, and the monodromy operator cannot be represented in

the n×n matrix form as in (6.22) or (6.23). Still, if the waiting and the acting periods

tw and ta satisfy certain conditions, then a �nite-dimensional monodromy matrix can

be constructed for the case tw < τ , too (for details, see [113]).
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6.3 Case study: stick-balancing with re�ex delay

Balancing an inverted pendulum in the presence of feedback delay is a frequently cited

example in dynamics and control theory [206, 199, 141], and it is also a relevant issue

to human motion control [213, 155, 10]. It is known that conventional proportional-

derivative (PD) controllers cannot stabilize the upward position if the time delay is

larger than a critical value. As was shown by Stépán [214], this critical delay for a

continuous PD feedback can be given in the simple form τcrit = Tp/
(
π
√
2
)
, where Tp is

the period of the small oscillations of the pendulum hanging at its downward position.

The same phenomenon is often communicated such that for a given feedback delay,

there is a critical minimum length of the pendulum: if the pendulum is shorter than

this critical length, then the upward position is unstable for any PD controller [34].

Here, it will be shown that the application of the act-and-wait control concept helps

in the stabilization of the upper equilibrium of the pendulum. The mechanical model

of the system can be seen in Figure 6.2. The pendulum of length l and mass m is

attached to the horizontal slide. The mass m0 of the slide is assumed to be negligible

relative to the mass of the pendulum. The general coordinates are the angular position

φ of the stick and the position x of the pivot point. A control force Q is applied on the

slide in order to balance the stick at φ = 0. The equation of motion for this system

takes the form(
1
3
ml2 1

2
ml cosφ

1
2
ml cosφ m

)(
φ̈

ẍ

)
+

(
−1

2
mgl sinφ

−1
2
mlφ̇2 sinφ

)
=

(
0

Q(φ, φ̇)

)
, (6.24)

where g stands for the gravitational acceleration. The displacement x is a cyclic co-

ordinate that can be eliminated from the equation. The essential motion φ is then

governed by(
1

3
ml2 − 1

4
ml2 cos2 φ

)
φ̈+

1

8
ml2φ̇2 sin(2φ)− 1

2
mgl sinφ = −1

2
lQ(φ, φ̇) cosφ . (6.25)

Figure 6.2: Mechanical model of stick-balancing.
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Figure 6.3: Number of unstable characteristic exponents for (6.28) with length l = 1m

and with di�erent feedback delays τ .

The control force Q is assumed to be a locally linear function of the angular position

φ and the angular velocity φ̇ in the form

Q(φ, φ̇) = Kpφ+Kdφ̇+ h.o.t. , (6.26)

where Kp is the proportional gain, Kd is the derivative gain, and h.o.t. stands for the

higher-order terms not modeled here.

Linearization around the upright position φ = 0 and modeling the delay τ in the

feedback loop gives

1

12
ml2φ̈(t)− 1

2
mglφ(t) = −1

2
l (Kpφ(t− τ) +Kdφ̇(t− τ)) . (6.27)

Introducing new parameters, the system can be transformed into the form

φ̈(t) + a0φ(t) = −kpφ(t− τ)− kdφ̇(t− τ) , (6.28)

where

a0 = −6g

l
< 0 , kp =

6Kp

ml
, kd =

6Kd

ml
. (6.29)

Stability charts for this system can be determined based on the D-subdivision method

(see [167], [206]). Some stability charts are shown in Figure 6.3 for pendulum length

l = 1 m and for di�erent feedback delays τ . As can be seen, the stable domain shrinks

with increasing feedback delay τ , and it disappears if τ > τcrit. It is know (see, e.g.,

[206, 214]) that the value of the critical delay can be given as

τcrit =

√
−2

a0
=

√
l

3g
=

Tp

π
√
2
, (6.30)

where Tp = π
√

2l/(3g) is the period of the small oscillations of the pendulum about

its downward equilibrium. For a pendulum of length l = 1m, PD controllers with

feedback delays larger than τcrit = 0.1843 s cannot stabilize the upward position.
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Consider now the same system subjected to the act-and-wait controller in the form

φ̈(t) + a0φ(t) = −g(t) (kpφ(t− τ) + kdφ̇(t− τ)) , (6.31)

where

g(t) =

 0 if 0 ≤ (t mod T ) < tw ,

1 if tw ≤ (t mod T ) < tw + ta = T ,
(6.32)

is the act-and-wait switching function. Here, the feedback is zero for the waiting period,

and constant proportional and derivative gains are applied in the acting period. The

system can be written in the form

ẋ(t) = Ax(t) + g(t)Bu(t− τ) , (6.33)

u(t) = Dx(t) , (6.34)

where

x(t) =

(
φ(t)

φ̇(t)

)
, A =

(
0 1

−a0 0

)
, B =

(
0

1

)
, D =

(
−kp −kd

)
. (6.35)

Stability charts for (6.33)�(6.34) can be determined by the semi-discretization method,

as shown in Chapter 3.

For the special case tw ≥ τ , the monodromy matrix can also be given in closed

form, as shown in Section 6.2. For this purpose, the system should �rst be written in

the form of (6.6), where C is the 2 × 2 identity matrix and G(t) = g(t)D. Then, the

recurrence (6.16) with (6.13) can be used to obtain the closed-form representation of the

monodromy matrix (see, e.g., (6.22) or (6.23) for the cases 0 < ta ≤ τ or τ < ta ≤ 2τ ,

respectively).

A measure for the decay of the oscillations around the upper equilibrium is charac-

terized by the magnitude of the critical (largest in modulus) characteristic multiplier

µ1, i.e., ∥xt+T∥ ≤ |µ1| ∥xt∥. In order to compare cases with di�erent act-and-wait

periods T = tw + ta, introduce the decay ratio such that ρ = |µ1|1/T . This decay ratio

characterizes the decay over a unit time step, i.e., ∥xt+1∥ ≤ ρ ∥xt∥.
Figure 6.4 shows a series of stability charts in the plane (kp, kd) for a pendulum of

length l = 1m with feedback delay τ = 0.1 s for di�erent acting and waiting periods.

These diagrams can be considered projections of the 4 dimensional stability chart in

the parameter space (kp, kd, ta, tw). The contour lines where the decay ratio ρ is equal

to 1, 1.5, 2, . . . are also presented. The stability boundaries, where ρ = 1, are indicated

by thick lines. It can be seen that there is a qualitative change in the structure of

the stable domains if the waiting period tw becomes larger than the feedback delay τ .

The reason is that in this case, the dynamics changes radically: the dimension of the
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Figure 6.4: Stability charts and contour curves of the decay ratio ρ = |µ1|1/T for

di�erent acting and waiting periods for a pendulum of length l = 1m with feedback

delay τ = 0.1 s. Stable domains are indicated by gray shading.

system is reduced to n = 2, and the system is described by the corresponding 2 × 2

monodromy matrix. Consequently, the stability diagrams for the case tw ≥ τ = 0.1 s

can also be obtained by analyzing the 2 × 2 matrix Φ(2)(T ) or Φ(3)(T ) in (6.22) or

(6.23) depending on whether 0 < ta ≤ τ or τ < ta ≤ 2τ .

In Figure 6.4, the feedback delay (τ = 0.1 s) is smaller than the critical delay

τcrit = 0.1843 s; consequently, the system can be stabilized by the traditional (constant

gain) controller as well. The diagrams for the case tw = 0 correspond in fact to the

stability chart in the left panel of Figure 6.3.

The same diagrams are presented in Figure 6.5 for a pendulum of length l = 1m
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Figure 6.5: Stability charts and contour curves of the decay ratio ρ = |µ1|1/T for

di�erent acting and waiting periods for a pendulum of length l = 1m with feedback

delay τ = 0.2 s. Stable domains are indicated by gray shading.

with feedback delay τ = 0.2 s. In this case, the feedback delay is larger than the

critical value; consequently, the system cannot be stabilized by constant control gains.

Periodic switching of the control gains according to the act-and-wait concept may,

however, result in a stabilizing control. As can be seen, large triangular stable domains

appear for tw ≥ τ = 0.2, but small stable domains can also be observed in some plots

with tw = 0.15 s.

The act-and-wait concept provides an alternative for control systems with feedback

delays. The traditional approach is the continuous use of constant control gains, when

a cautious, slow feedback is applied with small gains, resulting in slow convergence (if
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such a controller can stabilize the system at all). The act-and-wait control concept

is a special case of periodic controllers, where time-varying control gains are used in

the acting phase and zero gains are used in the waiting intervals. Several (actually,

in�nitely many) periodic functions could be chosen as time-periodic controllers. The

main idea behind choosing the one that involves waiting intervals just longer than the

feedback delay is that this kills the memory e�ect by waiting for the system's response

induced by the previous action. Although it might seem unnatural not to actuate

during the waiting interval at all, the act-and-wait concept is still a natural control

logic for time-delayed systems. This is how, for example, one would adjust the shower

temperature considering the delay between the controller (tap) and the sensed output

(water temperature at skin).

6.4 New results

Thesis 4 The act-and-wait control concept was introduced for continuous-time sys-

tems with feedback delay such that the feedback control is periodically switched o� and

on. It was shown that if the switch-o� (or waiting) period is larger than the feedback

delay, then the system is described by an n-dimensional discrete map with n being the

order of the delay-free system. Consequently, only n characteristic multipliers should

be monitored during the control design as opposed to the in�nitely many characteristic

exponents of the continuous-feedback controller.

As a case study, a stick balancing problem was considered with re�ex delay. The

corresponding model was a PD controller with feedback delay. It was shown that by

using the act-and-wait control concept, the stick can be balanced in the vertical position

for such large re�ex delays, for which the time-invariant PD controller cannot provide

a stable control process.

The results composed in the thesis were published in Insperger [106] and also in the

book Insperger and Stépán [115].
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Chapter 7

Increasing the accuracy of force

control process using the act-and-wait

concept

Force control is an essential mechanical controlling problem in robotics, since most

robotic applications involve interactions with other objects. The �rst publications on

the basics of force-control approaches appeared in the early 1980s, starting with the pi-

oneering work of Whitney [236], Mason [149], and Raibert and Craig [183]. Since then,

several comprehensive textbooks have been published summarizing di�erent methods

of force-control processes in the �eld of robotics [40, 9, 139, 36, 205]. The aim of force

control is to provide a desired force between the actuator and the environment (or work-

piece). In order to achieve high accuracy in maintaining the prescribed contact force

against Coulomb friction, high proportional control gains are to be used [40, 9]. How-

ever, in practical realizations of force-control processes with high proportional gains,

the robot often loses stability, and starts to oscillate at a relatively low frequency.

These oscillations are mainly caused by digital e�ects [236, 207, 211, 132, 131] and by

time delays in the feedback loop [206, 69]. In spite of e�orts to minimize time delays,

they cannot be eliminated totally, even with today's advanced technology due to phys-

ical limits. Teleoperation is a typical example in which communication delay plays a

crucial role [126, 7, 163, 130, 180], but similar delays may arise in haptic interfaces as

well [37, 62].

In this chapter, a force control process is considered in the presence of feedback

delay. The error in the contact force between the actuator and the environment is

analyzed for a time-invariant proportional (P) controller and for the act-and-wait con-

troller. In order to minimize the contact force error, the proportional gain in the

controller should be increased. But on the other hand, for large proportional gains,

74

               dc_852_14



CHAPTER 7. ACT-AND-WAIT CONCEPT FOR FORCE CONTROL 75

the system looses stability due to the feedback delay. Here, it is shown that the pro-

portional gain and, consequently, the accuracy of the contact force can be increased

by the application of the act-and-wait control concept. The theoretical results were

con�rmed by tendentious experiments for a range of feedback delays. The results are

composed in Thesis 5 and have been published in Insperger et al. [111] and also in the

book Insperger and Stépán [115].

7.1 Mechanical model and stability analysis for the

continuous controller

The single-degree-of-freedom mechanical model of the force-control process is shown in

Figure 7.1. The modal mass mb and the equivalent sti�ness k represent the inertia and

the sti�ness of the robot and the environment, while equivalent damping c models the

viscous damping due to the servo motor characteristics and the environment. The force

Q represents the controller's action, and C is the magnitude of the e�ective Coulomb

friction. Considering a proportional force controller, the control force can be given as

Q(t) = Fd − kp (Fm(t)− Fd) , (7.1)

where kp is the proportional gain, Fd is the desired force, and Fm is the measured force.

The equation of motion reads

mbq̈(t) + cq̇(t) + kq(t) = Fd − kp (Fm(t)− Fd)− Csgn
(
q̇(t)

)
. (7.2)

Assuming a steady-state condition by setting all the time derivatives to zero, consider-

ing a constant Coulomb friction force, and using that Fm = kq(t), the maximum force

error can be given as

Fmax
e =

C

1 + kp
. (7.3)

Figure 7.1: Single-degree-of-freedom mechanical model of force-control process.
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Thus, the higher the gain kp, the less the force error. Theoretically, there is no upper

limit for the gain kp, since the constant solution q(t) ≡ qd of (7.2) is always asymp-

totically stable when C = 0. Experiments show, however, that the real system with

feedback delay is not stable for large gain kp [207]. Here, the goal is to decrease the force

error by increasing the proportional gain kp, but note that there exist other methods

to compensate friction-caused stick-slip phenomena (see., e.g,. [140, 148]).

In practical realizations, the control force can be written in the form

Q(t) = Fd − kp(Fm(t− τ)− Fd) = kqd − kp (kq(t− τ)− kqd) , (7.4)

where τ is the time delay in the feedback loop. Thus, the equation of motion reads

mbq̈(t) + cq̇(t) + kq(t) = kqd − kp (kq(t− τ)− kqd)− Csgn
(
q̇(t)

)
. (7.5)

Stability properties of the system can be determined by analyzing the variational

system of (7.5) around the desired position qd. For this calculation, the dry friction is

neglected in the model. Considering that q(t) = qd+x(t), the variational system reads

ẍ(t) + 2ζωnẋ(t) + ω2
nx(t) = −ω2

nkpx(t− τ) , (7.6)

where ωn =
√

k/mb is the natural angular frequency of the uncontrolled undamped

system and ζ = c/(2mb ωn) is the damping ratio. The stability analysis can be per-

formed by the D-subdivision method (see [167], [206]). The stability boundaries in the

plane (τ, kp) can be given as

if ω = 0 : kp = −1 , (7.7)

if ω ̸= 0 : τ =
1

ω

(
jπ − arctan

(
2ζωnω

ω2
n − ω2

))
, j ∈ Z , (7.8)

kp =
(−1)jsgn(ω − ωn)

ω2
n

√
(ω2

n − ω2)2 + 4ζ2ω2
nω

2 . (7.9)

Stability charts for di�erent damping parameters c are shown in Figure 7.2. The mass

and the sti�ness parameters are mb = 29.57 kg and k = 16414N/m. Stable domains

with di�erent gray shades are associated with di�erent damping parameters c. If the

feedback delay is zero, then the system is asymptotically stable for any kp > −1. Note

that the system without control (i.e., if kp = 0) is stable itself, and the goal of the

control is to ensure an accurate contact force.

7.2 Application of the act-and-wait control concept

Consider now the same system with an act-and-wait controller. In this case, the control

force can be given as

Qa&w(t) = Fd − g(t)kp(Fm(t− τ)− Fd) , (7.10)
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Figure 7.2: Stability charts for (7.6) with di�erent damping parameters.

where g(t) is the T -periodic act-and-wait switching function de�ned in (6.32). Thus,

Qa&w =

 Fd if 0 ≤ (t mod T ) < tw ,

Fd − kp(Fm(t− τ)− Fd) if tw ≤ (t mod T ) < tw + ta = T .
(7.11)

This means that the control force is equal to the desired force for period of length

tw, and the feedback is switched on only for periods of length ta. The corresponding

variational system reads

ẍ(t) + 2ζωnẋ(t) + ω2
nx(t) = −g(t)ω2

nkpx(t− τ) , (7.12)

where

g(t) =

 0 if 0 ≤ (t mod T ) < tw ,

1 if tw ≤ (t mod T ) < tw + ta = T ,
(7.13)

is the act-and-wait switching function. Transformation into �rst-order form gives

ẋ(t) = Ax(t) + g(t)Bu(t− τ) , (7.14)

u(t) = Dx(t) , (7.15)

with

x(t) =

(
x(t)

ẋ(t)

)
, A =

(
0 1

−ω2
n −2ζωn

)
, B =

(
0

−ω2
n

)
, D =

(
kp 0

)
.

(7.16)

Stability charts for (7.14)�(7.15) can be determined by the semi-discretization method.

Alternatively, if tw ≥ τ and 0 < ta ≤ τ , then the monodromy matrix of the system can

also be determined in closed form according to (6.22).
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Figure 7.3: Theoretically predicted stability charts, frequency diagrams and the max-

imum force error for the continuous and for the act-and-wait control concept.

Let µ1 denote the critical (maximum in modulus) eigenvalue. The system is asymp-

totically stable if |µ1| < 1. The frequency of the resulting self-excited vibrations at the

loss of stability is related to the phase angle

ω1 =
1

T
Im (ln (µ1)) =

1

T
arctan

(
Im µ1

Re µ1

)
(7.17)

with −π < ω1T ≤ π. The vibration frequencies are the positive values of

f = ±ω1

2π
+

j

T
[Hz], j = 0,±1,±2, . . . . (7.18)

Figure 7.3 presents the stability charts (middle panel), the vibration frequencies

along the stability boundaries (top panel), and the maximum force error (bottom panel)

for the continuous controller described by (7.4) and for the act-and-wait controller given

by (7.11). The parameters are mb = 29.57 kg, k = 16414N/m, c = 1447Ns/m, and

the Coulomb friction force is C = 16.5N. The length of the waiting period is equal

to the feedback delay, i.e., tw = τ , while the ratio of the acting period length and
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the delay is set to a �xed number ta/τ = 0.2. It can be seen that the maximum

achievable stable proportional gain kp is larger for the act-and-wait controller than for

the continuous one. The maximum force error is determined by the maximum stable

gain kp (see equation (7.3)). Consequently, the act-and-wait controller results in a

smaller force error than the continuous controller. The frequency diagram shows that

while the continuous control case is associated with a single vibration frequency, for the

act-and-wait control case, a series of vibration frequencies arises according to equation

(7.18).

7.3 Experimental veri�cation

For the experimental validation of the theoretical results, a HIRATA (MB-H180-500)

DC drive robot was used (see Fig. 7.4). The axis of the robot was connected to the base

of the robot (environment) by a helical spring of sti�ness k = 16414 N/m. The contact

force was measured by a Tedea-Huntleight Model 355 load cell mounted between the

spring and the robot's �ange. The driving system of the moving axis consisted of a

HIRATA HRM-020-100-A DC servo motor connected directly to a ballscrew with a

20mm pitch thread. The robot was controlled by a micro-controller based control unit

providing the maximum sampling frequency 1 kHz for the overall force control loop.

This controller made it also possible to vary the time delay as integer multiples of 1 ms,

and to set the control force by the pulse width modulation (PWM) of supply voltage

of the DC motor. Time delay was varied between 20 and 200ms, which are signi�-

cantly larger than the sampling period 1 ms; therefore, the system can be considered a

continuous-time system. The modal mass and the damping ratio were experimentally

determined: mb = 29.57 kg and c = 1447Ns/m. The Coulomb friction was measured

to be C = 16.5N. The desired force was Fd = 50N.

DC
motor

moving robot arm

spring

load
cell

Figure 7.4: Experimental setup.
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The measurements were performed at the Department of Manufacturing Sciences

and Technology (BME) with my colleague, Dr. László Kovács. The programming of

the robot arm was provided by Péter Galambos and András Juhász. Their help is

gratefully acknowledged.

During the measurements, the time delay was �xed and the proportional gain was

increased slowly until the process lost stability for perturbations larger than 50N. The

displacement of the force sensor was recorded during the loss of stability in order to

analyze the frequency content of the motion. Then, the gain kp was set to 90% of the

critical value to obtain a stable process, the system was perturbed three times, and the

resulting force errors were documented (three for each �xed time delay).

Figures 7.5 and 7.6 show a comparison of the theoretical predictions with some

experimental results for the continuous controller and for the act-and-wait controller,

respectively. The �gures present the stability charts (left middle panel), the associated

frequency diagrams (left top panel), the maximum force error (left bottom panel), and

series of power spectrum density (PSD) diagrams for the test points with di�erent feed-

back delays (right panels). The experimental stability boundaries and the measured

maximum force errors are represented by crosses. The theoretically predicted vibration

frequencies are also shown in the experimental PSD diagrams by black dots for refer-

ence. It can clearly be seen that the experimental results show good agreement with the

theoretical predictions. The critical proportional gains for the act-and-wait controller

are 2-3-times larger than those for the the continuous controller. The theoretically

predicted vibration frequencies coincide with the measured frequencies. Regarding the

remaining force error, there are some discrepancies between the theoretical predic-

tions and the measurements, but the tendency can clearly be seen: the measured force

errors are signi�cantly smaller for the act-and-wait controller than those for the the

continuous controller.

A similar analysis for a digital force control process with sampling e�ect, see In-

sperger et al. [114].
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Figure 7.5: Comparison of the theoretical stability chart, vibration frequencies, and

force errors to the experimental results for the continuous controller.
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Figure 7.6: Comparison of the theoretical stability chart, vibration frequencies, and

force errors to the experimental results for the act-and-wait controller.
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7.4 New results

Thesis 5 The act-and-wait control concept was applied to a single-degree-of-freedom

force control problem with feedback delay and compared to the traditional, continuous-

feedback controller. Stability charts were constructed that plots the critical proportional

gains, where the process looses stability, as function of the feedback delay. It was shown

that the application of the act-and-wait concept allows the use of larger proportional

gains without loosing stability. Since the force error decreases with increasing propor-

tional gain, the accuracy of the force control process can signi�cantly be increased if the

act-and-wait concept is used.

The theoretical results were con�rmed by experiments for a range of feedback de-

lays. Vibration frequencies at the stability boundaries were used to verify the model.

The theoretically predicted frequencies agreed well with the measured frequencies. The

experiments con�rmed that the application of the act-and-wait concept allows the use

of 2-3-times larger proportional gains without losing stability. It was also con�rmed

that the force error can signi�cantly be decreased by the application of the act-and-wait

control concept.

The results composed in the thesis were published in Insperger et al. [111] and also

in the book Insperger and Stépán [115].
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Chapter 8

Summary

In this dissertation, engineering problems were considered where the governing equa-

tions involve terms with varying time delays in their arguments. The early engineering

models in the 1940s where time delay played crucial role, like the wheel shimmy prob-

lem [190], the ship stabilization model [157] or the feedback control systems [228]),

were all associated with constant delays. The corresponding mathematical theorems,

like existence, uniqueness or continuous dependence were established only later for dif-

ferent classes of functional di�erential equations by Myshkis [164], Bellman and Cooke

[19], Èl'sgol'c [54], Halanay [77], Hale [78], Driver [51], Kolmanovskii and Nosov [127],

just to mention a few. This knowledge were then continuously transferred to di�erent

engineering applications resulting in more and more sophisticated mechanical mod-

els including distributed delays [209, 210, 220], time-varying delays [175, 103, 241] or

state-dependent delays [108, 14].

The theses presented in Chapters 3�7 are all related to DDEs with varying time

delays. In Chapter 3, higher-order versions of the numerical semi-discretization method

was presented for linear periodic DDEs including cases with periodically varying delays.

This method was then applied to problems from di�erent �eld of engineering in the next

chapters. In Chapter 4, a two-degrees-of-freedom model of orthogonal turning process

was analyzed considering the relative vibrations between the tool and the workpiece,

which resulted in a state-dependent delay in the governing equation. The associated

linear system and the corresponding stability charts were determined in an analytic way.

In Chapter 5, single-degree-of-freedom milling process with spindle speed modulation

was consider with some special parameter combination such that the governing equation

is a periodic DDE with periodic delay. Stability charts for this system were constructed

using the �rst-order semi-discretization method presented in Chapter 3. In Chapter 6,

a special periodic controller was introduced for systems with feedback delay. The point

of the so-called act-and-wait control concept is that the feedback control is periodically

switched o� and on. This can also be considered as a kind of time-varying delay:
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during the acting (switch-on) period, the time delay in the governing equation is the

feedback delay, while for the waiting (switch-o�) period, there is no time delay in the

system. Finally, in Chapter 7, an application of the act-and-wait concept is presented

for a force control process.

Overall, it can be stated that varying time delay has a kind of stabilizing e�ect in

all the engineering models analyzed in Chapters 4�7. For the turning model with state-

dependent delay in Chapter 4, it was obtained that the domains of stability are slightly

larger for the state-dependent-delay model than for the constant delay model. This

di�erence is due to the explicit dependence of the cutting force on the state-dependent

delay. In this case, the state-dependency of the delay can be considered as a kind

of compliance compared to the �sti�� constant delay that is capable to stabilize the

system. For the varying-spindle speed milling, the time delay is varying periodically in

time according to a prescribed function. The idea behind this technique is to disturb

the regenerative e�ect such that each �ute experiences a di�erent regenerative delay.

For low spindle speeds this technique has a stabilizing e�ect. For high spindle speeds,

spindle speed variation may either stabilize or destabilize the milling process depending

on the spindle speed�depth of cut combination. For the act-and-wait control concept

in Chapters 6 and 7, the time delay is switched o� and on periodically. If the waiting

period is larger than the feedback delay, then the delay can be eliminated, which

results in a �nite dimensional system instead of the in�nite dimensional one. The

corresponding stability charts showed that the stability domains for the act-and-wait

controller are larger compared to the case of continuously active controller. In some

cases, the act-and-wait controller provides a stable process even for such large feedback

delays, for which the continuous-feedback controller cannot provide a stable control

process.
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Appendix A

Solution of Linear Inhomogeneous

ODEs

In this appendix, the solutions for linear homogeneous and inhomogeneous ODEs are

given.

Consider �rst the linear homogeneous ODE

ẏ(t) = Ay(t) , (A.1)

where y(t) ∈ Rn and A is an n × n matrix. The solution for this system associated

with the initial state y(t0) = y0 can be given as

y(t) = eAty0 , (A.2)

where the matrix exponential is de�ned by the Taylor series of the exponential function

as

eAt = exp(At) :=
∞∑
k=0

1

k!
Aktk , (A.3)

with A0 = I being the identity matrix (see, for instance, [90, 179]). The following

properties hold:

d

dt
eAt = A eAt = eAtA , eA0 = I , det

(
eAt
)
̸= 0 ,

(
eAt
)−1

= e−At .

(A.4)

The matrix exponential eAt can be calculated in terms of the eigenvalues and eigen-

vectors of A. For instance, if A is a 2 × 2 matrix, then there exists an invertible

transformation matrix P (whose columns consist of the generalized eigenvectors of A)

such that J = P−1AP has one of the following forms:

J =

(
λ 0

0 µ

)
, J =

(
λ 1

0 λ

)
, J =

(
a −b

b a

)
, (A.5)
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where λ, µ, a, b ∈ R. The corresponding matrix exponentials read

eJt =

(
eλt 0

0 eµt

)
, eJt =

(
eλt t eλt

0 eλt

)
, eJt = eat

(
cos(bt) − sin(bt)

sin(bt) cos(bt)

)
,

(A.6)

respectively. The matrix exponential eAt can then be given by

eAt = ePJP−1t = P eJtP−1 . (A.7)

For n× n matrices with n > 2, the matrix exponential can be determined in a similar

way using the Jordan form transformation of the matrix (see, for instance, [90, 179]).

Matrix exponentials can be calculated by most of the numerical and symbolic software

packages, as well.

Consider now the linear inhomogeneous ODE

ẏ(t) = Ay(t) + b(t) , (A.8)

where y(t) ∈ Rn, A is an n × n matrix, and b(t) ∈ Rn is a continuous function. The

solution is determined by the method called variation of constants. The solution is

searched for in the form

y(t) = eAtg(t) , (A.9)

where g(t) ∈ Rn is a di�erentiable function. Every solution can be written in this form,

since eAt is invertible. Di�erentiation of (A.9) yields

ẏ(t) = A eAtg(t) + eAtġ(t) . (A.10)

Substitution into (A.8) gives

eAtġ(t) = b(t) , (A.11)

which implies

g(t) =

∫ t

t0

e−Asb(s) ds+K , (A.12)

where K is a constant vector. The solution reads

y(t) = eAt

∫ t

t0

e−Asb(s) ds+ eAtK . (A.13)

The initial condition y(t0) = y0 is satis�ed if

K = e−At0y0 . (A.14)

Thus, the solution of (A.8) for the initial condition y(t0) = y0 reads

y(t) = eA(t−t0)y0 +

∫ t

t0

eA(t−s)b(s) ds . (A.15)

This formula is called the variation of constants formula or the Duhamel�Neumann

formula for linear inhomogeneous ODEs.
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An Example: the Forced Oscillator

Consider the linear forced oscillator

ẍ(t) + ax(t) = b cos(ωt) , (A.16)

with a = α2 > 0, ω > 0. This system can be written in the form of (A.8) with

y(t) =

(
x(t)

ẋ(t)

)
, A =

(
0 1

−a 0

)
, b(t) =

(
0

b cos(ωt)

)
. (A.17)

If a = α2 > 0, then the matrix exponential can be given as

eAt =

(
cos(αt) 1

α
sin(αt)

−α sin(αt) cos(αt)

)
. (A.18)

Application of the variation of constants formula (A.15) with the initial state y(0) =

y0 = (x0, v0)
T gives the solution

y(t) =

(
cos(αt) 1

α
sin(αt)

−α sin(αt) cos(αt)

)(
x0

v0

)
+

∫ t

0

(
b
α
sin(α(t− s)) cos(ωs)

b cos(α(t− s)) cos(ωs)

)
ds

=

( (
x0 +

b
ω2−α2

)
cos(αt) + v0

α
sin(αt)− b

ω2−α2 cos(ωt)

v0 cos(αt) +
(
−αx0 − bα

ω2−α2

)
sin(αt) + bω

ω2−α2 sin(ωt)

)
. (A.19)

Alternatively, according to the theory of forced oscillators, the solution of (A.16) is

searched for in the form

x(t) = C1 cos(αt) + C2 sin(αt) + xp(t) , (A.20)

where xp(t) is the particular solution of the form

xp(t) = K cos(ωt) + L sin(ωt) . (A.21)

Substitution of (A.21) into (A.16) gives

K = − b

ω2 − α2
, L = 0 . (A.22)

The parameters C1 and C2 are obtained by the substitution of the initial conditions

x(0) = x0, ẋ(0) = v0, which gives

C1 = x0 +
b

ω2 − α2
, C2 =

v0
α

. (A.23)

Thus, the solution and its derivative read

x(t) =

(
x0 +

b

ω2 − α2

)
cos(αt) +

v0
α

sin(αt)− b

ω2 − α2
cos(ωt) , (A.24)

ẋ(t) =

(
−x0α− bα

ω2 − α2

)
sin(αt) + v0 cos(αt)−

bω

ω2 − α2
cos(ωt) , (A.25)

which are equivalent to (A.19).
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Appendix B

Rate of convergence estimates for the

semi-discretization method

In this appendix, the terms

J0(h) =

∫ h

0

A(s)x(s)−A0x(s) ds , (B.1)

Jj,1(h) =

∫ h

0

Bj(s)u(s− τj(s))−Bj,0u(s− τj(s)) ds , (B.2)

Jj,2(h) =

∫ h

0

Bj,0u(s− τj(s))−Bj,0u(s− τj,0) ds , (B.3)

Jj,4(h) =

∫ h

0

Bj,0Dy(s− τj,0)−Bj,0Γ
(q)
j,0(s− τj,0) ds (B.4)

in (3.38) are determined as power series of the discretization step h. For this analysis,

consider the Taylor expansions

x(t) = x̃0 + x̃1t+ x̃2t
2 + · · · , (B.5)

y(t) = ỹ0 + ỹ1t+ ỹ2t
2 + · · · , (B.6)

A(t) = Ã0 + Ã1t+ Ã2t
2 + · · · , (B.7)

Bj(t) = B̃j,0 + B̃j,1t+ B̃j,2t
2 + · · · , j = 1, 2, . . . , g , (B.8)

τj(t) = τ̃j,0 + τ̃j,1t+ τ̃j,2t
2 + · · · , j = 1, 2, . . . , g . (B.9)

Note that the initial assumption xt(0) ≡ yt(0) implies x̃0 = ỹ0. Equations (3.7), (3.8)

and (3.9) give

A0 =
1

h

∫ h

0

A(s)dt = Ã0 +
1

2
Ã1h+

1

3
Ã2h

2 + · · · , (B.10)

Bj,0 =
1

h

∫ h

0

Bj(t) dt = B̃0 +
1

2
B̃1h+

1

3
B̃2h

2 , j = 1, 2, . . . , g , (B.11)

τj,0 =
1

h

∫ h

0

τj(t) dt = τ̃j,0 +
1

2
τ̃j,1h+

1

3
τ̃j,2h

2 + · · · , j = 1, 2, . . . , g . (B.12)
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Furthermore, we will also use the equations

u(t) = Dx(t) , (B.13)

v(ti) = Dy(ti), (B.14)

(see equations (3.2) and (3.6)).

Using the above Taylor expansions and taking into account (B.13) and (B.14), the

magnitude of the terms J0(h), Jj,1(h) and Jj,2(h) can be estimated with respect to

the discretization step h. Substitution of the Taylor expansions (B.5) and (B.7) with

(B.10) into (B.1) gives

J0(h) =
1

12
Ã1x̃1h

3 +O(h4) . (B.15)

Substitution of the Taylor expansions (B.5), (B.8) and (B.9) with (B.13) and (B.11)

into (B.2) give

Jj,1(h) = − 1

12
B̃1D(τ̃j,1 − 1)(x̃1 − 2x̃2τ̃j,0 + 3x̃3τ̃

2
j,0)h

3 +O(h4) , (B.16)

Substitution of the Taylor expansions (B.5) and (B.9) with (B.13), (B.11) and (B.12)

into (B.3) give

Jj,2(h) =
1

12
B̃0Dτ̃j,1(τ̃j,1 − 2)(x̃2 − 3x̃3τ̃j,0)h

3 +O(h4) . (B.17)

Note that J0(h), Jj,1(h) and Jj,2(h) do not depend on the approximation order q, i.e.,

these terms remain of order O(h3) for any q.

The term Jj,4(h) is analyzed separately for the cases q = 0 and q = 1. If q = 0

(zeroth-order semi-discretization), then

Γ
(q)
j,i (t− τj,i) = v(ti−rj,i) = Dy(ti−rj,i) , (B.18)

where rj,i = int
(
τj,i/h

)
. In this case,

Jj,4(h) =

∫ h

0

Bj,0Dy(s−τj,0)−Bj,0Dy(t0−rj,0) ds = Bj,0D

∫ h

0

y(s−τj,0)−y(−rj,0h) ds .

(B.19)

Substitution of the Taylor expansion (B.6) with (B.13), (B.11) and (B.12) gives

Jj,4(h) = B̃0D(τ̃j,0−rj,0h)
(
−ỹ1+(rj,0h+ τ̃j,0)ỹ2−(r2j,0h

2+ τ̃j,0rj,0h+ τ̃ 2j,0)ỹ3

)
h+O(h2) .

(B.20)

The di�erence |τ̃j,0 − rj,0h| can be estimated as function of the discretization step h.

The relation rj,i = int
(
τj,i/h

)
implies |τj,0 − rj,0h| ≤ h. Using (B.12), this gives

|τ̃j,0 − rj,0h| ≤
(
1 +

1

2
|τ̃j,1|

)
h+O(h2) , (B.21)
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that is,

|τ̃j,0 − rj,0h| = O(h) . (B.22)

Equation (B.20) with (B.22) gives

Jj,4(h) = O(h2) . (B.23)

If q = 1 (�rst-order semi-discretization), then

Γ
(1)
j,i (t− τj,i) = βj,i,0(t)v(ti−rj,i) + βj,i,1(t)v(ti−rj,i+1)

=
τj,i + (i− rj,i + 1)h− t

h
Dy(ti−rj,i) +

t− (i− rj,i)h− τj,i
h

Dy(ti−rj,i+1) , (B.24)

where rj,i = int
(
τj,i/h+ 1/2

)
. In this case,

Jj,4(h) =

∫ h

0

Bj,0Dy(s− τj,0)

−Bj,0

(
τj,0 + (0− rj,0 + 1)h− s

h
Dy(t0−rj,0) +

s− (0− rj,0)h− τj,0
h

Dy(t0−rj,0+1)

)
ds

= Bj,0D

∫ h

0

y(s−τj,0)−
(
τj,0 + (1− rj,0)h− s

h
y(−rj,0h) +

s+ rj,0h− τj,0
h

y((1− rj,0)h)

)
ds .

(B.25)

Substitution of the Taylor expansion (B.6) with (B.13), (B.11) and (B.12) gives

Jj,4(h) = −B̃0D(τ̃j,0 − rj,0h)
2((τ̃j,0 + 2rj,0h)ỹ3 − ỹ2)h

− 1

2
(τ̃j,0 − rj,0h)

(
B̃1D

(
(τ̃ 2j,0 + τ̃j,0rj,0h− 2r2j,0h

2)ỹ3 − (τ̃j,0 − rj,0h)ỹ2

)
+

B̃0D
(
(3rj,0h− 3τ̃j,0 + 3τ̃j,0τ̃j,1 + 3τ̃j,1rj,0h)ỹ3 − 2τ̃j,1ỹ2

))
h2 +O(h3) . (B.26)

Here, rj,i = int
(
τj,i/h+1/2

)
, which implies |τj,0 − rj,0h| ≤ h/2. Using (B.12), this give

|τ̃j,0 − rj,0h| ≤
1

2
(1 + |τ̃j,1|)h+O(h2) , (B.27)

that is, again,

|τ̃j,0 − rj,0h| = O(h) . (B.28)

Equation (B.26) with (B.28) gives

Jj,4(h) = O(h3) . (B.29)

Concluding the results, it was found that J0(h) = O(h3), J1(h) = O(h3) and

J2(h) = O(h3) and these terms do not depend on q. The term J4(h), however, do

depend on q: if q = 0 then Jj,4(h) = O(h2), if q = 1 then Jj,4(h) = O(h3).
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